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In this paper, we propose an alternative approach, a series of CCD frames of Phoebe, the ninth satellite of Saturn, are used to test the solved GD and an obvious improvement in the precision of positional measurement is found.

In order to explain our approach, we recall our experience first from our ground-based astrometry. After a CCD frame for a target (such as Phoebe) was taken in a small field of view (for example, about 10′ X 10′ or even smaller), two reference stars in the frame are usually the minimum requirement for our further reduction. This is because we do not know the accurate parameters of the telescope, the CCD chip, and the pointing beforehand (thus, these parameters must be approximate, like those in Table 1). In addition, these parameters sometimes/often change during a night observation. How then can we determine them?

A least-squares technique is the best choice for us. Specifically, we can first measure the pixel position (x, y) of a reference star and the target by some centroid algorithm (such as a Gaussian fitting), and compute their respective standard coordinate (ξ, η) (i.e., via central projection; see Green 1985 for more details) in terms of some assumed tangential point’s equatorial coordinate (i.e., the pointing; A, D) and their own theoretical equatorial coordinates (α, δ) by the following well-known formulae:

\[ ξ = \frac{\cos δ \sin(α - A)}{\sin δ \sin D + \cos δ \cos D \cos(α - A)} \]
\[ η = \frac{\sin δ \cos D - \cos δ \sin(α - A)}{\sin δ \sin D + \cos δ \cos D \cos(α - A)} \]  

(1)

Then only for the reference stars, we use a four-constant plate model (with an assumption that all astrometric effects are taken into account and the pixel of the CCD is square),

\[ ξ = ax - by + c, \ \eta = bx + ay + d \]  

(2)

where the equation simply describes a displacement, a rotation, and a scale factor between the standard coordinate on the tangential plane and the pixel coordinate on the CCD chip used. More exactly, (c, d) is the offset, a = ρ cos ϕ, and b = ρ sin ϕ in which ρ and ϕ are the scale factor of the telescope and the
orientation of the CCD chip with respect to the real equator, respectively. By a least-squares fitting, when more than two (or only two) reference stars are available, the solved parameters \((\hat{a}, \hat{b}, \hat{c}, \text{and } \hat{d})\) can be obtained. We can indirectly know the parameters of the telescope and the CCD chip.

Once the solved parameters are available, we use Equation (2) again but only for the target. Thus the observed standard coordinate \((\xi_o, \eta_o)\) of the target can be derived by using its measured pixel position \((x, y)\). After combining with a previously computed standard coordinate \((\xi_e, \eta_e)\), the positional residual (observed minus computed; \(O-C\)) of the target can be obtained as follows:

\[
\Delta \xi = \xi_o - \xi_e \simeq \Delta \alpha \cos D, \quad (3a)
\]

\[
\Delta \eta = \eta_o - \eta_e \simeq \Delta \delta. \quad (3b)
\]

Now we can come to understand that the pointing error is not serious because of the difference of \((\Delta \xi, \Delta \eta)\) (we usually choose a star that is nearest to the center of the CCD frame as the tangential point, so there may be about one minute of degree for its error). On the one hand, the computed standard coordinate \((\hat{\xi}, \hat{\eta})\) by central projection contains the effect of the pointing error; on the other hand, the observed standard coordinate \((\xi_o, \eta_o)\) contains the same effect of this error (the constant and rotational parts of the effect; see Green 1985 for more details) in Equation (2), therefore, the difference for this effect in Equation (3) can cancel out. In other words, for the constant offset and rotation part of the pointing error, our operation is accurate by the previous least-squares fitting. Therefore, we seldom mention the pointing error in our reduction. Actually, this is a classical practice.

Up to now, we have not taken the GD into account (in fact, we always assume that no GD exists owing to the small field of view. One can find some examples in our reference list such as Colas & Arlot 1991, Harper et al. 1997, Vienne et al. 2001, Peng et al. 2004, 2012, and Peng & Zhang 2006). A logical way is to remove the GD effect first from all original pixel positions of reference stars and the target in a CCD frame, and then perform the abovementioned classical reduction.

In order to derive the GD, our routine is somewhat different from the “relative astrometry” adopted by other researchers, but the key idea is the same. Our routine is based on classical practice and might be called “absolute astrometry,” and thus it might be more easily understood. In principle, there are two coordinate systems, either a pixel coordinate system or an equatorial coordinate one, for deriving GD, but their effects should be equivalent. However, in order to demonstrate more clearly the physical meaning, the pixel coordinate system of the CCD is preferable. The key problem is the transformation of the residual form in right ascension like that in Equation (3), which is associated with the declination \((D)\) of the pointing.

The contents of this paper are arranged as follows. In Section 2, the principle of solving GD for a ground-based telescope is described. The observations used to derive GD and applied to the ninth satellite of Saturn (Phoebe) are explained in detail in Section 3. In Section 4, the results of the standard deviation (SD) solution and Phoebe are given. In addition, some discussion of our proposal for solving the GD are included in more detail in Section 5. Finally, some conclusions are drawn in Section 6.

2. PRINCIPLE

According to Anderson & King (2003), “a frame is distortion-free if the star positions that define it have been corrected in such a way that the positions of the same stars, measured in any image with a different pointing, but corrected in the same way, can be transformed into those of this frame with nothing more than a displacement, a rotation, and a scale factor.” In other words, the star positions in one frame can be accurately associated with those of the same stars in another frame only by a four-constant plate model (in view of classical photography assuming square pixels and orthogonal axes). The distribution of GD is unique for a series of CCD frames, and depends only on the pixel coordinates (or location) of each CCD frame. In addition, any parameter in the four-constant plate model is not required to be constant for a series of CCD frames because we allow for changes in the focal length, the orientation of the CCD chip with respect to the real equator, and the telescope’s pointing between any two CCD frames.

A direct method for deriving GD is to adopt an astrometric flat with an accurate astrometric catalog when a field of view associated with GD is used to observe a dense star field. Perhaps such an “astrometric flat field” is available for some areas (such as M92 observed by HST; see van der Marel et al. 2007), but it is not always convenient for all telescopes since the target celestial field is not always near the calibration target or even appearing in the observable sky. The future Gaia astrometric catalog may be the best choice. Anyway, at present, we have to resort to another technique for self-calibration.

Here, we present an alternative proposal. Similar to the practice by Anderson & King (2003), we can take multiple dithered exposures of the same sky field at different offsets in a pattern of either “+” (see Figure 7 in Anderson et al. 2006) or “#” (see Figure 2 in Bellini & Bedin 2010). The latter pattern of “#” should have a higher efficiency. In our experimental observations, the offsets between any two neighboring CCD frames are about 1’ in right ascension or in declination. Figure 1 shows a dithered observational scheme for CCD frames. Anderson & King (2003) and Anderson et al. (2006) use a “standard” overlapping plate method or “relative astrometry” to derive the GD, that is, they use the difference between the pixel location of a star in one image and the pixel location of the same star in other images. However, the method described in this work uses the difference between the observed pixel location of a star in an image and the calculated pixel location of that star indirectly from its catalog right ascension and declination coordinates, which can be called “absolute astrometry.”

After all stellar images are automatically searched and their pixel positions extracted by a two-dimensional Gaussian fit technique, as many stellar images as possible are matched by our developed technique (Ren & Peng 2010) to their corresponding stars in an astrometric catalog so that each matched star image has a unique identification (a strict requirement is not needed for its positional precision). Then we use the difference between

---

**Table 1**

Specifications of the Telescope and CCD Chip

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approximate focal length</td>
<td>13.3 m</td>
</tr>
<tr>
<td>P-ratio</td>
<td>13</td>
</tr>
<tr>
<td>Diameter of primary mirror</td>
<td>100 cm</td>
</tr>
<tr>
<td>CCD field of view</td>
<td>7:1 × 7:1</td>
</tr>
<tr>
<td>Size of pixel</td>
<td>13.5 μ × 13.5 μ</td>
</tr>
<tr>
<td>Size of CCD array</td>
<td>2048 × 2048</td>
</tr>
<tr>
<td>Angular extent per pixel</td>
<td>0’21 pixel⁻¹</td>
</tr>
</tbody>
</table>

---
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the observed pixel location \((x_o, y_o)\) of a star in an image and the pixel location \((x_c, y_c)\) of the same star indirectly calculated from its catalog equatorial coordinates \((\alpha, \delta)\) to derive the GD iteratively. Because the GD in an image pixel location and the catalog error \((\Delta x, \Delta y)\) are entangled together, some operations have to be performed to disentangle them and eventually solve their effects accurately. A more detailed description is given as follows.

2.1. Fundamentals in a CCD Frame

For a star with an equatorial coordinate \((\alpha, \delta)\), its standard coordinate \((\xi, \eta)\) in the tangential plane can be computed according to Equation (1). Furthermore, we use a four-parameter linear transformation (instead of a four-constant plate model to distinguish from the previously described classical reduction) to describe approximately the relationship between the standard coordinate of a star and its measured pixel position. A detailed relationship is shown by the following equation:

\[
\begin{align*}
x &= e\xi - f\eta + g, \quad \tag{4a} \\
y &= f\xi + e\eta + h, \quad \tag{4b}
\end{align*}
\]

where \(e = \cos \varphi / \rho\) and \(f = -\sin \varphi / \rho\), in which \(\rho\) and \(\varphi\) are the scale factor and the orientation, respectively, of the CCD chip used. We should note that a four-parameter linear transformation is accurate only after all the astrometric effects (including the GD effect) are taken into account. Specifically, the atmospheric refraction effect (the standard model should be precise enough) is needed to add to the topocentric equatorial coordinates of a star or a target. In addition, the CCD chip must be square (or rectangular, but the scale ratio between its two axes has to be corrected strictly). Since the GD effect and the catalog error are unknown at this time, the transformation is approximate.

After Equation (4) is applied to all stars appearing in the same CCD frame, the estimates of the transformation parameters \(\hat{e}, \hat{f}, \hat{g}, \text{ and } \hat{h}\) can be derived by a least-squares fitting. They are not accurate at this time. Furthermore, the difference between the measured pixel location \((x_o, y_o)\) of a star and the indirectly calculated one \((x_c, y_c)\) of the same star using Equation (4) with the estimated parameters can be obtained as follows:

\[
\begin{align*}
\Delta x &= x_o - x_c, \quad \tag{5a} \\
\Delta y &= y_o - y_c. \quad \tag{5b}
\end{align*}
\]

Moreover, \((\Delta x, \Delta y)\) can be resolved into three components based on their respective error sources. First, the GD in the form of \((dx, dy)\) depends on only the measured pixel location of the concerned star, and is independent of the astrometric catalog. In the second one, the catalog error \((\Delta \alpha, \Delta \delta)\) depends on only the referred catalog and is independent of the pixel position of the stellar image. The last component is the measured error \((v_x, v_y)\) that is related to the signal-to-noise ratio of the measured star. More exactly, we have the following expression:

\[
\begin{align*}
\Delta x &= dx + \hat{e} \Delta \alpha \cos D + v_x, \quad \tag{6a} \\
\Delta y &= dy + \hat{e} \Delta \delta + v_y, \quad \tag{6b}
\end{align*}
\]

where the effect from the terms containing the parameter \(f\) in Equation (4) is neglected since we can ensure that the \(x\)-axis of the CCD chip is nearly parallel to the real equator by a star-trailing operation before the observation of each night (i.e., \(f \simeq 0\)). In addition, only the first-order effect from the catalog error of the star on its pixel position is taken into account as far as a small field of view is concerned.

2.2. An Important Relationship

Furthermore, if a star is observed in two different CCD frames, noted as the \(i\)th and the \(j\)th, an important relationship can easily be derived as follows if the measured errors are temporarily neglected,

\[
\begin{align*}
dx_i &= \Delta x_i - \hat{e}_i \cos D_i \Delta \alpha_i + \hat{e}_i \cos D_i dx_i, \quad \tag{7a} \\
dy_i &= \Delta y_i - \hat{e}_i \cos D_i \Delta \delta_i + \hat{e}_i \cos D_i dy_i, \quad \tag{7b}
\end{align*}
\]

where all quantities with the suffix \(i\) are associated with the \(i\)th CCD frame and the suffix \(j\) with the \(j\)th CCD frame. It is shown in Equation (7) that the catalog error of the concerned star disappears since the same star and thus the same catalog error is canceled out during the derivation. This is an important relationship for the proposed approach.

A direct solution of the GD \((dx_i, dy_i)\) in the \(i\)th CCD frame is impossible based only on two CCD frames because of the unknown distortion \((dx_j, dy_j)\) in the \(j\)th CCD frame. However, if a star appears in \(N\) \((N \gg 2\), for example\) CCD frames with different offsets, though they can be overlapped, for some definite frame noted as \(i\), we have \((N - 1)\) pairs of \((dx_k, dy_k)\) according to Equation (7) \((k = 1, 2, \ldots, N, \text{ but } k \neq i)\) when the definite frame is associated, respectively, with every other frame. Obviously, the average of \((N - 1)\) pairs of \((dx_i, dy_i)\), with each pair being connected to their corresponding \((dx_k, dy_k)\) using Equation (7), will embody to some degree the distortion \((dx_j, dy_j)\) at the pixel location \((x_i, y_i)\) of the concerned star in its definite frame because the \((N - 1)\) pairs of distortion \((dx_k, dy_k)\) in \((N - 1)\) different CCD frames can be viewed as random. In practice, we have many star images in overlapped CCD frames after a dense star cluster is observed. For each star, we can derive \(N\) \((N - 1)\) pairs of \((dx, dy)\) (i.e., the GD) if the star appears in \(N\) dithered CCD frames. Then we collect all pairs for all stars and divide these pairs into many equal-area boxes (such as \(8 \times 8\) or \(16 \times 16\) based on their original pixel locations. If a gradual variation is assumed for the GD distributions, the average in each box will be indicative of the GD at its center (called a grid point hereafter). Figure 2 shows us an example in which there
observation lists the specifications of 256 square pixels. Actually, a \(\sigma\)-clipped criterion is applied to the actual processing. As such, the measured errors in Equation (6) will be highly compressed.

Although an initial GD distribution is derived, it is not precise since in the solution of our first four-parameter linear transformation using Equation (4), the observed pixel position of the star concerned contains the GD effect and catalog error, thus making the parameters \((\hat{e}, \hat{h})\) inaccurate. Obviously, an iterative procedure is indispensable.

### 2.3. Iterative Solution of GD

After our derivation of the initial GD in all grid points of a CCD frame, a precise solution of GD can be achieved simply by using an iteration procedure. The pixel position of every star image can be corrected from our initial GD by some interpolation technique. The iterative solution can be performed again. After this step, a differentiated GD correction is added to the initial GD to become a new GD distribution. This operation can be performed repeatedly until the absolute value of the differentiated GD correction in each grid point and in each coordinate direction is less than some preset threshold (0.01 pixel, for example). We find from our computation that five to eight iterations are usually enough to have a converged GD solution for the preset threshold of 0.01 pixel.

It seems that the catalog error may have some effect on the GD solution. However, it is usually random compared to the GD distribution. Therefore, on the whole the catalog error has a negligible effect on the GD solution.

The GD derived by the operations above is certainly a general and mean distribution for all CCD frames used. Different from the presentation of the GD by Anderson & King (2003), where a third-order polynomial was fitted and some coefficients were designed to be zero because of an unknown absolute scale factor, we prefer in its application to let the GD remain in its original and numerical presentation and never to perform any further fit to its analytical form. That is to say, when a pixel location in a CCD frame is needed to remove its GD effect, a bilinear interpolation is made from the GD values of its four neighboring grid points among the GD distribution (like those in Table 2). This is the same operation that we perform to solve the GD distribution. The advantage of this algorithm is that we do not lose any precision.

### 3. OBSERVATIONS

Two observational campaigns were performed during the first half of 2011. In each campaign, four-night observations were captured by a 1 m telescope at the Yunnan Observatory (longitude—E102° 47’ 18”; latitude—N25° 1’ 30”; and height—2000 m above sea level). Table 1 lists the specifications for the telescope and its CCD chip (DW436 of Andor Inc.). Detailed observations are listed in Table 2. Three open clusters (M35, M67, and NGC 2324) were observed in order to solve the GD of the field of view. In total, there were 425 CCD frames captured based on a third filter and in the same night (M35, M67, and NGC 2324) were observed in order to solve the GD of the field of view. In total, there were 425 CCD frames captured based on two filters (Johnson I and R) and a null filter (noted as N in Table 2). In each night, Phoebe, the ninth satellite of Saturn, was observed but in different pointings from the calibrated area. In total, 220 CCD frames were taken for Phoebe. For the CCD frames of Phoebe, usually only a few (sometimes only two) UCAC2 (Zacharias et al. 2004) reference stars appear in the field of view. Obviously, a complete solution of the GD for its field of view is impossible. We adopted the solved mean GD from open clusters with the same filter and in the same night to correct the GD effects for the pixel positions of Phoebe and its reference stars in UCAC2. There is one exception for the observations on February 25, when the GD without a filter is adopted from that on February 26 (see Table 2).

---

### Table 2

<table>
<thead>
<tr>
<th>ObsDate</th>
<th>Cluster</th>
<th>GD Solution No. and Filter</th>
<th>(m)</th>
<th>Reference Catalog</th>
<th>Phoebe No. and Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011-02-24</td>
<td>M35</td>
<td>54I</td>
<td>242</td>
<td>PPMXL (Roester et al. 2010)</td>
<td>10I</td>
</tr>
<tr>
<td>2011-02-25</td>
<td>M67</td>
<td>53R</td>
<td>81</td>
<td>Yadav et al. (2008)</td>
<td>19N</td>
</tr>
<tr>
<td>2011-02-26</td>
<td>NGC 2324</td>
<td>52N</td>
<td>318</td>
<td>PPMXL (Roester et al. 2010)</td>
<td>21N</td>
</tr>
<tr>
<td>2011-02-27</td>
<td>M35</td>
<td>43I</td>
<td>264</td>
<td>PPMXL (Roester et al. 2010)</td>
<td>15I</td>
</tr>
<tr>
<td>2011-04-01</td>
<td>M67</td>
<td>47I</td>
<td>103</td>
<td>Yadav et al. (2008)</td>
<td>19I</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes.** Number and filter in Column 3 and the last column list the number of observed CCD frames and filter used for open clusters and Phoebe, respectively. Column 4 lists the mean number of stars in each CCD frame available to obtain the GD solution.

---

**Figure 2.** 13,061 pixel locations from 1009 matched stars (i.e., about 13 images per star on average) for the solution of GD. The observations were taken on the night of 2011 February 24 for the open cluster M35.
4. RESULTS

4.1. GD and Filter Used

When the same filter is used on different nights to derive the pattern of GD, it is found to be similar. Figure 3 shows all GD distributions when a Johnson R filter is used and the open cluster M67 (i.e., NGC 2682) is observed on four different nights. The maximum GD changes from 0.71 pixels (~148 mas) on April 4 to 1.02 pixels (~213 mas) on February 25, but with a similar median of about 0.36 pixels (~75 mas; a factor of 400 is used to exaggerate each vector in this figure and in Figures 4 and 5 as well). While a Johnson I filter is replaced in other night observations, similar (but with less magnitude) distributions of GD also appeared (see Figure 4). However, the GD distribution derived from the Johnson I filter is significantly different from the distribution in the Johnson R filter. We speculate that the difference may be caused by the inhomogeneity in the thickness of the filter used.

Although the similarity of the GD distributions exists when the same filter is used, the variations on two different nights cannot be neglected. Table 3 shows the mean GD and its corresponding standard deviation (called SD hereafter) on several nights. We find that most SDs are less than 0.05 pixels (~10 mas) in each direction, but a standard deviation as great as 0.12 pixels (~25 mas) also exists, which is not negligible when compared with the positional errors of reasonable bright stars (see Figure 7). The reasons for this may stem from the stability of the telescope in mechanics and optics, and/or from environmental conditions such as temperature and pressure. More exactly, the plate constants depend on factors like temperature and are affected by others like telescope flexure. These factors can change from night to night and, in the case of flexure, on the region pointed at in the sky. In addition, the CCD can be dismounted and remounted in a different orientation between one night and the next (as described by Harper et al. 1997). Further study for these reasons is obviously needed in future work. It is surprising that even when no filter is used the GD distribution is obvious enough and reveals a swirl-like structure (see Figure 5). This might also be caused by the inhomogeneity in the thickness of the front glass of the CCD window. Perhaps because the distance between the front glass of the CCD window and the CCD chip is less than that between a filter and the chip, or and the better flatness of the front glass, the magnitude of the GD becomes less (see, for example, van Altena & Monnier 1968 for more details). Further investigation is interesting and is needed in the future.

4.2. (O – C) Residuals for Open Clusters

Some main results for open clusters are given here. As an example, Figure 6 shows the positional (O – C) residuals of M35 observed on February 24 and 27, respectively, for the common stars. Good agreement can be found. Figure 7 shows the SD of the same stars in the open cluster M35 before and after GD correction. It is clear that the SD of the
Figure 4. GDs derived from a Johnson I filter from observations of M35 and M67 on four nights. At the top of each panel, the maximum GD and the median GD of each night are also listed in units of pixels. A factor of 400 is used to exaggerate the magnitude of each GD vector.

Figure 5. Smaller but visible swirl-like GD is also found while no filter is used based on the observations on the night of February 26. At the top of the panel, the maximum GD and the median GD are also listed in units of pixels. A factor of 400 is used to exaggerate the magnitude of each GD vector. (O – C) positional residuals for M35 become much better after GD correction for most brighter stars. For fainter stars, there is only small improvement owing to their low signal noise ratios.

4.3. Positional Measurement of Phoebe

Usually, only a few stars appear in a CCD frame for Phoebe. Figure 8 is a typical CCD frame for Phoebe in which only three stars (with circles) can be found in the UCAC2 catalog (Zacharias et al. 2004). Therefore, we cannot deliver the GD pattern based only on these CCD frames. A simple practice is to adopt the mean GD solution delivered from some open cluster in the same night and with the same filter to remove the effect of GD on the pixel positions of the reference stars and Phoebe. Then a classical reduction is performed using Equations (2) and (3) to derive the positional residual of Phoebe. In more detail, we first remove the GD effect using a bilinear interpolation from the original and numerical GD distribution. Then, we compare the corrected pixel positions for these reference stars with their standard coordinates to derive transformation parameters by least squares for each field of view. Specifically, all astrometric effects are taken into account in the computation, i.e., the atmospheric refraction is incorporated into the topocentric positions before central projection. In order to
compare the effect of GD on the positional measurement of Phoebe, we use a modern ephemeris developed by the IMCCE via their Web site http://www.imcce.fr/. DE405, developed by JPL (Standish 1998), is adopted for the primary planet Saturn.

To illustrate the effect of GD correction, the results without GD corrections are also obtained under the condition that all other computations are completely the same. Figure 9 shows the $(O - C)$ residuals of Phoebe. On the whole, the dispersion after GD correction becomes smaller. The most obvious improvement of the $(O - C)$ residuals appears in the second line of panels in Figure 9. Specifically, the dispersion of the $(O - C)$ residuals in right ascension becomes much smaller in the second and third nights of the April campaign. Another obvious example is in the declination in the second night of the April campaign, where the mean $(O - C)$ changed significantly, which can be explained by two factors, that is to say, the positional refinement of calibration reference stars due to GD correction works together with the positional refinement of Phoebe in the same direction, causing the combined results to be much better. A slightly greater dispersion in the $(O - C)$ residuals appears on the third night of the April campaign by using the $R$ filter in declination, which deserves to be studied in the future. In addition, Figure 10 shows the $(O - C)$ residuals in terms of the pixel coordinates in the CCD frame before and after GD correction on two nights of observations (April 2 and 3). The changes are quite obvious.

In addition, statistics are listed in Table 4 for the observations of Phoebe and all results before and after GD corrections are shown. It is clear that a significant improvement appears in the positional residuals of Phoebe. In addition, there are some systematic trends appearing in Figure 9 for the $(O - C)$ residuals in both directions. This suggests that the ephemeris of Phoebe or DE405 for Saturn might need to be refined. Further observations are certainly required.

5. DISCUSSIONS

Our procedure is different from the operation by Anderson & King (2003), where no central projection is done and a four-parameter linear transformation is performed for the pixel positions between two different CCD frames. We take the central projection into account, and then the four-parameter
linear transformation is performed only in the same CCD frame. There are three advantages to our proposed approach. First, it uses the information of an astrometric catalog, which is relatively precise and stable. Thus, we need not assume some zero coefficients, as was the practice of Anderson & King (2003) because of an unknown absolute scale factor. Second, it allows us to compute some astrometric effects (for example, atmospheric refraction) very conveniently to ensure a four-parameter linear transformation (instead of a six-parameter one). Last, it is easier to understand for a classical photographing astrometrist.

A four-parameter linear transformation is more advantageous since only two reference stars are needed to calibrate the CCD field of view after GD correction. It is preferable for a faint movable target (such as Phoebe) where only a few reference stars can be found in some catalogs. Of course, careful attention must be paid to the positional computation of the working stars (those to be used to derive the GD) and the pixel of the CCD chip must be square. Specifically, all astrometric effects must be taken into account, such as diurnal aberration, atmospheric refraction, and central projection. Due to these reasons, we prefer to have initial catalog positions for these working stars. At present, there are several astrometric catalogs available, such as PPMXL, USNO-B1, and others. According to our findings, GD patterns depend on the filter used, since a filter can distort the direction of light passing through it (detailed formulae and discussions can be found in van Altena & Monnier 1968). Because of this, better quality filter should be manufactured. More observations are needed to study the law of variation of the GD pattern, especially when the telescope is operated in different pointings and under different environmental conditions such as temperature and pressure.
Figure 9. (O − C) residuals of the positions of Phoebe in two campaigns. The upper two panels are for the campaign in February and the bottom two panels are for that in April. The dark points represent the (O − C) before GD correction and the red ones represent the (O − C) after GD correction.

Figure 10. (O − C) residuals of positions of Phoebe on April 2 and 3. The upper two panels show the (O − C) residuals with respect to the x-coordinate of the CCD chip. The bottom two panels are the (O − C) residuals with respect to the y-coordinate of the CCD chip. The dark points represent the (O − C) residuals before GD correction and the red ones represent the (O−C) residuals after GD correction.
6. CONCLUSIONS

A convenient but effective approach is proposed to solve the GD of a CCD field of view. After many CCD frames of some open clusters observed by a 1 m telescope at the Yunnan Observatory are used to test the approach, its effectiveness was verified, especially its application to the observations of Phoebe, the ninth satellite of Saturn. Positional precision for both stars from clusters and the satellite Phoebe are found to be improved significantly after correcting the GD. It is also found that the GD depends strongly on the filter used. In addition, even when no filter is used a small but obvious-enough distortion appears as well.
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