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Abstract

This paper presents a numerical model for fuel cells and electrolysis cells that use cermets as electrodes. The continuity equations for mass and charge are established via a control volume method in order to take into account the variation of metal or ceramic fractions inside the cermet. The Dusty Gas model is used to describe diffusion inside the electrodes and the Brinkman equation is employed for the conservation of momentum inside the fluid phase. The model is tested for the proton-conducting SOEC technology on a generic cell design and the calculations are performed with COMSOL Multiphysics 4.1™. A parametric analysis is carried out on a proton-conducting SOEC in galvanostatic mode in order to evaluate the influence of parameters on oxygen production across the electrode in the anodic compartment.
**Nomenclature**

\[ A_i \]  Gas reactant or product in the half-reaction at an electrode

\[ C_T \]  Total concentration (mol m\(^{-3}\))

\[ D_i \]  Diffusion coefficient for species \( i \) (m\(^2\) s\(^{-1}\))

\[ D_{ij} \]  Diffusion coefficient of species \( i \) inside species \( j \) (m\(^2\) s\(^{-1}\))

\[ D_{i,Kn} \]  Knudsen diffusion coefficient for species \( i \) (m\(^2\) s\(^{-1}\))

\[ d_p \]  Pore diameter (m)

\[ F \]  Faraday constant (C mol\(^{-1}\))

\[ I \]  Applied electric current (A)

\[ I_d \]  Identity matrix (dimensionless)

\[ i_r \]  Volumetric transfer current (A m\(^3\))

\[ \tilde{j}_i \]  Charge flux density inside phase \( i \) (A m\(^{-2}\))

\[ k \]  Charge of the ion conducted by the ceramic phase

\[ L \]  Channel characteristic length (m)

\[ l_0 \]  Reaction length (m)

\[ \dot{m}_i \]  Mass flow rate of species \( i \) (kg s\(^{-1}\))

\[ M_i \]  Molar weight for species \( i \) (kg mol\(^{-1}\))

\[ M_I \]  Molar weight of the transported ion (kg mol\(^{-1}\))

\[ M_{ij} \]  Harmonic mean molar weight of species \( i \) and \( j \) (kg mol\(^{-1}\))

\[ \tilde{n} \]  Normal vector (dimensionless)

\[ \tilde{N}_i \]  Molar flux density for species \( i \) (mol s\(^{-1}\) m\(^{-2}\))

\[ P \]  Total pressure (Pa)

\[ Pe \]  Peclet number (dimensionless)

\[ P_{TP} \]  Probability for a triple point to be electrochemically reactive (dimensionless)
\( R \)  
Ideal gas constant (J mol\(^{-1}\) K\(^{-1}\))

\( r_i \)  
Grain radius inside phase \( i \) (m)

\( r_r \)  
Total volumetric molar transfer rate (mol s\(^{-1}\) m\(^{-3}\))

\( r_{r(i)} \)  
Volumetric molar transfer rate for species \( i \) (mol m\(^{-3}\) s\(^{-1}\))

\( S \)  
Boundary of the control volume (m\(^2\))

\( S_i \)  
Surface for phase \( i \) (m\(^2\))

\( s_i \)  
Surface fraction for phase \( i \) (dimensionless)

\( t \)  
Time (s)

\( T \)  
Local uniform temperature (K)

\( \vec{u} \)  
Velocity vector (m s\(^{-1}\))

\( U \)  
Velocity magnitude (m s\(^{-1}\))

\( V \)  
Volume of the control volume (m\(^3\))

\( V_i \)  
Volume for phase \( i \) (m\(^3\))

\( Vm_i \)  
Molar volume of species \( i \) (m\(^3\) mol\(^{-1}\))

\( Vm_m \)  
Molar volume of the mixture (m\(^3\) mol\(^{-1}\))

\( x_i \)  
Molar fraction for species \( i \) (dimensionless)

\( Z_i \)  
Compressibility factor for species \( i \) (dimensionless)

\( Z_{ij} \)  
Mean compressibility factor of species \( i \) and \( j \) (dimensionless)

\( \alpha \)  
Charge transfer coefficient (dimensionless)

\([\Gamma]\)  
Non-ideality matrix (dimensionless)

\( \varepsilon_i \)  
Volumetric fraction of the phase \( i \) (dimensionless)

\( \varepsilon_{reaction} \)  
Volumetric fraction of potentially reactive volume (dimensionless)

\( \Delta^\circ G \)  
Standard molar Gibbs energy of reaction (J mol\(^{-1}\))

\( \eta \)  
Overpotential (V)

\( \kappa \)  
Permeability (m\(^2\))
\( v_i \)  Stoichiometric coefficient for species \( i \) (dimensionless)

\( \mu_g \)  Dynamic viscosity (Pa s)

\( \rho_g \)  Gas density (kg m\(^{-3}\))

\( \rho_m \)  Density of the mixture (kg m\(^{-3}\))

\( \sigma_i \)  Electrical conductivity for phase \( i \) (S m\(^{-1}\))

\( \sigma_{ij} \)  Collision diameter for species \( i \) and \( j \) (m)

\( \tau \)  Tortuosity (dimensionless)

\( \varphi_g \)  Mass production term (kg s\(^{-1}\))

\( \Phi_i \)  Charge potential inside phase \( i \) (V)

\( \chi_i \)  Charge production term (C s\(^{-1}\))

\( \psi_i \)  Charge density inside phase \( i \) (C m\(^{-3}\))

\( \omega_{ij} \)  Collision diffusion integral (dimensionless)

**Numerical analysis**

\( \nabla \)  Del operator

\( d \)  Differential operator

\( \partial \)  Partial differential operator

[ ]  Matrix

**Indexes and subscripts**

\( e \)  variable attached to the metallic phase or to charge carried by electrons

\( \text{ext} \)  used for surfaces included in the boundary of the control volume

\( \text{eff} \)  effective value of a variable
\text{g} \quad \text{variable attached to the gas phase}

\text{io} \quad \text{variable attached to the ceramic phase or to charge carried by ions}

\text{int} \quad \text{used for surfaces inside the control volume}

\text{TP} \quad \text{variable attached to the triple phase boundary}

\text{0} \quad \text{reference quantity}

Abbreviations

\text{DGM} \quad \text{Dusty Gas Model}

\text{HTE} \quad \text{High Temperature Electrolysis}

\text{PEMFC} \quad \text{Proton Exchange Membrane Fuel Cell}

\text{RUC} \quad \text{Representative Unit Cell}

\text{SOEC} \quad \text{Solid Oxide Electrolysis Cell}

\text{SOFC} \quad \text{Solid Oxide Fuel Cell}

\text{ODE} \quad \text{Ordinary Differential Equation}
1 Introduction

Hydrogen is a promising energy carrier due to its non-polluting combustion which releases only water and a high amount of energy (120 MJ kg\(^{-1}\)) [1]. However, hydrogen gas does not exist naturally on earth and therefore needs to be produced industrially. Today, the hydrogen economy is mainly dependent on hydrocarbons, as it is produced principally through steam reforming [2]. However, hydrogen production from hydrocarbons results in a concomitant production of large amounts of carbon dioxide. Several processes, such as high temperature water electrolysis (HTE), are being developed to obtain mass production of hydrogen independently from oil or to transform carbon dioxide into chemical products with high value. HTE installations can be coupled with existing power plants that release large amounts of heat, which is then used as energy input for the splitting of water [3, 4]. HTE therefore requires less electric power than low temperature electrolysis.

One of the most promising technologies for HTE is the Solid Oxide Electrolysis Cell (SOEC) based on Solid Oxide Fuel Cell (SOFC) technology. The SOEC principle is shown schematically in Figure 1. In this study, the cell is an electrochemical membrane reactor composed of two channels separated by a membrane assembly made of a dense solid oxide layer positioned between porous electrodes. The electrodes are made of cermet, a porous composite material made of solid oxides and metals. In proton conducting cells, steam is fed at the anode and oxidized in the cermet. The reaction produces oxygen that is released into the channel, electrons that are conducted by the metal and protons that are transported into the perovskite. Having passed through the dense membrane, protons recombine with electrons at the cathode to produce pure hydrogen. Conversely, in anion-conducting cells, steam is reduced at the cathode, producing hydrogen and oxygen ions that recombine into oxygen at the anode.
As ions can only pass through dense solid membranes at relatively high temperatures, electrolysis takes place under hard operating conditions (temperature ranged between 500 °C and 1000 °C [5] and pressure from 1 to 100 bar).

As stated above, charge transport inside the solid electrolyte depends on the material that is chosen, whereas the global transport process in porous cermets is much more complex: metal allows electron transport, ions are transferred through the solid oxide phase and gases flow through open pores. The electrochemical reaction occurs at the junction of these three phases, called a triple-phase boundary.

These electrochemical membrane reactors are still at the research stage and their future development requires further efforts in numerical simulation to optimize the heat and mass transfers as well as electrolysis cell design.

Numerous mathematical models have been developed for fuel cells, especially for SOFCs [6] and PEMFCs [7, 8]. Numerical modelling of electrolysis cells is a more recent topic, but the few studies that have been presented use the same approach as for fuel cells. Meng Ni et al [9] developed one of the first SOEC models in 2007; they built a 1D model for a SOEC by integrating a set of ODEs along the electrodes, with assumptions based on the results reported in the literature. This model features no differential equations and can easily be included in engineering numerical codes with user routines such as Fluent™ or Star-CD™. It is a very good compromise between precision and time calculation. In 2009 Grondin et al [10] proposed a 3D model including thermal effects, Knudsen diffusion and the generalized Butler-Volmer law. The equation set was solved using the commercial software COMSOL Multiphysics 4.1™. These models are based on regular assumptions when modelling SOFCs. These frequently include the consideration of ideal gases [11]. However, those gases tend to deviate from the ideal gas behaviour at high pressure, especially steam. To assess the effects
of this simplifying hypothesis, the compressibility factors of gases have been included in the equation of state used in this work.

In terms of electrokinetics, the Butler-Volmer equation is often used to describe the charge transfer at the junction of the three phases. Two forms of this equation are regularly employed in models: the classical Butler-Volmer equation \[11\], that accounts for the activation effects, and the generalized Butler-Volmer equation \[10, 12\], that accounts for both activation and concentration effects. The first equation is obtained from the second by considering that the concentrations of chemical species do not vary across the electrode. Inside volumetric electrodes such as cermets, reaction sites are distributed within the entire volume and the electrochemical reaction can take place anywhere in the electrode. However, due to the different transport mechanisms inside the cermet, the reaction rate is higher in some regions of the electrode. Several studies have shown that the reaction rate is higher near the interface between the electrode and the electrolyte. Thus, the reaction domain is often treated as a boundary condition \[9, 10, 13\]. This assumption is discussed in this paper regarding the choice of the Butler-Volmer equation.

Finally, some studies have considered electrodes in which the size of the particles and the volumetric fraction of each phase can change in depth \[14, 15\]. This affects the properties of the medium. To ensure that the effects of such a composition within the model are rigorously taken into account, this paper demonstrates mathematically the local equations inside a three phase electrode, based on a control volume averaging approach \[16\].

The model aims to be sufficiently general to be applied for both SOECs and SOFCs. Indeed, the fundamental equations describing the phenomena inside SOFCs or SOECs are the same, as one technology is the reverse of the other. From a numerical calculation point of view, only the boundary conditions differ between the two problems. This model is tested throughout a parametric analysis on oxygen production along the anode of a proton-
conducting cell, involving every type of transport phenomenon. For this we carried out calculations coupling the electrochemical production of oxygen with the mass transport inside the anodic compartment taking in consideration the coupled contribution of diffusion and convection through the Peclet number (Pe).

2 System of equations

2.1 General assumptions

The following general assumptions were considered when designing the model:

- Steady state
- Isothermal
- Single-step electrochemical transfer
- No deformation of the structure due to pressure effects
- Spherical particles
- Compressibility coefficients dependent on pressure only
- Negligible effects of gravity (weight, natural convection)
- No interfacial ohmic resistance between grains

2.2 Electrode media description

The electrodes studied in this paper are cermets, which are considered as one of the most interesting candidates as electrode material for high-temperature steam electrolysis [17]. The cermet is a mixed media made of three phases: an electron-conducting phase, which is usually a metal, an ion-conducting phase, which is usually a ceramic, and a gas phase that allows the transport of reactants and reaction products. The metallic and ceramic phases are motionless and transport charge by migration. Conversely, the gas phases do not carry any charge and
transport chemical species by diffusion and by convection. These transport phenomena inside
the electrode are modelled mathematically by continuity equations obtained by applying the
volume averaging method [16] to a representative volume of electrode. This volume
comprises both a solid and a fluid phase and defines a mesoscopic volume $V$; this is large
enough to smooth the morphological complexities and small enough to capture the global
transport properties (i.e. typically a few pore lengths). The scale of the control volume must
be smaller than the averaging length of the physical quantities in order to consider that they
vary slowly inside the volume.

Normally the balance cannot be written directly on the whole control volume because it
contains more than one phase. Therefore, the aim of the demonstration in this paper is to build
local equations for the representative volume by writing a balance on the volume of each
phase (see Figure 2). Each of these control volumes is bounded by a control surface $S_i$, in
which normal vector $\vec{n}$ is outer-pointing. The volumetric fraction of each phase can vary
inside the electrode. They are written as:

$$
\varepsilon_{io} = \frac{V_{io}}{V}, \quad \varepsilon_e = \frac{V_e}{V}, \quad \varepsilon_g = \frac{V_g}{V}
$$

(1)

with:

$$
\varepsilon_{io} + \varepsilon_e + \varepsilon_g = 1
$$

(2)

Here $V_{io}$, $V_e$ and $V_g$ are the volume of each phase in the representative volume $V$ (see Figure 2)
$\varepsilon_g$ is the total porosity. These fractions can depend on the position inside the electrode.

### 2.3 Chemical reaction modelling

The half-reaction in the cermet can be written as:

$$
\frac{v_e}{k} I_0^k + v_e e^- + \sum_i v_i A_i = 0
$$

(3)
It involves an ion $Jo$ of charge $k$, gas products or gas reactants $A_i$, and electrons, where $v_e$ and $v_i$ are the stoichiometric coefficients for electrons and the species $i$, respectively. For water oxidation for example:

$$H_2O \rightarrow \frac{1}{2}O_2 + 2e^- + 2H^+$$

$v_e = -2$, $k = +1$, $v_{H_2O} = +1$, $v_{O2} = +1$

This reaction implies that there are charge and mass transfers between the three phases, which are assumed to take place at the triple-phase boundary. The geometrical nature of this zone of transfer is not well known. It can therefore be modelled as a point, a line, a surface or a volume. In calculations where the electrodes are considered as planes, this zone is logically expressed as a surface. In our case, however, it is easier to visualize the charge transfer within a reactive volume than in a reactive surface. Therefore the reactive zone $V_{TP}$ is expressed in cubic metres. It is assumed to be negligible compared with the volume of other phases and can be considered as a fourth phase inside the cermet. The volumetric fraction of $V_{TP}$ is called the specific reactive volume and is noted $\varepsilon_{TP}$.

$$\varepsilon_{TP} = \frac{V_{TP}}{V}$$

(4)

2.3.1 Transfer rate variables

The transfer is initiated by an external electric current or voltage. The rate of the local transfer depends on the kinetics of the charge conduction transport and gas transport competing inside the volumetric electrode. The transfer rate of the electrochemical reaction is represented locally by two variables:

- $i_r$, the volumetric transfer current (in $A\ m^{-3}$). This variable expresses the charge quantity that is transferred from one phase to another per second and per unit of

volume. It is very useful for establishing a relationship between electric current and molar production.

- $r_r$: the volumetric molar transfer rate (in mol s$^{-1}$ m$^{-3}$). This variable expresses the number of moles of electrons that are implied in the half reaction.

The two quantities are related by Faraday’s constant $F$:

$$i_r = F r_r \quad (5)$$

### 2.3.2 Butler-Volmer equation

Those two variables are expressed with the generalized Butler-Volmer equation used widely in SOFC modelling to evaluate the single-step electrochemical reaction rate [6]

$$r_r = r_r^0 \left[ \frac{x_{red}}{x_{ox}^0} \exp \left( \frac{\alpha \gamma_e F}{RT} \eta \right) - \frac{x_{ox}}{x_{ox}^0} \exp \left( \frac{-(1-\alpha) \gamma_e F}{RT} \eta \right) \right] \quad (6)$$

The electric potential difference between the metallic phase and the ceramic phase is called the overpotential and is given by [18]:

$$\eta = (\phi_e - \phi_e^0) - (\phi_{io} - \phi_{io}^0) \quad (7)$$

with:

$$\phi_e^0 = \frac{\Delta F G^0}{\gamma_e F}, \quad \phi_{io}^0 = 0 \quad (8)$$

As a common assumption for fuel cells [19], the charge transfer coefficient $\alpha$ is considered equal to 0.5.

Some studies have considered other forms of the Butler-Volmer equation that do not feature pre-exponential terms containing out-of-equilibrium concentrations [6, 20, 21]. These forms are normally used when the activation overpotential and the concentration overpotential are calculated separately. In this study, the activation and concentration effects are both contained inside Equation (6). Other authors [13] have considered another expression of the
overpotential that does not involve the equilibrium potential \( \Phi^0 \). One argument for preferring the generalized form and the expression of the overpotential described by Equation (7) is to account for the electrochemical reaction having to slow down in the case of steam exhaustion, i.e. when \( x_{\text{red}} \approx 0 \). Moreover, when no electric current is applied, the generalized form is reduced to a Nernst equation form, which is not the case for the other forms:

\[
\Phi_e - \Phi_{\text{io}} = \Phi_{\text{io}}^0 + \frac{RT}{V_e F} \ln \left( \frac{x_{\text{oxygen}}^{x_{\text{red}}}}{x_{\text{oxygen}}^{x_{\text{red}}}} \right) \tag{9}
\]

2.4 Charge, mass and conservation

The method that is presented in this paragraph is used for the conservation of charge and mass. The generic form of a conservation equation for a scalar quantity is:

\[
\text{Stock} + \text{Flux} + \text{Source} = 0 \tag{10}
\]

Stock is the temporal variation term, flux is the sum of fluxes of the quantity that enter or leave the control volume and source corresponds to the source of quantity inside the control volume. The method is first applied to the conservation of charge inside the ceramic phase and then extended to mass and charge inside the metallic phase. The demonstration consists of expressing the mass and charge transfer at a global scale with integral equalities; we then use the volume averaging method to approximate the integrals and obtain the continuity equations. As an example, we will detail the method for the conservation of charge inside the ceramic phase and then apply it to the conservation of charge and mass inside the other phases.

2.4.1 Integral form

The conservation of charge inside the ceramic phase is written as:

\[
\frac{\partial}{\partial t} \iiint_{V_{\text{io}}} \psi_{\text{io}} \, dV_{\text{io}} + \iint_{S_{\text{io}}} J_{\text{io}} \, dS_{\text{io}}\hat{n} = 0 \tag{11}
\]
where $\psi_{io}$ is the ionic charge density (C m$^{-3}$) and $j_{io}$ the ionic charge flux density (A m$^{-2}$).

This integral equation is expressed on the control volume of the ionic conductor only. Several geometrical operations are therefore needed to express a local equation on the control volume that includes all the physical phases. To express the flux term, the control surface of the phase is split into two surfaces, as shown in Figure 3:

\begin{align}
S_{io} &= S_{io} (int) + S_{io} (ext) \quad (12) \\
S_{io} (ext) &= S_{io} \cap S \quad (13) \\
S_{io} (int) &= S_{io} - (S_{io} \cap S) \quad (14)
\end{align}

Neglecting the contact area between the conductors gives:

\begin{equation}
S_g (int) = S_e (int) + S_{io} (int) \quad (15)
\end{equation}

### 2.4.2 Phase source terms

During the electrochemical reaction, charge is transferred between the ceramic phase and the metallic phase. On the whole, however, no charge is created inside the control volume, hence:

\begin{equation}
\chi_e = -\chi_{io} = -v_e i_r V_{TP} \quad (16)
\end{equation}

$\chi_e$ and $\chi_{io}$ are the charge production terms (C s$^{-1}$) inside the metal and the ceramic respectively. This production takes place inside the reactive volume $V_{TP}$.

By neglecting the mass of electrons, the change in mass inside the gas is equal to the mass of the ions transferred from the ceramic phase to the gas phase. Hence:

\begin{equation}
\phi_g = -\frac{\chi_{io} M_I}{F} = -\frac{v_e}{k} M_I n_f V_{TP} \quad (17)
\end{equation}

where $\phi_g$ is the mass source (kg s$^{-1}$) in the gas and $M_I$ the molar mass of the ion.
2.4.3 Flux term

Following the additivity of integration on intervals, the flux term can be written on each sub-surface:

\[ \iint_{S_{io}} \vec{j}_{io} dS_{io} \vec{n} = \iint_{S_{io}(ext)} \vec{j}_{io} dS_{io} \vec{n} + \iint_{S_{io}(int)} \vec{j}_{io} dS_{io} \vec{n} \]  \hspace{1cm} (18)

The last term, integrated on \( S_{io}(int) \), corresponds to the charge exiting the electronic conductor and entering the reactive volume because of the reaction. It can be treated as a source term:

\[ \iint_{S_{io}(int)} \vec{j}_{io} dS_{io} \vec{n} = - x_{io} \]  \hspace{1cm} (19)

The normal vector of the volume is outer-pointed, hence the minus sign. The term integrated on \( S_{io}(ext) \) must be expressed on the control surface \( S \) using integration by substitution. Before that, another decomposition of the geometrical surfaces is needed.

The sum of the external surfaces is equal to the surface of the representative volume:

\[ S = S_{g}(ext) + S_{e}(ext) + S_{io}(ext) \]  \hspace{1cm} (20)

For each phase, the external surface fraction is defined as:

\[ s_i = \frac{s_i(\text{ext})}{S} \]  \hspace{1cm} (21)

Assuming that this fraction does not vary with a change in the control surface, the differential form of this equation gives:

\[ ds_i = \frac{ds_i(\text{ext})}{dS} \]  \hspace{1cm} (22)

Using integration by substitution, the expression of the integral on the whole external surface is given by:

\[ \iint_{S_{io}(ext)} \vec{j}_{io} dS_{io} \vec{n} = \iiint_{S} \vec{j}_{io} s_{io} dS \vec{n} \]  \hspace{1cm} (23)

This integral can be written on the representative volume by using Ostrogradsky-Gauss theorem [22]:

\[ \iiint_{S} \vec{j}_{io} s_{io} dS \vec{n} = \iiint_{V} \nabla \cdot (\vec{j}_{io} s_{io}) dV \]  \hspace{1cm} (24)
Ultimately, considering the definition of the representative volume (see §2.2):

$$
\iiint_{V} \nabla \cdot (\vec{J}_{io} s_{io}) \, dV \approx \nabla \cdot (\vec{J}_{io} s_{io}) \, V
$$

(25)

$$\nabla$$ is the Del operator. It is written \(\nabla = (\frac{\partial}{\partial x},\frac{\partial}{\partial y},\frac{\partial}{\partial z})\) in the Cartesian base.

2.4.4 Internal variation term

Using integration by substitution:

$$\frac{\partial}{\partial t} \iiint_{V_{io}} \psi_{io} \, dV_{io} = \frac{\partial}{\partial t} \iiint_{V} \psi_{io} \epsilon_{io} \, dV$$

(26)

And again considering the definition of the representative volume we obtain:

$$\frac{\partial}{\partial t} \iiint_{V} \psi_{io} \epsilon_{io} \, dV \approx \frac{\partial(\psi_{io} \epsilon_{io})}{\partial t} \, V$$

(27)

2.4.5 Equations for mass and charge

Ultimately, the continuity equation of the ionic charge inside the representative volume is obtained by coupling equations (9), (19), (25) and (27) and dividing by \(V\):

$$\frac{\partial(\psi_{io} \epsilon_{io})}{\partial t} + \nabla \cdot (\vec{J}_{io} s_{io}) = \nu_{e} \, i_{r} \, \epsilon_{TP}$$

(28)

The conservation of mass and the conservation of electronic charge inside the representative volume are built by following the same analysis. The continuity equation for electronic charge conservation is therefore written as:

$$\frac{\partial(\psi_{e} \epsilon_{e})}{\partial t} + \nabla \cdot (\vec{J}_{e} s_{e}) = -\nu_{e} \, i_{r} \, \epsilon_{TP}$$

(29)

where \(\psi_{e}\) is the electronic charge density (C m\(^{-3}\)) and \(\vec{J}_{e}\) is the electronic charge flux density (A m\(^{-2}\)).

The electronic potentials are related to charge fluxes by Ohm’s law:

For the ceramic phase:  \(\vec{J}_{io} = -\sigma_{io} \nabla \phi_{io}\)

(30)

For the metallic phase:  \(\vec{J}_{e} = -\sigma_{e} \nabla \phi_{e}\)

(31)
In Equations (30) and (31), the conductivity terms \( \sigma_{io} \) and \( \sigma_e \) reflect at the same time the intrinsic contribution of the materials and the non-explicit topography of the grain-to-grain contacts. No charge or mass is created inside the control volume, so the source terms are equal to zero. The next paragraph will show that source terms appear when dealing with the equation for phases.

The continuity equation for mass can then be written as:

\[
\frac{\partial (\rho_g \varepsilon_g)}{\partial t} + \nabla \cdot (\rho_g \vec{u} s_g) = -\frac{v_e}{k} M_i r_r \varepsilon_{TP} \tag{32}
\]

where \( \rho_g \) is the density (kg.m\(^{-3}\)) and \( \vec{u} \) the velocity vector inside the fluid phase (m s\(^{-1}\)).

2.4.6 Mass conservation for chemical species

The mathematical treatment for species is more complex. The analysis starts with the conservation of mass in the gas phase, which is given by:

\[
\frac{\partial}{\partial t} \iint_{V_g} \rho_g \, dV_g + \iiint_{S_g} \rho_g \vec{u} \, dS_g \vec{n} = -\frac{v_e}{k} M_i r_r V_{TP} \tag{33}
\]

The mass flux across the control surface is equal to the sum of the mass flux of the species:

\[
\sum_i \iint_{S_g} M_i \vec{N}_i \, dS_g \vec{n} = \iiint_{S_g} \rho_g \vec{u} \, dS_g \vec{n} \tag{34}
\]

Using the same analysis as above for equations (33) and (34), the local equation for species is:

\[
\frac{\partial (\rho_g \varepsilon_g)}{\partial t} + \sum_i M_i \nabla \cdot (s_g \vec{N}_i) = -\frac{v_e}{k} M_i r_r \varepsilon_{TP} \tag{35}
\]

The idea now is to express a continuity equation of mass for each species. The sum of individual volumetric molar productions is linked with the mass source term:

\[
\sum_i M_i r_{r(i)} = -\frac{v_e}{k} M_i r_r \varepsilon_{TP} \tag{36}
\]

Here \( r_{r(i)} \) is the volumetric molar production for species \( i \) inside the control volume (mol m\(^{-3}\) s\(^{-1}\)). Hence:
\[ \frac{\partial (\rho_g \varepsilon_g)}{\partial t} + \sum_i M_i \left[ \nabla \cdot (s_g \bar{N}_i) - r_{r(i)} \right] = 0 \]  

(37)

The stoichiometry of the reaction gives:

\[ \frac{r_{r(i)}}{v_i} = \frac{r_{r(j)}}{v_j} \]  

(38)

and the conservation of mass during the reaction gives:

\[ \sum_i M_i v_i + \frac{\gamma_e}{k} M_i = 0 \]  

(39)

In this equation the mass of the electrons is ignored. Ultimately, using Equations (38) and (39), the molar production of the species \( i \) simplifies to:

\[ r_{r(i)} = v_i r_T \varepsilon_{TP} \]  

(40)

Assuming steady state and coupling, Equation (40) and Equation (37) give:

\[ \nabla \cdot (s_g \bar{N}_i) = v_i r_T \varepsilon_{TP} \]  

(41)

Note: It is possible to obtain the equation in non-steady state by using the relationship between the density of the gas mixture and the concentration of the species presented in §2.7.

2.5 Diffusion model

The objective is to relate the concentration of species to their fluxes. As the model is applied to a porous media, the Knudsen diffusion regime must be envisaged if the pore radius is small enough. Moreover, the model must take into account the multi-component and non-ideal nature of the mixture. The Dusty Gas Model (DGM) has been shown to be a relevant model for describing the diffusion of species inside a volumetric electrode [23]. The matricial form of the DGM has been reported by Krishna and Wesselingh [24]. Solving this system often requires the use of numerical methods; however, for a mixture composed of only two species, it is possible to reduce the DGM to a simpler form, close to Fick’s equation:

\[ \bar{N}_i = -D_i \nabla x_i C_T + x_i \cdot C_T \cdot \bar{u} \]  

(42)
where $\bar{N}_i$ is the molar flux of the species $i$ (in mol m$^{-2}$ s$^{-1}$), $D_i$ the diffusion coefficient of the species $i$ (in m$^2$ s$^{-1}$), $x_i$ the volumetric fraction of the species $i$ and $C_T$ the total concentration of the mixture (mol m$^{-3}$), $\vec{u}$ is the velocity vector in the mixture.

The non-ideality matrix used in the Dusty Gas model involves compressibility factors for gases. In this study, it is assumed that the compressibility factor for the species $i$ has little dependence on its molar fraction. Hence the non-ideality matrix reduces to the identity matrix:

$$[\Gamma] = I$$

By inverting the matrix system for two species, the expression of the diffusion coefficient for the species $i$ is given by:

$$D_i = \frac{D_{i,kn}^\text{eff} D_{j,kn}^\text{eff}}{D_{ij}^\text{eff} + x_i D_{i,kn}^\text{eff} + x_j D_{j,kn}^\text{eff}}$$

For $x_j \approx 1$ ($j$ being the solvent), this expression reduces to Bosanquet's formula, which is often used when the Knudsen diffusion is taken into account [23, 25, 26]:

$$D_i = \frac{D_{i,kn}^\text{eff} D_{j,kn}^\text{eff}}{D_{ij}^\text{eff}}$$

$D_{ij}^\text{eff}$ is the effective binary diffusion coefficient between species $i$ and $j$ (m$^2$ s$^{-1}$). It is calculated with the formula adapted from [27] for non-ideal gases with SI units and compressibility factors:

$$D_{ij}^\text{eff} = 8.41 \times 10^{-23} \frac{\tau_{ij} T^{3/2}}{\bar{M}_{ij}^{1/2} \sigma_{ij} \omega_{ij}}$$

with

$$\bar{M}_{ij} = \frac{2}{1/M_i + 1/M_j}$$

$\sigma_{ij}$ and $\omega_{ij}$ are evaluated with the data and formulae presented in [27] and [28]. Note that the mixture composed of steam and oxygen at the anode is supposed to be a polar gas,
hence the calculations of its kinetic properties differ from those of hydrogen, which is non-polar.

\( D_{i,Kn}^{\text{eff}} \) is the effective Knudsen diffusion coefficient for the species \( i \) (m\(^2\)/s\(^{-1}\)). It is calculated with the formula presented in [24]:

\[
D_{i,Kn}^{\text{eff}} = \frac{d_p \varepsilon_g}{3 \tau} \sqrt{\frac{8RT}{\pi M_i}} \tag{48}
\]

The tortuosity is evaluated with the RUC model [29]:

\[
\tau = \frac{\varepsilon_g}{(1-\varepsilon_g)(1-\sqrt{1-\varepsilon_g}) + \varepsilon_g (1-(1-\varepsilon_g)^{2/3})} \tag{49}
\]

2.6 Momentum

The conservation of momentum for flows throughout porous media is very well described by the Darcy-Brinkman equation, expressed in our case [16].

\[
\frac{\rho_g}{\varepsilon_g} \left[ (\vec{u} \cdot \nabla) \frac{\vec{u}}{\varepsilon_g} \right] = \nabla \cdot \left[ -P_I I_d + \frac{\mu_g}{\varepsilon_g} (\nabla \vec{u} + (\nabla \vec{u})^T) - \frac{2\mu_g}{3\varepsilon_g} (\nabla \cdot \vec{u}) I_d \right] - \left( \frac{\mu_g}{\kappa} + \frac{\nu_g}{k} M_l r_r \varepsilon_{TP} \right) \vec{u} \tag{50}
\]

This equation is already implemented in COMSOL Multiphysics 4.1™. The permeability \( \kappa \) is evaluated via the Kozeny-Carman equation [30].

2.7 Porous media

The different variables required to describe the geometric aspects of the porous media are taken from the work presented by Chen et al. in [31]. The surface fraction and the pore radius are given by:

\[
s_i = \frac{\varepsilon_i/r_i}{\varepsilon_{Ia}/r_{Ia} + \varepsilon_e/r_e + \varepsilon_g/r_g}; \quad \varepsilon_g = \frac{2}{3} \left( \frac{1}{\varepsilon_{Ia}/r_{Ia} + \varepsilon_e/r_e} \right) \tag{51}
\]

Following the analysis of Costamagna et al [32] on the application of percolation theory for SOFCs, an expression is built to estimate the value of the specific reactive volume.
\[ \varepsilon_{TP} = \varepsilon_{reaction} P_{TP} \] (52)

\( P_{TP} \) is the probability that the three-phase boundary is electrochemically reactive and \( \varepsilon_{reaction} \) is the geometric extent of the reactive volume. The works in the literature usually define the reactive area as a line and calculate the triple boundary layer as a proportion of the contact perimeter between ceramic and metallic grains. Methods to calculate those quantities are given in [31].

In this study \( \varepsilon_{reaction} \) is considered as a specific volume, extending from the junction line of the three phases to a characteristic “reaction length”, \( l_0 \), which represents the distance between grains within which the steam molecules can react:

\[ \varepsilon_{reaction} = \frac{3 \min(\tau_{lo} \tau_{re}) l_0^2}{2 \tau_{lo}^3} \] (53)

This length is not known theoretically and is evaluated as \( l_0 = 10^{-8} \) m, which is approximately a hundred times the length of molecular bonds [33]. The value of this length or the choice of the nature of the triple boundary zone has no impact on local production of mass or charge on the control volume.

### 2.8 Properties of the gas mixture

Compressibility factors are obtained via a linear regression from the data taken from [34-37]:

\[ Z_{H2O} = -4.90 \times 10^9 P + 1 \] (54)

\[ Z_{H2O} = 2.23 \times 10^9 P + 1 \] (55)

\[ Z_{O2} = 2.82 \times 10^9 P + 1 \] (56)

The compressibility factor and the molar volume are related to the properties of the chemical species using Kay’s rule [28]:

\[ V_{mm} = \sum_i x_i V_{mi} \] (57)

\[ Z_m = \sum_i x_i Z_i \] (58)
The conservation of mass then gives:

\[ M_m = \sum_i x_i M_i \]  \hspace{1cm} (59)

Coupling the ideal gas adapted for real gases with the previous equations gives:

\[ \rho_m = \frac{c_r M_m}{z_m} \]  \hspace{1cm} (60)

Given the lack of efficient models to calculate the viscosity of polar gas at high pressure [28], the viscosity of the mixture is assumed to be the viscosity of the predominant fluid species in the electrode.

2.9 Range of validity of the model

This model has a wide range of applications: it can be used for any type of SOFC or SOEC that respects the assumptions presented in §2.1. The model is tested on a proton-conducting SOEC whose principle is shown in Figure 1.

3 Numerical model

The planar SOEC is built in 2D. Indeed, the hydraulic regime considered is laminar; hence the 3D effects due to turbulence are ignored in the z direction.

3.1 Geometry

The electrolyser geometry considered here is presented in Figure 4. The channels are 0.4 mm wide, the electrodes are 0.15 mm wide and the electrolyte is 0.1 mm thick. The channels are longer than the electrode to observe the mixing along the channel. This geometry is not intended to represent a real SOEC; it is designed in a simple manner to focus on the physical phenomena. The model has been solved using COMSOL Multiphysics 4.1™.
species balance equation and the diffusion equation is solved using the “Species transport in porous media” node. Mass and momentum conservation are solved with the “Free and porous media flow” node. Charge conservation is solved using the Poisson’s equation in the “PDE node”.

As COMSOL Multiphysics 4.1™ does not allow the introduction of boundary conditions at the electrode/electrolyte interface for the ionic and the electronic potential, the electrodes and the electrolyte are modelled as a single domain for the charge equation. In this domain, the volume fractions vary as a function of space. Therefore, the electrolyte is defined where $\varepsilon_{io} = 1$, the channel is defined where $\varepsilon_g = 1$, and the electrodes are defined where $\varepsilon_e \neq 0$. Instead of declaring multiple domains with multiple sets of equations, the charge balance is solved with one set of equations all over the domain. The counterpart of such a strategy is that the mesh must be very refined where the volume fractions vary dramatically, i.e. at electrode interfaces. In the electrolyte, $\varepsilon_{tp}$ cannot be calculated and must be specified. Any value can fit, as the exchange current density and thus the mass production term is equal to zero. Numerically speaking, however, the value of $\varepsilon_{tp}$ must be kept at a very low value to avoid oscillations of the electric potential at the boundary between the electrodes and the electrolyte. The reactor dimensions are presented in Table 1.

3.2 Boundary conditions

The boundary conditions are presented graphically in Figure 4 and specified in Table 2. For the calculations, inlet velocity and pressure are considered as the same at the cathode channel and at the anode channel.

The calculation is performed in galvanostatic mode and the global reaction rate is imposed by the value of the electric current; this is equal to the product of the current density input by the surface to which it is applied. In addition, the inlet velocity is calculated in order
to avoid steam depletion, which means that there will always be enough steam available for
the electrochemical reaction. The minimum mass flux needed to avoid steam depletion at
electrodes is given by:

\[
\dot{m}_{H_2O} = \frac{M_{H_2O}}{x_{H_2O}^0} \frac{l}{F} \frac{\nu_{H_2O}}{\nu_e}
\]  

(61)

3.3 Mesh

Various meshes have been used for the calculation. All of them are refined near the
boundaries where the concentration and hydraulic gradients are high. The mesh must also be
more refined inside the electrodes, as the distribution of reaction kinetics along them is
unknown. One of the meshes used contains 20696 elements with an average element of 0.9
(0.96 for the triangular elements only).

3.4 Reference calculation

Physical constant and other parameters presented in Table 3 are kept constant in the
calculations. The values of the physical quantities whose variation are studied are compiled in
Table 4.

4 Results and discussion

The mass production of a chemical species is imposed by the inlet electric current:

\[
\dot{m}_i = M_i \frac{l}{F} \frac{\nu_i}{\nu_e}
\]  

(62)

This equation shows that in galvanostatic mode, the electric current is the only parameter
influencing mass production. However other parameters such as particle radius, metal fraction
and inlet oxygen molar fraction will have an influence on the distribution of this production
across the electrode. The relevant variable to study the influence of parameters on this
distribution is the product of the specific reactive volume $\varepsilon_{TP}$ by the transfer current density $i_r$. Indeed, Equations (5) (40) and (63) show that this product is related both to the local mass production and to the inlet electrical current $I$. The integral of this product across the cermet is fixed by the electrical current but its local value depends on the parameter values.

$$I = \int_{V_{\text{cermet}}} \varepsilon_{TP} i_r \, dV_{\text{cermet}} \quad (63)$$

This product has therefore been chosen as the most suitable variable for a parametric analysis to evaluate the importance of parameters on the distribution of oxygen production across the anode. This analysis has been carried out along the anode, where every type of transport phenomenon is involved, unlike the cathode, where there is no multicomponent gas transport. It can be used in electrode design as a guide to choose the properties of cerments and optimize the yield of the electrolyser or the durability of electrodes. The analysis started with the electrochemical parameters (form of Butler-Volmer equation, electrical conductivity); we then studied the influence of structural parameters (volume fractions and particle radius), ending with the process operating parameters.

4.1 Form of the Butler-Volmer equation

When using the Butler-Volmer law with no concentration factor, the oxygen production is close to the electrolyte/electrode interface. In this case, the energy loss of the system is minimal if the protons are conveyed over the shortest distance possible, as the ionic conductivity of ceramics is lower than the electrical conductivity of metal. When using the generalised Butler-Volmer equation, the concentration effects compete with the ohmic drop effects. The oxygen production rate along the anode becomes oxygen concentration dependent, which makes the problem far more complex. The fact that the distribution of oxygen production along the anode moves to the electrode/channel interface (see Figure 5) is explained by the fact that the difference between oxygen and steam concentration decreases as
steam penetrates deeper into the electrode. As the two profiles are different, the assumptions concerning pre-exponential terms containing out-of-equilibrium concentrations in the Butler-Volmer equation should be justified by comparing concentration with electrical potential effects.

4.2 **Effect of conductivity**

Figure 6 shows that the distribution of oxygen production inside the electrode is less dependent on the value of the conductivities than on the value of their ratio. Indeed, the system tends to distribute oxygen production over the anode in order to minimize energy losses caused by Joule’s effect.

- When $\sigma_e > \sigma_{io}$, Joule’s effect is mainly caused by the conduction of protons inside the ceramic. The energy loss in the system is minimal at the shortest distance covered by protons, i.e. when they are produced near the electrode/electrolyte interface.

- When $\sigma_e < \sigma_{io}$, Joule’s effect is mainly caused by the conduction of electrons inside the metal. The energy loss in the system is minimal at the shortest distance covered by electrons, i.e. when they are produced near the electrode/channel interface.

- When $\sigma_e = \sigma_{io}$, the distribution of oxygen production along the electrode is not symmetrical because of the concentration effects implied by the generalized Butler-Volmer law.

4.3 **Effect of metal volume fraction**

Metal and ceramic volume fractions, along with particle radius are involved in the definition of the specific reactive volume $\varepsilon_{TP}$ and the specific metal surface fraction $s_e$. As a result, a change in the fractions has an impact on percolation and on the reaction rate. In this
calculation, the porosity $\varepsilon_g$ remains constant, equal to 1/3. Also, the metal volume fraction $\varepsilon_e$ varies across the electrode according to different trends (see Figure 7). In each case, the mean value of the metal volume fraction $\varepsilon_e$ is equal to 1/3.

Figure 8 shows that the specific reactive volume $\varepsilon_{TP}$ does not vary monotonously at the same time as the metal fraction $\varepsilon_e$, which is consistent with the models taken with the percolation theory for $P_{TP}$ in §2.7. When a critical volume fraction of metal is reached, the chain of metal grains or ceramic grains that allow the conduction of charges is interrupted. The electric or the ionic current can no longer be conveyed and the specific reactive volume $\varepsilon_{TP}$ becomes equal to zero. For example, oxygen production for the metal fraction profile called *decreasing +* shows three regions (Figure 9). Near the channel, with a high metal fraction, electrons are conducted in the metal phase, but there is no reaction because the ceramic fraction is too low to reach the ceramic percolation threshold. In the middle of cermet, both metal and ceramic percolate, electrons and protons can be conducted in their respective phases and the electrochemical reaction occurs. Near the electrolyte, with a low metal fraction, electrons are not conducted through metal as it no longer percolates, but the protons are conducted to the electrolyte as the ceramic percolates. Hence, along with the knowledge of percolation threshold, the metal fraction or the ceramic fraction can be adjusted in order to control the reaction rate inside the electrode. This limits significant and localized heat release or electrode assembly delaminating due to peaks of oxygen production near the interfaces.

4.4 Effect of grain radius

Grain radius has a significant impact on the properties of the porous medium, such as the specific reactive volume $\varepsilon_{TP}$, the surface fraction, grain coordination and pore diameter. In this study, the radius of ceramic grain is fixed and the radius of metallic grains is a multiple of
the latter. Figure 10 shows that when this ratio increases, the distribution of oxygen production along the anode flattens.

Indeed, when the radius increases the specific surface of metal $s_e$ decreases. Thus, the area of metal available for conduction of electrons gets lower. Because the electric current is fixed, both the electronic current density and the ohmic losses increase. As the effective conductivity of metal gets lower, the system transfers the charge quicker from the metal to the ceramic. This explains why the distribution of oxygen production flattens when the radius of metal grain increases.

4.5 Effect of inlet oxygen volume fraction

It is important to study the impact of inlet oxygen volume fraction. Indeed, producing steam by vaporization of liquid water is costly in terms of energy. Instead of feeding the electrolyser with pure steam, it could be possible to recycle the steam that has not reacted and which is enriched in oxygen (see Figure 11).

Figure 12 shows that increasing the inlet oxygen volume ratio lowers oxygen production in the centre of the electrode and increases oxygen production at the sides of the electrodes. There are two reasons for this phenomenon: firstly, when the oxygen fraction increases, the difference of concentration that drives the reaction decreases and concentration effects are therefore less significant than electrical effects. That is why oxygen production becomes higher on the electrolyte side. Secondly, under the operating conditions used for this calculation, the diffusion coefficient of oxygen is lower than steam. Hence the transport of gases is more difficult inside the electrode and consequently the system loses less energy if the reaction occurs without crossing the electrode. That is why oxygen production becomes higher on the channel side. This calculation was performed with an inlet velocity of $0.001 \text{ m s}^{-1}$ in order to avoid steam depletion.
4.6  **Effect of operating pressure**

Operating pressures from 10 bar to 30 bar have been tested in the calculations. However, operating pressure does not have a major influence on the distribution of oxygen production across the anode.

4.7  **Effect of inlet velocity**

The parametric calculation showed that the value of velocity does not have an important influence on the distribution of oxygen production across the anode for the values that have been tested (0.0001 m s\(^{-1}\) to 0.1 m s\(^{-1}\)).

However, depending on the value of the Peclet number inside the anodic channel, the oxygen that is released out from the porous anode can flow back to the inlet or be carried out by the water vapour flow (see Figure 13). The expression of the Peclet number is given by:

\[
P e = \frac{u_0 L}{D_{O_2}}
\]  

(64)

If \(Pe < 0.02\), then diffusion transport overcomes convection transport and oxygen flows back to the inlet. On the contrary, if \(Pe > 0.02\), then convection transport overcomes diffusion transport and oxygen is carried by the flow to the outlet. As a result, the value of velocity must be high enough not only to avoid depletion, but also to avoid this counter-diffusion effect. The condition at the inlet velocity is therefore given by:

\[
U_0 \geq \max \left( \left| \frac{M_{H_2O}}{\nu_{H_2O} L \rho_{H_2O}} \frac{l}{F \nu_e} \right|, \frac{0.02 D_{O_2}}{L} \right)
\]  

(65)

5  **Conclusion**

This paper has presented a series of studies that helps to predict a wide range of transport and transfer phenomena inside an anion-conducting SOEC and a proton-conducting SOEC.
A set of continuity equations was rigorously demonstrated for the conservation of quantities and for the DGM applied for two species. This set of equations also takes into account the non-idealities of gases under strong operating conditions and the concentration coefficient inside the Butler-Volmer equation.

A numerical model considering the electrodes and the electrolyte as a single reacting medium in which the metal and the ceramic fractions vary was successfully implemented in the commercial software COMSOL Multiphysics 4.1™.

A parametric analysis showed that the electrochemical reaction can be distributed all over the anode. Hence the thin layer assumption is not always valid and must be checked numerically. A parametric analysis showed that the parameters of the process have an influence on the distribution of oxygen production along the anode and that electrode structural parameters such as metal fraction or grain radius have a major impact on the oxygen production profile across the anode.

The calculations also showed that the necessity to include the concentration coefficients inside the Butler-Volmer equation and that inlet velocity is an important parameter to be monitored. It must be high enough to avoid steam depletion and to avoid the diffusion of produced oxygen back to the inlet. Three points must be mentioned: firstly, the interaction between the ionic conductivity of ceramics and pressure is not yet taken into account in the model. Secondly, a parameter without influence on the distribution of oxygen production can be influential on the overpotential or on other phenomena like velocity on the diffusion of oxygen in the channel. It is thus important to determine the significance of the quantity that is monitored in the problem. Thirdly, no thermal effects are considered for now. Their consequences on transport phenomena will be assessed in a future work.
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**Proton conducting SOEC**

**Oxidation:**

\[ H_2O(g) \rightarrow \frac{1}{2}O_2(g) + 2H^+ + 2e^- \]

**Reduction:**

\[ 2H^+ + 2e^- \rightarrow H_2(g) \]

\[ H_2O(g) \rightarrow H_2(g) + \frac{1}{2}O_2(g) \]

---

**Anion conducting SOEC**

**Reduction:**

\[ H_2O(g) + 2e^- \rightarrow O^{2-} + H_2(g) \]

**Oxidation:**

\[ O^{2-} \rightarrow \frac{1}{2}O_2(g) + 2e^- \]

\[ H_2O(g) \rightarrow H_2(g) + \frac{1}{2}O_2(g) \]
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**Figure 1.** Principle of proton conducting and anion conducting SOECs.

**Figure 2.** Control volume as a sum of single phase volumes.

**Figure 3.** Internal and external surface of the ionic conductor.

**Figure 4.** Electrolyser regions and boundaries.

**Figure 5.** Effect of concentration coefficients in Butler-Volmer equation on oxygen production across the anodic cermet. X-axis: position in the anodic cermet (on the left the anodic channel, on the right the electrolyte). Y-axis: transfer current density multiplied by the specific reactive volume.

**Figure 6.** Effect of conductivity ratios on oxygen production across the anodic cermet. X-axis: position in the anodic cermet (on the left the anodic channel, on the right the electrolyte). Y-axis: transfer current density multiplied by the specific reactive volume.

**Figure 7.** Presentation of the different metal volume fractions along the anodic cermet tested. X-axis: position in the anodic cermet (on the left the anodic channel, on the right the electrolyte). Y-axis: metal volume fraction.

**Figure 8.** Profile of specific reactive volume along the anodic cermet respect to the metal fraction. X-axis: position in the anodic cermet (on the left the anodic channel, on the right the electrolyte). Y-axis: specific reactive volume.

**Figure 9.** Effect of metal fraction on oxygen production along the anodic cermet. X-axis: position in the anodic cermet (on the left the anodic channel, on the right the electrolyte). Y-axis: transfer current density multiplied by the specific reactive volume.

**Figure 10.** Effect of radius ratio on oxygen production along the anodic cermet. X-axis: position in the anodic cermet (on the left the anodic channel, on the right the electrolyte). Y-axis: transfer current density multiplied by the specific reactive volume.

**Figure 11.** Configuration for steam recycling
**Figure 12.** Effect of inlet oxygen molar fraction on oxygen production along the anodic cermet. X-axis: position in the anodic cermet (on the left the anodic channel, on the right the electrolyte). Y-axis: transfer current density multiplied by the specific reactive volume.

**Figure 13.** Oxygen flux vectors and Peclet number along the anode showing counter diffusion of oxygen back to the inlet which is located at the ordinate \( Y = 9 \times 10^{-4} \) m.
Table 1

Reactor dimensions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anodic channel width</td>
<td>$4 \times 10^{-4}$ m</td>
</tr>
<tr>
<td>Anodic cermet width</td>
<td>$1.5 \times 10^{-4}$ m</td>
</tr>
<tr>
<td>Electrolyte width</td>
<td>$1 \times 10^{-4}$ m</td>
</tr>
<tr>
<td>Cathodic cermet width</td>
<td>$1.5 \times 10^{-4}$ m</td>
</tr>
<tr>
<td>Cathodic channel width</td>
<td>$4 \times 10^{-4}$ m</td>
</tr>
<tr>
<td>Anodic cermet length</td>
<td>$10^3$ m</td>
</tr>
<tr>
<td>Electrolyte length</td>
<td>$10^3$ m</td>
</tr>
<tr>
<td>Cathodic cermet length</td>
<td>$10^3$ m</td>
</tr>
<tr>
<td>Anodic channel length</td>
<td>$1.8 \times 10^{-3}$ m</td>
</tr>
<tr>
<td>Cathodic channel length</td>
<td>$1.8 \times 10^{-3}$ m</td>
</tr>
</tbody>
</table>

Table 2

Boundary conditions

<table>
<thead>
<tr>
<th>Boundary</th>
<th>Species transport</th>
<th>Momentum transport</th>
<th>Charge transport</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Zero flux</td>
<td>Wall - No slip</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>Inflow - concentration</td>
<td>Velocity inlet</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Outflow</td>
<td>Outlet - Pressure</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Zero flux</td>
<td>Wall - No slip</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>Ionic : Zero Flux Electronic : Flux</td>
</tr>
<tr>
<td>6,8,10,11,13,14</td>
<td>Zero flux</td>
<td>Wall - No slip</td>
<td>Zero flux</td>
</tr>
<tr>
<td>7,9,12,15</td>
<td>Zero flux</td>
<td>Wall - No slip</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>Outflow</td>
<td>Outlet - Pressure</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>-</td>
<td>-</td>
<td>Ionic : Zero Flux Electronic : Flux</td>
</tr>
<tr>
<td>18</td>
<td>Zero flux</td>
<td>Wall - No slip</td>
<td>-</td>
</tr>
<tr>
<td>19</td>
<td>Inflow - concentration</td>
<td>Velocity inlet</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>Zero flux</td>
<td>Wall - No slip</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3

Constants

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal gas constant</td>
<td>8.314</td>
<td>J mol$^{-1}$ K$^{-1}$</td>
<td>[27]</td>
</tr>
<tr>
<td>Faraday's constant</td>
<td>96485</td>
<td>C mol$^{-1}$</td>
<td>-</td>
</tr>
</tbody>
</table>
Dynamic viscosity for steam: $3 \times 10^{-5}$ Pa s [36]
Dynamic viscosity for hydrogen: $1.85 \times 10^{-5}$ Pa s [38]
Exchange current density: $10^{12}$ A m$^{-3}$ [11, 13, 18]
Arbitrary specific reactive volume (electrolyte): $1 \times 10^{-18}$ - -
π: 3.1415 - -
Boltzmann's constant: $1.38 \times 10^{-23}$ J K$^{-1}$ kg$^{-1}$ [27]
Stoichiometry coefficient (Oxygen): 0.25 - -
Stoichiometry coefficient (Water): -0.5 - -
Stoichiometry coefficient (Hydrogen): 0.5 - -
Number of charge (ion): 1 - -
Molar mass (Hydrogen): 0.002 kg mol$^{-1}$ -
Molar mass (Steam): 0.018 kg mol$^{-1}$ -
Molar mass (Oxygen): 0.032 kg mol$^{-1}$ -
Molar mass (Ion): 0.001 kg mol$^{-1}$ -
Lenard-Jones coefficient (Oxygen): $1.48 \times 10^{-21}$ J [27]
Lenard-Jones coefficient (Water): $7.90 \times 10^{-21}$ J [27]
Lenard-Jones coefficient (Hydrogen): $5.25 \times 10^{-22}$ J [27]
Collision diameter (Oxygen): $0.346 \times 10^{-9}$ m [27]
Collision diameter (Water): $0.261 \times 10^{-9}$ m [27]
Collision diameter (Hydrogen): $0.292 \times 10^{-9}$ m [27]
Mean coordination number: 6 - [31]
Gibbs enthalpy for water formation: $-200 \times 10^{3}$ J mol$^{-1}$ [36]

### Table 4

Values of variable parameters and inlet parameters for the reference calculation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference value</th>
<th>Unit</th>
<th>Other values tested</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet current density</td>
<td>1000</td>
<td>A m$^{-2}$</td>
<td>-</td>
</tr>
<tr>
<td>Ionic conductivity (ceramic)</td>
<td>1</td>
<td>S m$^{-1}$</td>
<td>0.1 10, 50, 100</td>
</tr>
<tr>
<td>Electronic conductivity (metal)</td>
<td>1000</td>
<td>S m$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>Particle radius (metal)</td>
<td>$10^{6}$</td>
<td>m</td>
<td>$2 \times 10^{6}, 5 \times 10^{6}, 10 \times 10^{6}, 50 \times 10^{6}$</td>
</tr>
<tr>
<td>Particle radius (ceramic)</td>
<td>$5 \times 10^{-7}$</td>
<td>m</td>
<td>-</td>
</tr>
<tr>
<td>Initial oxygen molar fraction</td>
<td>0.01</td>
<td>-</td>
<td>0.1, 0.3, 0.5, 0.9</td>
</tr>
<tr>
<td>Operating pressure</td>
<td>$10^{6}$</td>
<td>Pa</td>
<td>$20 \times 10^{6}, 30 \times 10^{6}$</td>
</tr>
<tr>
<td>Operating temperature</td>
<td>873</td>
<td>K</td>
<td>-</td>
</tr>
</tbody>
</table>
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