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Abstract

We consider a class of semi-linear dissipative hyperbolic equations in which the operator
associated to the linear part has a nontrivial kernel.

Under appropriate assumptions on the nonlinear term, we prove that all solutions
decay to 0, as t — 400, at least as fast as a suitable negative power of ¢. Moreover,
we prove that this decay rate is optimal in the sense that there exists a nonempty open
set of initial data for which the corresponding solutions decay exactly as that negative
power of t.

Our results are stated and proved in an abstract Hilbert space setting, and then
applied to partial differential equations.

Mathematics Subject Classification 2010 (MSC2010): 35B40, 35171, 35L.90.
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1 Introduction

The present work has its origin in the search for decay estimates of solutions to some
evolution equations of the general form

u"(t) + o' (t) + Au(t) + f(u(t)) =0, (1.1)

where H is a real Hilbert space, A is a nonnegative self-adjoint linear operator on H
with dense domain, and f is a nonlinearity tangent to 0 at the origin.

When f = 0, then for rather general classes of strongly positive operators A it is
known that all solutions decay to 0 (as ¢ — +00) exponentially in the energy norm.
Therefore, by perturbation theory it is reasonable to expect that also all solutions of
(1.1) which decay to 0 have an exponential decay rate. The situation is different when
A has a non-trivial kernel. In this case solutions tend to 0 if f fulfils suitable sign
conditions, but we do not expect all solutions to have an exponential decay rate. Let
us consider for example the hyperbolic equation

e + u — Au + |ulPu =0, (1.2)

with homogeneous Neumann boundary conditions in a bounded domain . In [12], by
relying on the so-called Lojasiewicz gradient inequality [15, 16], it was established that,
for any sufficiently small integer p, all solutions of this problem tend to 0 in the energy
norm at least as fast as t~'/7. Showing the optimality of this estimate means exhibiting
a “slow solution”, namely a solution decaying exactly as t /7.

The existence of slow solutions for the Neumann problem was proved in [12] in the
special case p = 2. The main idea is that each solution v(t) to the ordinary differential
equation

V" 0+ |ulPo =0 (1.3)

corresponds to the spatially homogeneous solution u(¢,z) := v(t) of (1.2), so that it is
enough to exhibit a family of solutions of (1.3) decaying exactly as t~'/2. It was later
shown in [10] that actually any solution of (1.2) tends to 0 either exponentially or exactly
as /7. This is the so-called “slow-fast alternative”. Moreover at this occasion the set
of initial data producing exponentially decaying solutions was shown to be closed with
empty interior. In particular the set of “slow” solutions corresponds to an open set of
initial data, but apart from the spatially homogeneous solutions no explicit condition
on the initial data was found in [10].

The proofs of these results seem to exploit in an essential way the fact that the kernel
of the linear part (in this case the set of constant functions) is an invariant space for
(1.2). Without this assumption, both the alternative and the optimality of decay rates
remained open problems.

Indeed let us consider, as a model case, the hyperbolic equation

g + up — Au — Au + |ulPu =0 (1.4)

1



with homogeneous Dirichlet boundary conditions (here A\; denotes the first eigenvalue
of —A in H}(Q)). Now the kernel of the operator is the first eigenspace, which is not
invariant by the nonlinear term, and even the existence of a slow solution decaying
exactly as t~1/? was unknown until now.

In this paper we consider a general evolution equation of type (1.1), with f a gradient
operator satisfying some regularity and structure conditions. Our aim is twofold. To
begin with, in Theorem 2.2 we establish a general upper estimate of the energy, valid
for all solutions. This estimate is proved in a quite general context through a modified
Lyapunov functional, without any analyticity assumption on f. Then in Theorem 2.3
we prove the existence of slow solutions. This is the main result of this paper.

Our abstract theory applies to both (1.2) and (1.4). This shows in particular that
the natural upper energy estimate for solutions of these problems is in general optimal,
thereby settling an open problem raised in [12] and not solved, even for the special case
(1.4), by the results of [10].

The problem of slow solutions has already been considered in the parabolic setting,
and in particular in the case of equation

u — Au+ |ulPu =0 (1.5)

with homogeneous Neumann boundary conditions in a bounded domain €2, and in the
case of equation
ur — Au — Aju + |ulPu =0 (1.6)

with homogeneous Dirichlet boundary conditions. In the case of (1.5), an easy appli-
cation of the maximum principle shows that all solutions decay to 0 in L>°((2) at least
as fast as t71/P as t — +o00. The same property is true for (1.6) but more delicate to
establish (see for example [13]). With Neumann boundary conditions, the optimality
of this decay rate can be confirmed by looking at spatially homogenous solutions as in
the hyperbolic setting. With Dirichlet boundary conditions, a comparison with suitable
sub-solutions proves that all solutions with nonnegative initial data are actually slow
solutions (see [13] for the details), which verifies the optimality of the upper estimate
also in this second case. Moreover, in the case of Neumann boundary conditions, the
slow-fast alternative is known (see [2]), fast solutions are known to be “exceptional”,
and some explicit classes of slow solutions with a sign changing initial datum were found
in [3]. On the contrary, in the case of Dirichlet boundary conditions, even the slow-fast
alternative is presently an open problem.

All results for these parabolic problems rely on the existence of special invariant sets,
or on comparison arguments. Both tools do not extend easily to second order equations
of the general form (1.1). For this reason, in this paper we follow a different path. The
main idea is to look for slow solutions in the place where they are more likely to be,



namely close to the kernel of A. Thus, under the assumption that |f(u)| ~ |u[P*!, we
look for solutions of (1.1) such that

(Au(t), u(t)) < Clu(®)[***  Vt>0 (1.7)

for a suitable constant C'. Roughly speaking, under this condition the term Awu/(t) in (1.1)
can be neglected, and the dynamical behavior is decided by the nonlinearity only. Thus
we are in a situation analogous to the ordinary differential equation (1.3), for which
the existence of slow solutions can be easily established. In order to prove (1.7), one is
naturally led to consider the quotient

(Aut) u(t)
uOP?

Qp(t) ==

which seems to be a p-extension of the Dirichlet quotient (the same quantity with
p = 0), well known in many questions concerning parabolic problems (see for example
the classical papers [1, 5] or the more recent [14]).

The Dirichlet quotient is nonincreasing in the case of linear homogeneous parabolic
equations. This could naively lead to guess the monotonicity, or at least the bound-
edness, of (),(t) also in the case of the second order problem (1.1). Of course this is
not true as stated, but it is true for a hyperbolic version of Q),(t) with a kinetic term
in the numerator. Thus we obtain the energy G(t) defined by (3.22), which in turn we
perturb by adding a mixing term, in such a way that the final energy @(t) given by
(3.23) satisfies a reasonable differential inequality. This strategy is inspired by similar
modified Dirichlet quotients introduced in [6], and then largely exploited in [7, 8] in
the context of Kirchhoff equations. In those papers the setting is different (quasi-linear
instead of semi-linear), the goal is different (in [6] the main problem is the existence of
global solutions), but the strategy is the same (comparing solutions of partial differen-
tial equations with solutions of ordinary differential equations), thus similar tools can
be applied.

Our method produces not only some special slow solution, but an open set in the
basic energy space. This is the first step towards proving that slow solutions are in
some sense generic, in accordance with the general idea that the slowest decay rate is
dominant, and faster solutions are somewhat atypical. We plan to consider this issue in
a future research.

This paper is organized as follows. In section 2 we clarify the functional setting, we
recall the notion of weak solutions, and we state our main abstract results. In section 3
we prove them. In section 4 we present some applications of our theory to dissipative
hyperbolic equations.



2 Functional setting and main abstract results
We consider the semilinear abstract second order equation
u'(t) +u'(t) + Au(t) + VFE(u(t)) =0 vVt >0, (2.1)

with initial data
uw(0) = ug, ' (0) = uy. (2.2)

We always assume that H is a Hilbert space, and A is a self-adjoint linear operator
on H with dense domain D(A). We assume that A is nonnegative, namely (Au,u) > 0
for every u € D(A), so that for every a > 0 the power A%u is defined provided that u
lies in a suitable domain D(A®), which is itself a Hilbert space with norm

o 1/2
[l pasy == (Juf + [A%u[?)"?.

We assume that F' : D(AY?) — R. When we write VF(u), we mean that there
exists a function VF : D(AY?) — H such that

Fu+v) — F(u) — (VF(u),v)

—0 [l

=0 VYue D(AY?). (2.3)

lim

|U|D(A1/2)

The existence of VF'(u) in the sense of (2.3) is enough to guarantee the continuity
of F with respect to the norm of D(A'Y?). Moreover, for every u € C'([0, +o00); H) N
C°([0, +00); D(AY?)) we have that the function t — F(u(t)) is of class C', and its
time-derivative can be computed with the usual chain rule

P (u(t) = (VP@() (1) V20,

We always assume that VF : D(AY2) — H is locally Lipschitz continuous, namely
IVE(u) = VF()| < L (lulpaizys [vlpaz) - [u—= vl (2.4)

for every u and v in D(AY?), for a suitable function L : R?> — R which is bounded
on bounded sets. Under these hypotheses, one obtains the following result concerning
global existence, regularity and derivatives of energies.

Proposition 2.1 Let H be a Hilbert space, let A be a self-adjoint nonnegative operator
on H with dense domain D(A), and let F : D(AY?) — R.
Let us assume that

(i) F(u) >0 for every u € D(AY?),
(ii) F has a gradient VEF : D(AY?) — H in the sense of (2.3),

(iii) VF is locally Lipschitz continuous in the sense of (2.4).
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Then, for every (ug,u;) € D(AY?) x H, problem (2.1)-(2.2) admits a unique global
weak solution

u € C° ([0, +00); D(AY?)) N C* ([0, +00); H) . (2.5)
In addition the functions
Bo(t) o= 5 (WP + [Au(P),  Folt) = Bo(t) + F(u(t))  (26)

are of class C1, and their time-derivative is given by

Eq(t) = —[u'(t)]* = (VF(u(t), u'(t)), Fy(t) = —[u'(1)]*. (2.7)

The first main result of this paper is an upper energy estimate, valid for all weak
solutions of (2.1).

Theorem 2.2 (Upper decay estimate for weak solutions) Let us assume that

(Hp1) H is a Hilbert space, and A is a self-adjoint nonnegative operator on H with
dense domain D(A),

(Hp2) F : D(AY?) — [0,+00) is a nonnegative function with F(0) =0,
(Hp3) F has a gradient VF : D(AY?) — H in the sense of (2.3),
(Hp4) VF is locally Lipschitz continuous in the sense of (2.4),

(Hp5) there exists a constant K > 0 such that

(VF(u),u) > K -F(u)  VYue D(AY?), (2.8)

(Hp6) there exist p > 0, and a function Ry : R — R which is bounded on bounded sets,
such that

[uP*? < By(ulpgars) - (V2P + F(w)  Yue D(AY). (29)

Let (ug,u1) € D(AY?)x H, and let u(t) be the unique global weak solution of problem
(2.1)-(2.2) provided by Proposition 2.1.
Then there exist constants My and Ms such that

/()7 + |AV2u(t))? + F(u(t) < ﬂ;\fﬁ vt >0, (2.10)
lu(t)| < (lyﬁ vt > 0. (2.11)



Our second main result is the existence of an open set of slow solutions, namely
solutions for which (2.11) is optimal.

Theorem 2.3 (Existence of slow solutions) Let us assume that hypotheses (Hpl)
through (Hp/) of Theorem 2.2 are satisfied. In addition, let us assume that

ker A # {0}, (2.12)

Jv > 0 such that |[AY?ul?> > v|u|> Yu € D(AY?) Nker(A)*, (2.13)
and that there exist real numbers p >0, R >0, a > 0 such that

IVE(u)| < R (Jul"™ + |A1/2u|1+‘1) (2.14)

for every u € D(AY?) with Ul pearrzy < p.

Then there exist a nonempty open set S C D(AY?) x H and a constant Ms such
that, for every (ug,uy) € S, the unique global solution of problem (2.1)-(2.2) provided
by Proposition 2.1 satisfies

Ms

lu(t)] > EDEG

vt > 0. (2.15)

Remark 2.4 Condition (2.13) is known to be equivalent to the property that A has
closed range R(A) = (ker A)*.

Let P : H — ker A denote the orthogonal projection on ker A, and let ) = I — P
denote the orthogonal projection on R(A). From (2.13) and (2.10) it follow that

1 M 1
2~ T 4l/2 2 M -

Since |u|* = |Pul|* + |Qu|? for every w € H, comparing with (2.15) we obtain that

there exists a constant M, such that

M,

|Pu(t)] =

In other words, the range component decays faster, and the slow decay of u(t) is due
to its component with respect to ker A. This extends to the general abstract setting
what previously observed in the special case studied in [10].

3 Proofs

3.1 Proof of Proposition 2.1

Local existence We consider the Hilbert space H := D(A'Y?) x H, endowed with the
norm defined by
U, = [, 0) 2 = JulB g + 02
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the subspace D(A) := D(A) x D(A'?), the linear operator
A(u,v) = (v, Au+u)  V(u,v) € D(A),
and the operator
F(u,v) :=(0,u = VF(u) —v)  Y(u,v) € H.

It is easy to check that A is a skew-adjoint linear operator, hence in particular a
maximal monotone linear operator on H with dense domain D(A), and F : H — H is a
locally Lipschitz continuous operator. Introducing U(t) := (u(t), u'(t)), one can rewrite
problem (2.1)—(2.2) in the form

U'(t) + AU(t) = F(U®)) V>0,

with initial datum U(0) = Uy := (ug,u;1). Thus we have reduced our problem to the
framework of Lipschitz perturbations of maximal monotone operators. At this point,
local existence follows from classical results, for which we refer to Theorem 4.3.4 and
Proposition 4.3.9 of [4]. More precisely, we obtain the following.

e (Local existence of weak solutions) For every (ug,u;) € D(AY?) x H, there exists
T > 0 such that problem (2.1)—(2.2) has a unique weak solution

ue C°([0,T); D(AY*))NC* ([0,T); H).

e (Continuation) The local solution can be continued to a solution defined in a
maximal interval [0, T,), with either T, = 400, or

lim sup (|u'(t)ﬁ{ + |u(t)\%(A1/z)> = +00.
t—T,

Differentiation of energies We show that for all weak solutions the functions Ey(t) and
Fy(t) defined by (2.6) are of class C'!, and their time-derivative is given by (2.7) for every
t € [0,7). Indeed for the first result we can consider the isometry group generated on
H by A. Then Lemma 11 of [9] (see also [17] for an earlier more general result in the
same direction) gives

Eo(t) + (u(t), w'(t)) = (F(U®)), Ut)n = (u(t) — VF(u) —u'(t),w'(t))

yielding the proper result for Ey. The result for Fy follows also since (VF(u(t)),u'(t)) is
the derivative of the C' function F(u(t)) as a consequence of the chain rule, as already
observed.

Global existence Thanks to the “continuation” result, all we need to show is that Fy(t)
is bounded uniformly in time. This follows at once from the nonincreasing character of
Fy and our assumption that F'(u) > 0.



3.2 A basic a priori estimate

The next simple a priori estimate will be useful in the proof of both main theorems.

Proposition 3.1 Let H be a Hilbert space, let A be a self-adjoint nonnegative operator
on H with dense domain D(A), and let F : D(AY?) — R.
Let us assume that

(i) F(u) >0 for every u € D(AY?),
(ii) F has a gradient VF : D(AY?) — H in the sense of (2.3),
(iii) (VF(u),u) > 0 for every u € D(AY?).

Let (ug,uy) € D(AY?) x H, and let u(t) be the local weak solution of problem (2.1)-
(2.2) in some time-interval [0,T). Then we have

[/ () + [u®)? + [A2u(@)]” + Fu(t)) <16 (Jur]* + |uol* + [APuol* + F(uo)) (3.1)

for every t € [0,T).
Proof Let us consider the two different energies
1
E(t) = [ @F + Slu@®) + |42 u®) + 2F (u(t)) + ('), u(t)),

E(t) == |u/' (O + |u(t)* + |AYu(t)* + F(u(?)).
Due to assumption (i) and inequality
/ 3 2 21 2
[{w'(t), w®)] < Slu(®)]” + Sl (O,

it is easy to see that

éE\(t) < E(t)<2E(t) vtel[o,T). (3.2)

The function E(t) is of class C!) even in the case of weak solutions, and its time-
derivative is

E'(t) = =/ (t)]* — A2 u()* = (VF(u(t)), u(t)).

From assumption (iii) we see that E'(t) < 0, hence E(t) < E(0) for every t € [0,T).
Keeping (3.2) into account, we have proved that

~

E(t) <8E(t) <8E(0) < 16E(0) VYt e [0,T),

which is exactly (3.1). O



3.3 Proof of Theorem 2.2

Let us describe the strategy of the proof before entering into details. We consider the
energies
E(t) := [u'(1))? + |AY2u(t) > + 2F (u(t)) = 2Fy(t), (3.3)

E.(t) = E(t) + £ [E()]” (' (1), u(t)),

where € > 0 is a parameter and

p
= 3.5
’ p+2 (3.5)
Now we claim three facts (from now on, all positive constants eq, €1, ¢, ..., C10

depend on p, |ug|, E(0), K, and on the function R;).
o First claim. There exist ¢y and ¢ such that
Elt)<cy V>0, (3.6)
lu(t)[PP2 < E(t) Yt >0. (3.7)

e Second clatm. There exists g > 0 such that

%E(t) < E.(t) <2E(t) Vt>0, Ve € (0, (3.8)

e Third claim. There exist £1 € (0, &g, and a constant ¢ > 0, such that

~

EL(t) < —cae [EE@)} T w0, e e (0,a]. (3.9)

If we prove these three claims, then we easily obtain (2.10) and (2.11). Indeed let us
integrate the differential inequality (3.9) with £ = ;. We obtain the inequality

~ C3
Ee (1) < ERE vt > 0.

Thanks to (3.8) and (3.5), this proves (2.10). At this point, (2.11) follows from (2.10)
and (3.7). So we are left to proving our three claims.

Proof of first clatm  We can apply Proposition 3.1. Thus obtain estimate (3.6) and
the boundedness of |u(t)|p(41/2). Then (3.7) follows from (3.6) and assumption (2.9).

Proof of second claim From (3.7) and (3.3) we have
(' (8), u())] < [/ (1)) - fu(t)] < [B@)]? - e [BO]", (3.10)

hence
[E®) (W (), u(t)] < i [B@P Y- B(1).

Since p > 0, with the help of (3.6) we deduce
[E@) (' (1), u(t)] < sE() Vi =0,
This implies that (3.8) holds true provided that cseq < 1/2.
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Proof of third claim The time-derivative of (3.4) is

E(t) = —=20u/(t)]> = 2eB[E®)] Y (' (t), w(t))[u'(t)]* + 2 [E(®)) [u (t)?
—e [E@)]” (' (), u(t)) — e [E®)]) (JA2u(t)? + (VF(u(t)), u(t)))
= Fi+F,+ I3+ Fy+ Fs. (3.11)

Let us estimate separately the sum F, + F3 and the two last terms. First (3.10)
implies
[E(t)]*Q/(pﬂL?) |<U,(t), U(t)>| <y [E(t)]p/(2p+4) '

Then, since p > 0, by using (3.6) we derive
Fy+ Fy < el (1)) (cﬁ (BP0 ¢ [E(t)]ﬁ) < el ()] (3.12)
Moreover from (3.7) and (3.5) we infer

LB o), u()] < S/ OF + 52 B (o) < Sl (O +ese (BP0

Since 26 +2/(p+2) =  + 1, this means that
1
Fy < §|u'(t)|2 + cse? [B(1)7 (3.13)

Finally, from assumption (2.8) and the inequality (3.6), we deduce

);
[E(t)]ﬁ(lA”2 (O + F(u(t)))

(E®))” (|JAu®)]” + (VF(u(t),ult)) >
> [E<t>] (E(t) = ')
> oo [E@)) = enlu/ (1)),
hence
Fy < —cioe [E@)])T + eppelu/ ()2 (3.14)

Plugging (3.12) through (3.14) into (3.11), we now find

El(t) < —[u'(t))? (g — cre — cne) + £ (cse — c10) [E@)]T

If we choose €1 € (0, &) small enough so that

C10
C7Eq “+ 1161 S 5 and CgE1 — C10 < —7,

then (3.9) holds true with ¢y = ¢19/2 > 0. This completes the proof of Theorem 2.2 O
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3.4 Proof of Theorem 2.3

Let us describe the strategy of the proof before entering into details. Let v, p, R, a be
the constants appearing in (2.13) and (2.14). First of all, let us choose § > 0 such that

v
0 < : 3.15
T 2v+1 ( )

Note that this condition implies in particular that
§<1 and < g (3.16)

Let @ denote the orthogonal projection from H to (ker A)t. Assuming (ug,u1) €
D(AY?) x H and ug # 0, we set

1/2
o0 = 4 (|us]? + [uol2 + [AY2uo 2 + F(uo))"” |

128 R?
62

- 1 Lo b aye o
o1 b (S + 14 10, ) +

Let S € D(A) x D(A'Y?) be the set of initial data such that

J J
ap < p, 200R < 7 4(p+ 1)og+/o1 < 3 (3.17)

It is clear that these smallness assumptions define an open set. This open set is
nonempty because it contains at least all pairs (ug, u;) with u; = 0 and ug € ker A with
ug # 0 and |ug| small enough. This is the point where assumption (2.12) and the fact
that F'(0) = 0 are essential.

Now we claim that, for every pair of initial data (ug, u1) € S, the global weak solution
of (2.1)—(2.2) satisfies

u(t) #0 VYt >0, (3.18)
" WO + 1A ()
L|u'(t)]” + u(t
- <2 > 0. 1
e S W20 (3.19)
This is enough to prove (2.15). Indeed, setting y(¢) := |u(t)|?, we observe that
u'(t
(0] = 200 6). )] < 2 OP < aVF @l (20)
and in particular
Y1) > —aye - [yOF? W0 (3.21)

Since y(0) > 0, this inequality concludes the proof. So we are left to prove (3.18)
and (3.19). To this end, we set

L + A
0=

(3.22)
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and
T:=sup{t>0:VY7 €[0,t], u(r)#0and G(r) < 20,} .

Since u(0) # 0, and G(0) < o7 (because of our definition of o), we have that 7" > 0.
We claim that 7" = +o0, which is equivalent to (3.18) and (3.19). Let us assume by
contradiction that this is not the case. Due to the maximality of 7', this means that
either u(7") = 0 or G(T') = 20,. Now we show that both choices lead to an impossibility.

Let us set as usual y(t) := |u(t)|?. For every ¢t € [0,T) we have that u(t) # 0 and
G(t) < 207. Therefore, arguing as in (3.20), we obtain that the differential inequality in
(3.21) holds true for every ¢t € [0, 7). Since y(0) > 0, and 1 + p/2 > 1, this differential
inequality implies that y(T") # 0, hence u(T") # 0.

So it remains to show that G(T") < 20;. To this end, we introduce the perturbed

energy
~ L' (t)]? + |AY2u(t)|? u'(t), Qu(t
G(t) = —2| ( )|| (t)||2p 5 (®) +5< |1S()t)|2p (2)> (3.23)

Due to the second condition in (3.16), the energy G(t) is a small perturbation of
G(t) in the sense that

G <G <2G() Ve |0,T). (3.24)

The correcting term (u'(t), Qu(t)) appears frequently when looking for boundedness
or decay properties for equations whose generator has a non-trivial kernel (see [18]

or [11]).

The time-derivative of G is

W @OF  _ JAu@)P (VE(u(t), w'(t) + 6Qu(t)

GO e T wep T e
QOGO g, WO g,
= L +...+1. (3.25)

Let us estimate I3, I, and I5. First of all, from Proposition 3.1 we obtain that
lu(t)]* + |Al/2u(t)|2 <ol vt > 0. (3.26)

Therefore, from the first smallness condition in (3.17) and assumption (2.14), it
follows that

IVF(u(®)] < R (Ju(@)["* + [A2u(@)[ ) < R (Ju(®)PT + |Au(t)] - of)
hence

|VF(u(?))| <R (1 + %% . 03) <R <1 +1/2G(t) - 084> . (3.27)

Ju(t) [+
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On the other hand, from assumption (2.13) and the fact that 6 < /v, it follows that

5lQut)] < %Wu(tn < |AV2u(t),

hence
[W'(t)] +0|Qu(t)] _ [u'(t)] + A" u(t)]
wopt = opn =V 529
From (3.27) and (3.28) it follows that
Iy < ‘mﬁg)' : ‘“'“')L(*;)Tz'ﬁ“(t” < R\/2G(t)+2Ro§G(t) < 4f?z+§G(t)+2Rcr8‘G(t).

From the second smallness assumption in (3.17) we finally conclude that
I3 < —+ gG(t) vVt € [0,T). (3.29)
As for I, we exploit that |Qu/(t)] < |u/(t)| and |Qu(t)| < v~'/2|AY?u(t)|, hence

QU + [u'(t)] - 1Qut)] < [W' ()" + \%W(t)\ AV 2u(t)]

1 1
< (14 =)W @®P + = |AYu(t))
< (145 ) WOP+ 51400
Thus from (3.15) we deduce that

Qu)° + [w'@®)] - [Qut)] _ L W@  §]Au()’

I, <9 —
te Ju(t)[?+2 — 2fu@)PPr? 2 Ju(t)Pr

vt €[0,T). (3.30)

In order to estimate I5, we exploit once again (3.26) and we obtain

I+ <2+ DRl 0P - G < 200+ 1VEGT - of - Gl

Since G(t) < 20 for every t € [0,T), the third smallness condition in (3.17) gives
N 5 ~
Iy <A4(p+1)\/o1 -0 - G(t) < 3—2G(t) vt €10,7). (3.31)

Plugging (3.29) through (3.31) into (3.25) we obtain

. 1 / 2 A1/2 2 4R? R
Gy < -1 [W@F _0|Au@)] | ART 30 0
2lu(®)P 2~ 2 Ju(@)2 5 8 32

Due to the first inequality in (3.16), this implies

- 5 AR* -
—G(t)=—=Gt)+ —+ —=G(t
+ 56t = —2G() + —— + G,

~ 4} 4R* 3§ )
G'(t) < —§G(t) t5t gG(t)
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hence by (3.24)
~ 0 A 4R?
/ < _ I
G'(t) < 32G(t) + =5

Integrating this differential inequality we easily deduce that

N N 2 2
G(t) < (G(O) - IQ;R ) exp <— 0 t) + 12§2R vVt e [0,7). (3.32)

vVt €[0,T).

32

Since we already know that u(T) # 0, we have that G(¢) and G(t) are defined and
continuous at least up to t = 7. Letting t — 7~ in (3.32), and exploiting (3.24) and
our definition of o1, we deduce that

52

G(T) < 2G(T) < 2 (@(0) + 128R2) < 20.

This excludes that G(T') = 204, thus completing the proof. O

4 Applications to partial differential equations

4.1 Some equations with a local nonlinearity of power type

The following statement represents a bridge between the abstract theory and partial
differential equations. Here H is a space of real valued functions, and we explicitly
write |u|y for the norm of the function u € H (not to be confused with the absolute
value |u| of the same function). Now the abstract assumptions on VF' are replaced by
suitable inequalities between norms, which are going to become Sobolev type inequalities
in the concrete settings.

Theorem 4.1 (Semi-abstract result for local equations) Let X be a set and u be
a measure in X with u(X) < +o0o. Let H := L*(X, i), and let A be a linear operator on
H with dense domain D(A) satisfying assumptions (2.12) and (2.13) of Theorem 2.3.
Let p > 0, and let us consider the second order equation

u”(t) + u'(t) + Au(t) + Ju(t)[Pu(t) = 0. (4.1)
Let us assume that

(i) D(AY?) C L2P+Y(X, i), and there exists a constant K such that
"u"LQ(p+l)(X,u) S Kl‘u‘D(Alﬂ) Yu € D(Al/z), (42)

(ii) there exists a constant Ko such that
2
Il < Bl ol ol o) € (DA, 09

2
222y < Kol ey ol Vo) € [DAY]. (44)
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Then we have the following conclusions.

(1) (Decay for all weak solutions) For every (ug,u;) € D(AY?) x H, problem (4.1),
(2.2) has a unique global weak solution with the regularity prescribed by (2.5).
Moreover there exists a constant M, such that

M,

”U‘<t)HL2(X“u) < m Vvt > 0.

(2) (Existence of slow solutions) There exist a nonempty open set S C D(AY?) x H,
and positive constants My and Ms, with the following property. For every pair of
initial conditions (ug,u1) € S, the unique global solution of problem (4.1), (2.2)

satisfies
M, Ms
m < ||u(t)||L2(X7M) < m vt > 0.
Proof Let us set
p+2 d
W=~ [ o)l duo)
We claim that
[VEW)](z) = |u(z)["u(z) (4.5)
is the gradient of F' in the sense of (2.3), and that all the assumptions of our abstract
results (Theorem 2.2 and Theorem 2.3) are satisfied. All constants ¢, ..., cg in the

sequel depend only on u(X), p, K1, Ks, and on the coerciveness constant v which appears
in (2.13). Assumption (Hpl) is trivial, so that we can concentrate on the remaining ones.

Verification of (Hp2) Assumption (i), and the fact that u(X) < +oo, imply the
following inclusions

D<A1/2) C L2(p+1)<X7 ,U) C Lp+2(X7 /~L) - L2<X, ,U)- (4.6)

Thus F is finite at least for every u € D(AY2). Moreover, it is trivial that F/(0) = 0
and F(u) > 0 for every u € D(AY?).

Verification of (Hp3) Assumption (i) implies that VF'(u), as defined by (4.5), is in
H for every u € D(AY?). Now we show that for every u and v in D(A'/?) we have that

Pt v) = F(u) ~ (V). o)y < e ([l g + By Plpurs ol (47)
which clearly implies (2.3). To this end, we start from the inequality

la+b""* — [a*?) —[alPab| < (p+1) - 2" (laf" + b]")b*  V(a,b) € R,

p+2(

15



which follows from the second order Taylor’s expansion of the function |o|P™2. Setting
a :=u(zx), b :=v(x), and integrating over X, we obtain that

[F(u+v) = F(u) = (VF(u),0)|g < Cz/X(W(fC)\p +[v(@)P) [o(@)] dz. (4.8)
From (4.3) we deduce
Nl + 1007) - 022 e < €5 (108 + 1ol garr) - [ologas - ol
Plugging this estimate into (4.8), we obtain (4.7).
Verification of (Hp4) We prove for every u and v in D(A'/?) the inequality
[VF(u) - VF(”)‘?{ S <|u|§§(,41/2) + ‘U|§§(A1/2)> u— U|2D(A1/2)7 (4.9)
which implies (2.4). To this end, we start from the inequality

lal?a — b0 < (p + 1) (Jal” + [b") la = 0] V(a,0) € R?,

which easily follows from the mean value theorem applied to the function |o|Po. Setting
a:=u(x), b :=v(x), and integrating over X, we obtain that

VE(u) = VF()f = /X [lu(@)Pu(z) = [o(@)Po(x)] do
< 05/X (Ju(z)]* + |v(x)|2p) lu(z) —v(z)[*de.  (4.10)
From (4.4) we infer
el o) - = 01 < 6 (1l + 100y ) < = 0l
Plugging this estimate into (4.10), we obtain (4.9).
Verification of (Hp5) It is trivially satisfied.
Verification of (Hp6) Exploiting (4.6) once again, we find

p+2 p+2

Julfy™ = llull 72, < erllullf?ag ) = cr(p +2)F(u)

for every u € D(A'Y?), which proves (2.9).
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Verification of assumption (2.14) From (4.6) we find

+1 +1
V)i = lul %) o < cslul @ e

for every u € D(A'?), which proves (2.14) with a = p for any p > 0. O

We are finally ready to apply our theory to hyperbolic partial differential equations.
We concentrate on the model examples presented in the introduction. We recall that
in the Dirichlet case even the existence of a single slow solution was an open problem.
Also in the Neumann case, where existence of slow solutions was already known, the
method of this paper gives the explicit conditions (3.17) for a solution to decay slowly,
conditions which were not known before.

Theorem 4.2 (Neumann problem) Let Q2 CR" be a bounded open set with the cone
property. Let p be a positive exponent, with no further restriction if n € {1,2}, and
p<2/(n—2)ifn>3.

Let us consider the damped hyperbolic equation

g (t, ) + ug(t, ) — Au(t, ) + |u(t, x)|Pu(t,z) =0  V(t,z) € [0,4+0) x 2, (4.11)

with homogeneous Neumann boundary conditions

g—Z(t,x) =0 V(t,z) € [0, +00) x 09, (4.12)
and initial data
u(0,2) = up(x), w(0,2) =ui(x) Vo € Q. (4.13)

Then we have the following conclusions.

(1) (Decay for all weak solutions) For every (ug,u1) € H'(Q) x L*(Q), problem (4.11)
through (4.13) has a unique global weak solution

ue C%([0,+00); H'(Q2)) NC" ([0, +00); L*(Q)) .

Moreover there exists a constant M, such that

M,

||u(t)||L2(Q) < m

vt > 0. (4.14)

(2) (Existence of slow solutions) There exist a nonempty open set S C HY(Q) x L*(Q),
and positive constants My and Ms, with the following property. For every pair of

initial conditions (ug,u1) € S, the unique global weak solution of problem (4.11)
through (4.13) satisfies

M

M3

—_ —_ t>0. 4.15
(1+t¢ 1+4t)l/e viz0 (4.15)
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Theorem 4.3 (Dirichlet problem) Let 2 C R"™ be a bounded open set with the cone
property, and let A\ be the first eigenvalue of —A in Q, with Dirichlet boundary con-
ditions. Let p be a positive exponent, with no further restriction if n € {1,2}, and
p<2/(n—2)ifn>3.

Let us consider the damped hyperbolic equation

u(t, ) + ug(t, z) — Au(t, x) — Mu(t,z) + |u(t, x)|Pu(t,z) =0 (4.16)
in [0, 400) x , with homogeneous Dirichlet boundary conditions
u(t,z) =0  Y(t,x) € [0,400) x 052, (4.17)

and initial data (4.13).
Then we have the following conclusions.

(1) (Decay for all weak solutions) For every (ug,u1) € Hg(2) x L*(Q), problem (4.16),
(4.17), (4.13) has a unique global weak solution

u e C([0,400); Hy(2)) N C* ([0, +00); L*())
satisfying (4.14).

(2) (Existence of slow solutions) There exist a nonempty open set S C Hy () x L*(€2),
and positive constants My and Ms, with the following property. For every pair of
initial conditions (ug,u1) € S, the unique global weak solution of problem (4.16),

(4.17), (4.13) satisfies (4.15).

Proof of Theorem 4.2 and Theorem 4.3 We plan to apply Theorem 4.1 with X = €
and p equal to the Lebesgue measure on ). Concerning the operator A, we distinguish
two cases.

e In the case of Theorem 4.2 the operator is Au = —Awu with Neumann boundary
conditions, so that D(A) = H%(Q), D(AY?) = H'(2), and ker A # {0} because it

consists of all (locally) constant functions.

e In the case of Theorem 4.3 the operator is Au = —Awu — A\ju with Dirichlet
boundary conditions, so that D(A) = H?(Q) N HL(Y), D(AY?) = HL(Q), and
ker A # {0} because it consists of the first eigenspace of —A.

In both cases, the norms |u[g and |u|p 412 are equivalent to the norms |lul|zq)
and [Jul| g1 (o), respectively, and the coerciveness assumption (2.13) is satisfied because
Q) is bounded and eigenvalues are an increasing sequence.

Now we proceed to the verification of the assumptions of Theorem 4.1, which is the
same in both cases. The cone property and the boundedness of {2 guarantee the usual
Sobolev embeddings

HY(Q) C LI(Q) {

All constants c1, ¢, c3 in the sequel depend only on p, and on the Sobolev constants.

Vq < 400 if n <2,

4.1
Vg <2*=2n/(n—2) ifn>3. (4.18)
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Verification of (4.2) It follows from (4.18) with ¢ = 2(p + 1) (note that our as-
sumption on p is equivalent to 2(p + 1) < 2* if n > 3).

Verification of (4.8) Let u and v be in D(AY?). If n < 2, we apply Hélder’s
inequality with three terms and exponents 4, 4, 2, and we obtain

[l v vf| 1oy < Tulfang) - [0llzs@) - Ivllza@).
Thus from (4.18) with ¢ = 4p and ¢ = 4 we conclude that
b+ - ]2 g < el ey - el - olz2(0),

which is exactly (4.3). If n > 3, we apply Holder’s inequality with three terms and
exponents n, 2%, 2, and we obtain

[l v o] 11 gy < Nllfany - 10l o) - I0ll220)-
Thus from (4.18) with ¢ = np (note that np < 2*) and ¢ = 2* we conclude that
[lul” v 0| 11 gy < ellellfngy - Illme - [vllza@),

which proves (4.3) also in the case n > 3.

Verification of (4.4) Let u and v be in D(AY?). If n < 2, we apply Hélder’s
inequality with exponents 2 and 2, and then (4.18). We derive

[1ul?? 0% 11y < Nl aney - I0lZae) < callelfiy - 1ol @),

which proves (4.4) in this case. If n > 3, we apply Hoélder’s inequality with exponents
n/2 and n/(n — 2), and then (4.18). Since np < 2*, we find

2 2
H|U|2p ) UQHLl(Q) < ||u||LI:1P(Q) ) ||U||i2*(sz) < CB”“H[%(Q) ) ||U||§11(Q)>
which proves (4.4) also in the case n > 3. O

Remark 4.4 For the sake of simplicity and shortness, we limited ourselves to the model
nonlinearity g,(c) = |o|Po. On the other hand, all results can be easily extended, with
standard adjustments (such as the restriction to L>-small initial data in low dimension),
to equations with nonlinear terms which behave as g,(o) just in a neighborhood of the
origin.
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4.2 Some nonlocal equations involving projection operators

The following result is suited to nonlocal partial differential equations where a power
nonlinearity is applied to some integral of the unknown, and not to the unknown itself.

Theorem 4.5 (Semi-abstract result for nonlocal equations) Let H be a Hilbert

space, and let A be a linear operator on H with dense domain D(A) satisfying assump-
tions (2.12) and (2.13) of Theorem 2.3, and such that

dim(ker A) < +o0. (4.19)
Let M be a closed vector subspace of H such that
M+ Nker A = {0}, (4.20)

where M+ denotes the space orthogonal to M. Let Py : H — M denote the orthogonal
projection. Let p > 0, and let us consider the second order equation

u"(t) + o' (t) + Au(t) + | Pyu(t) [P Pyu(t) = 0. (4.21)
Then we have the following conclusions.

(1) (Decay for all weak solutions) For every (ug,u;) € D(AY2) x H, problem (4.21),
(2.2) has a unique global weak solution with the regularity prescribed by (2.5).
Moreover there exists a constant M, such that

(2) (Existence of slow solutions) There exist a nonempty open set S C D(AY?) x H,
and positive constants My and Ms, with the following property. For every pair of
initial conditions (ug,uq) € S, the unique global weak solution of problem (4.21)-
(2.2) satisfies

M

avo7 vt > 0.

M.
m < |u(t)| <

Proof Let us set
1

We claim that
[VF(u)|(z) = | Pyul’ Pyu

is the gradient of F' in the sense of (2.3), and that all the assumptions of our abstract
results (Theorem 2.2 and Theorem 2.3) are satisfied. Constants ¢, ca, ¢3 in the sequel
depend only on the operator A, on the subspace M, on p, and on the coerciveness
constant v which appears in (2.13).
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Assumptions (Hpl) and (Hp2) are trivial in this case.

Assumptions (Hp3) and (Hp4) require a completely standard verification, based on
the simple fact that the real function |o|Po is of class C' when p > 0. We omit the
details for the sake of shortness.

Assumption (Hp5) follows from the equality

(VF(u),u) = |PyulP(Pyu, u) = | PyulP| Pyul? Yu € H.

We have now to verify (Hp6). This requires three steps. Let P : H — ker A denote
the orthogonal projection on ker A. The first step is just observing that assumption
(2.13) is equivalent to

|AY2u)? > vju — Pu|*  Vu € D(AY?). (4.22)
The second step consists in proving that there exists ¢; > 0 such that
[v]? < ¢ | Py Vv € ker A. (4.23)
To this end we set
¢y :=min {|Pyv|* : v € ker 4, |v| =1},

and we observe that the minimum exists because of assumption (4.19), and it is positive
because of assumption (4.20). This is enough to prove that (4.23) holds true with
C1 = Cqy L

Applying (4.23) with v := Pu, we obtain

|Pul*> < c1|Py(Pu)l?

c1| Py — Pyy(u — Pu)|?
2¢1 | Pyul? + 2¢1| Pa(u — Pu)l?
2¢; | Pyul? + 2¢1|u — Pul?.

IA A

If u € D(A'Y?), we can now apply (4.22) and conclude that
|u|* = |Pul* + |u — Pul® < 2¢;|Pyul® + (2¢1 + 1) |u — Pul?
201 + ]_
v

< 2¢;| Pyrul? + |AY )2,

hence
u[P*? < o5 (|Paul?? + [AV2uPP?) < e (p+ 2+ |[A2ul?) (F(u) + [AV2ul),

which proves (Hp6).
Finally, (2.14) is obviously satisfied with R = 1, independently of p and a. O
We conclude with two examples of application of Theorem 4.5. In a certain sense

they represents the two extremes, namely the case where M = H, hence as large as
possible, and the case where M is one-dimensional. We omit the simple proofs.
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Theorem 4.6 Let 2 C R"™ and p be as in Theorem 4.2. Let us consider the integro-
differential damped hyperbolic equation

g (t, ) + ug(t, ) — Au(t, ) + (/Q u?(t, x) da:)p/2 u(t,z) =0,

in [0,400) x Q, with Neumann boundary conditions (4.12), and initial data (4.13).
Then we have the same conclusions as those of Theorem 4.2.

Theorem 4.7 Let Q C R"™ and p be as in Theorem 4.2. Let {;}icr be the set of all
connected components of 0, and let o € H*(Q)) be a function such that

/ o(z)dr #0 Vi e I. (4.24)
Q;

Let g, : R — R be defined by g,(co) := |o|Po for every o € R, and let us consider the
integro-differential damped hyperbolic equation

g (t, ) + w(t, x) — Au(t,x) + g, (/Q u(t, z)p(x) da:) o(x) =0,

in [0,400) x Q, with Neumann boundary conditions (4.12), and initial data (4.13).
Then we have the same conclusions as those of Theorem 4.2.

One can state similar results also for the Dirichlet problem, namely by replacing the
nonlinear term in Theorem 4.3 with the nonlinear terms appearing in Theorem 4.6 or
Theorem 4.7. The only difference is that in the Dirichlet case the non-orthogonality
condition (4.24) becomes

/Q p(2)e(x) do £0

for every nonzero function e(x) in the first eigenspace of the Dirichlet Laplacian.
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