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#### Abstract

We introduce new coarse-grained models for two imidazolium based ionic liquids, namely 1-butyl-3-methyl-imidazolium tetrafluoroborate $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and 1-ethyl-3-methylimidazolium tetrafluoroborate $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$, derived from the original force field of Roy and Maroncelli (J. Phys. Chem. $B$ 2010, 114, 12629-12631) representing the 1-butyl-3-methylimidazolium hexafluorophosphate [BMI] $\left[\mathrm{PF}_{6}\right]$ ionic liquid. We evaluate static and dynamic properties between 298 K and 500 K and show that they agree with previous experimental and all-atom simulations studies. The models are used to conduct simulations of the liquid-vapor interface and accurately predict surface tensions at 400 K . Capacitive properties are also examined by doing molecular dynamics simulations of the ionic liquids in contact with graphite electrodes. The obtained structures and capacitances are consistent with all-atom simulations results reported on these systems.
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## I. INTRODUCTION

Molecular dynamics simulations appear as a key method in many fields to understand experimental observations and to predict properties which are difficult to obtain experimentally. Due to the broad range of potential applications envisioned for room temperature ionic liquids (RTILs), numerous force fields have been developed to model these liquids. Among them, several polarizable ${ }^{[12] 3}$ and non polarizable ${ }^{[4516[7]}$ potentials are sufficiently accurate to predict bulk properties and to analyse the behavior of the liquid under confinement ${ }^{[8910]}$.

One major potential application for ionic liquids is their use for supercapacitors ${ }^{[1112 \mid 13}$. In these systems, energy is stored at the electrode / electrolyte interface through reversible ion adsorption. The electrodes usually consist in nanoporous carbon electrodes which give relatively high energy densities. Molecular simulations in this area will help understanding the microscopic phenomena at play and designing new materials and ionic liquids to optimize energy storage. To conduct realistic molecular dynamics simulations (MD) on these complex systems, it is necessary to include an accurate description of: i) the ionic liquid, ii) the ionic liquid / electrode interactions, iii) the electrode including the microscopic structure and polarizability of the carbon atoms. In most of the recent studies, the ionic liquid and the ionic liquid / electrode interactions are represented in an appropriate way but simple model geometries are used for the electrode structures leading to underestimated capacitances in comparison with experiments involving realistic supercapacitors ${ }^{[14155}$. To recover the correct capacitances and gain insight in the microscopic structure adopted by the liquid in the nanopores, one should include the complexity and polarizability of the carbon structure ${ }^{166}$.

Because of the high computational cost of considering the polarizability of the electrode and the large number of carbon atoms in the calculation, it is necessary to reduce the time spent on the calculation of the interaction forces. In a previous study, we showed that the recently developed coarse-grained model representing the $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]$ ionic liquid ${ }^{17}$ is performant to predict the structural and capacitive properties of the liquid-graphite interface ${ }^{[18}$. According to these considerations, an electrochemical cell was designed using this simple model for the electrolyte and carbon electrodes generated using quenched molecular dynamics ${ }^{19}$ leading to the conclusion that this setup is appropriate for the study of supercapacitors systems ${ }^{166}$. The coarse-grained potentials that have been investigated to date perform well but all include bonded and nonbonded interaction terms ${ }^{2021212212324125 .}$. The capabilities of
the rigid-body potential of $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]^{\frac{17718}{18}}$ encouraged us to look for such simple models.
In this work, we report the development of new coarse-grained models for two imidazolium based ionic liquids, 1-butyl-3-methylimidazolium tetrafluoroborate ( $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ ) and 1-ethyl-3-methylimidazolium tetrafluoroborate ( $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$ ), and show that they are able to predict accurately a number of properties. In section II, we describe the models developed and the methodology adopted. In sections III and IV, we deal with the structural and dynamic bulk properties of the ionic liquids. In section V, we give an account of the liquid-vapor interface properties predicted. In section VI, we provide the description of the liquid-graphite interface obtained with these models.

## II. MODEL AND SIMULATION METHODS

The model parameters for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$ were derived from the force field recently developed by Roy and Maroncelli for $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]^{177}$. To ensure that the new and original parameters are as compatible as possible, we kept the changes to a minimum. In the representation adopted here, site-site interaction energies are given by the sum of a Lennard-Jones potential and coulombic interactions:

$$
\begin{equation*}
u_{i j}\left(r_{i j}\right)=4 \varepsilon_{i j}\left[\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{12}-\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{6}\right]+\frac{q_{i} q_{j}}{4 \pi \varepsilon_{0} r_{i j}}, \tag{1}
\end{equation*}
$$

where $r_{i j}$ is the distance between sites and $\varepsilon_{0}$ is the vacuum permittivity. A schematic view of the correspondence between atoms and interaction sites is given in figure 1. The parameters are varied independently to match the density and diffusion coefficients of $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and [EMI] $\left[\mathrm{BF}_{4}\right]$ at 400 K . The geometry of $\mathrm{EMI}^{+}$was chosen from the centers of mass positions of the different regions of the cation in typical configurations of an all-atom model (imidazolium ring, ethyl chain, methyl chain). Charges for the EMI ${ }^{+}$cation were calculated summing the atomic charges of an all-atom non polarizable force field ${ }^{51}$ and scaling them to recover the reduced charge of 0.78 e on the ion used in the original model. The conservation of this reduced charge for all the ions is required to allow for future works on mixtures of the ionic liquids. All the interaction parameters of the coarse-grained models are summarized in table I.

We made use of three types of simulations to calculate different properties. First, bulk simulations were employed to determine densities, radial distribution functions, diffusion


Figure 1: Schematic representations of the coarse-grained models of the three ions considered: $\mathrm{BMI}^{+}, \mathrm{EMI}^{+}$and $\mathrm{BF}_{4}^{-}$.

| Interaction <br> site | x <br> $(\AA)$ | y <br> $(\AA)$ | z <br> $(\AA)$ | M <br> $\left(\mathrm{g} . \mathrm{mol}^{-1}\right)$ | $\sigma_{i}$ <br> $(\AA)$ | $\varepsilon_{i}$ <br> $(\mathrm{kJ.mol}$ <br>  <br> $(1)$ | $q_{i}$ in $\mathrm{BMI}^{+}$ <br> $(\mathrm{e})$ | $q_{i}$ in $\mathrm{EMI}^{+}$ <br> $(\mathrm{e})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.000 | 0.000 | 0.000 | 86.81 | 4.51 | 3.24 | -0.7800 | -0.7800 |
| C 1 | 0.000 | -0.527 | 1.365 | 67.07 | 4.38 | 2.56 | 0.4374 | 0.3591 |
| C 2 | 0.000 | 1.641 | 2.987 | 15.04 | 3.41 | 0.36 | 0.1578 | 0.1888 |
| C 3 | 0.000 | 0.187 | -2.389 | 57.12 | 5.04 | 1.83 | 0.1848 | - |
| C3 | 0.000 | -0.737 | -1.653 | 29.07 | 4.38 | 1.24 | - | 0.2321 |

Table I: Force-field parameters for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$. Site-site interaction energies are given by the sum of a Lennard-Jones potential and coulombic interactions $u_{i j}\left(r_{i j}\right)=4 \varepsilon_{i j}\left[\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{12}-\right.$ $\left.\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{6}\right]+\frac{q_{i} q_{j}}{4 \pi \varepsilon_{0} r_{i j}}$ where $r_{i j}$ is the distance between sites, $\varepsilon_{0}$ is the permittivity of free space and cross-interaction parameters are calculated by Lorentz-Berthelot mixing rules. The parameters for the carbon atoms of the graphite electrodes are $\sigma_{\mathrm{C}}=3.37 \AA$ and $\varepsilon_{\mathrm{C}}=0.23 \mathrm{~kJ} . \mathrm{mol}^{-1266}$.
coefficients and viscosities. Second, simulations of the liquid-vacuum interface were used to estimate the surface tension. Finally, more complex setups were introduced to test the structural and capacitive properties of the liquid-electrode interface. For all the simulations, the timestep for the integration of the rigid body equations of motion is 2 fs . For the simulations conducted in the NVT ensemble, a weak Nosé-Hoover thermostat ${ }^{[27]}$ with
a time constant of 10 ps is employed. Electrostatic interactions were treated using a 3D or 2D Ewald summation according to the periodic boundary conditions adopted for each simulation type.

All the bulk properties were computed by simulations on a cubic cell containing 432 (for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ ) or 576 (for $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$ ) ion pairs. Cubic periodic boundary conditions were employed. When the temperature is modified, the system is allowed to equilibrate for 400 ps in the NPT ensemble using time constants of 10 ps and 20 ps for the thermostat and barostat respectively ${ }^{288}$. At the end of this relaxation time, the equilibrated volume of the cell is used to evaluate the density of the system. The statistics for the other properties are then typically collected during 1 ns in the NVT ensemble. Longer simulations were used to evaluate the viscosity for temperatures under 373 K .

Interfacial properties were calculated from simulations on orthorhombic cells with lengths such that $L_{x} \sim L_{y}<L_{z}$, according to the fact that the interface is oriented perpendicularly to the $z$ direction. For the determination of the surface tension, a slab of ionic liquid, consisting of 1280 ions pairs, is sandwiched between two vacuum regions. The entire simulation cell has the size $7.2 \mathrm{~nm} \times 7.7 \mathrm{~nm} \times 50 \mathrm{~nm}$. These values were chosen as a result of our previous work on $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]^{18}$. The simulation is started from a configuration near equilibrium, already at 400 K , and allowed to relax for another 400 ps in the NVT ensemble. The statistics are then gathered for 1 ns using the same conditions.

For liquid-graphite simulations, the system consists of 320 ion pairs sandwiched between two groups of three graphite layers, a snapshot of the simulation cell is given in supporting information. The lengths in the $x$ and $y$ directions are chosen to match with the lattice parameters of graphite and are equal to 3.22 nm and 3.44 nm respectively. The length in the $z$ direction is adjusted to recover the bulk density of the ionic liquid at 400 K leading to $L_{z}=11.26 \mathrm{~nm}$ for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and $L_{z}=9.68 \mathrm{~nm}$ for $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$. The method used to enforce a constant potential difference between the walls, as opposed to a constant charge, following the methodology of Siepmann and Sprik ${ }^{[29}$, is detailed in our previous work ${ }^{[18]}$. This representation of the electrodes polarizability has been successfully implemented in simulations of various systems ${ }^{[183013132133}$. The potential difference $\left(\Delta \Psi^{0}\right)$ is applied between the positive $\left(\Psi^{+}\right)$and negative $\left(\Psi^{-}\right)$electrodes in order to have: $\Psi^{+}=-\Psi^{-}=\frac{\Delta \Psi^{0}}{2}$. When the potential difference is modified, the system is equilibrated during 200 ps before gathering data during 1 ns . The potential difference is increased gradually from 0.0 V to 1.50 V to
ensure that the system is effectively equilibrated before gathering statistics. The simulations are conducted at 400 K in the NVT ensemble applying 2D periodic boundary conditions.

## III. BULK STATIC PROPERTIES

Figure 2 compares densities evaluated under a pressure of 1 bar for our models with
 $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$ than for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ for all the studied temperatures. The agreement between experimental data and ours is fairly good, in particular, the variation with temperature is well reproduced by the coarse-grained models. For this property, our new models perform even better than the all-atom ones of Chaban and coworkers ${ }^{5}$.


Figure 2: Comparison of densities obtained in this work with experimenta $\sqrt{6 / 34135] 36}$ and all-atom simulations ${ }^{5 \sqrt{5}}$ data. Our coarse-grained models give results in agreement with experiments and all-atom models. In particular, the variation with temperature is well reproduced.

Then, we evaluate the radial distribution functions between anions and cations in order to assess the ability of our models to predict the local structure adopted by the liquids. The radial distribution functions, plotted in figure 3, can be compared with the ones obtained by Andrade et al. ${ }^{[37]}$ and Dommert et al. ${ }^{[6]}$ using all-atom models. Despite the fact that densities are different for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$, their radial distribution functions are very similar.

The radial distribution function between the center of mass of the anion and the imidazolium ring of the cation (site C1) presents a first peak at around 0.45 nm for both ionic liquids. For all-atom models, this peak is at 0.48 nm and 0.50 nm for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$


Figure 3: Radial distribution functions at 400 K calculated in this work for anion-anion, anioncation and cation-cation pairs. Black lines (without symbols) are results from this work, red lines (with symbols) are all-atoms models results ${ }^{6637}$. Some peaks characteristic of the all-atom models merge to give the resulting peaks presented here for the coarse-grained potentials.
and $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$ respectively. Thus, it appears that our models slightly underestimate the anion-imidazolium ring distance. Figure 3 also shows that the anion-cation peaks are wider and with a lower maximum intensity for all-atom models compared with our models.

For $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$, there are two others striking features in going from the all-atom model to the coarse-grained model. First, for the C1-C1 curve, the two peaks at 0.44 nm and 0.77 nm in the all-atom model merge into a single flat peak centered around 0.61 nm , i.e. the average between these two values. Second, for the anion-anion curve, in a similar way, the peaks present at 0.64 nm and 0.80 nm merge to give a single peak at 0.72 nm , but the resulting peak is broader. Comparable phenomena appear for the $[E M I]\left[\mathrm{BF}_{4}\right]$ case.

According to the previous observations, the densities and local structure of the bulk
systems seem to be correctly reproduced by the coarse-grained models developed in this work, keeping in mind that some structural features are averaged out as a result of the coarse-grained process.

## IV. BULK DYNAMIC PROPERTIES

We now turn to the calculation of some dynamic bulk properties of the ionic liquids and their confrontation with results from experiments and previous models. Diffusion coefficients were calculated using the Einstein relation:

$$
\begin{equation*}
\left.D_{\alpha}=\left.\lim _{t \rightarrow \infty} \frac{1}{6 t}\langle | \boldsymbol{\delta} \boldsymbol{r}_{\boldsymbol{i}}(\boldsymbol{t})\right|^{2}\right\rangle, \tag{2}
\end{equation*}
$$

where $\boldsymbol{\delta} \boldsymbol{r}_{\boldsymbol{i}}(\boldsymbol{t})$ is the displacement of a given ion of species $\alpha$ in time $t$ and the brackets denote an ensemble average. The diffusion coefficients obtained for different temperatures between 298 K and 500 K are given in figure 4. The coarse-grained models tend to underestimate the diffusion at low temperatures at which the ionic liquids are highly viscous. For EMI-BF ${ }_{4}$, the increasing gap between values at high temperatures could be explained by the fact that the experimental values are extrapolated from data gathered between 250 K and 380 K . Nevertheless, the agreement is good over the range of temperatures studied.

The viscosity of the systems was determined following the Green-Kubo relation:

$$
\begin{equation*}
\eta=\frac{V}{k_{B} T} \int_{0}^{\infty}\left\langle\sigma_{\alpha \beta}(0) \sigma_{\alpha \beta}(\tau)\right\rangle d \tau \tag{3}
\end{equation*}
$$

where $\sigma_{\alpha \beta}$ is one of the components of the stress tensor and $V$ is the simulation cell volume. As this property is a collective one, its precise evaluation is more difficult compared to diffusion coefficients.

The correlation function of the stress tensor was taken to be the mean of its five different anisotropic components. The viscosities resulting from our simulations are summarized in table $\Pi$ along with experimenta $\int^{[3436138}$ and all-atom simulations ${ }^{[5]}$ data. The models are able to predict viscosities in agreement with experimental data within the range of experimental errors except at 348 K where this property is overestimated.

At this point, we can say that our coarse-grained models are sufficiently accurate to predict static and dynamic properties of the bulk systems for the range of temperatures studied.


Figure 4: Diffusion coefficients obtained for our new models and comparison with experiments ${ }^{\sqrt[34 / 36 \mid 38]{1}}$ and all-atom simulations ${ }^{55}$. Results for anions and cations are given in green (full line) and red (dashed line) respectively.

## V. SURFACE TENSION OF THE LIQUID-VACUUM INTERFACE

The estimation of the surface tension is a good test of the performance of a model for the prediction of interfacial properties. The surface tension is determined following a standard methodology ${ }^{39440141}$, i.e. using simulations of a slab of ionic liquid sandwiched between two vacuum regions. The system is simulated using 3D periodic boundary conditions and Ewald summations to compute the electrostatic interactions. We demonstrated that for $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]$, a length of 50 nm (including the liquid slab) in the direction perpendicular to the interface was sufficient to avoid interactions between the slabs ${ }^{186}$. As the ionic liquids studied here present similar characteristics, we assume that this length is appropriate for our present study.

| $\eta$ (mPa.s) | 348 K | 373 K | 400 K | 500 K |
| :---: | :---: | :---: | :---: | :---: |
| BMI-BF $_{4}$ |  |  |  |  |
| This work | 25.4 | 9.7 | 5.1 | 1.7 |
| Experimenta $^{36}$ | 15.1 | 8.6 | 5.4 | 1.9 |
| All-atom MD $^{55}$ | 13.0 | 8.0 | 5.0 | - |
| EMI-BF $_{4}$ |  |  |  |  |
| This work $^{3}$ | - | 7.5 | 5.3 | 1.8 |
| Experimental $^{34}$ | 8.8 | 5.8 | 4.0 | 1.7 |
| Experimental $^{38}$ | 12.4 | 8.0 | 5.4 | 2.1 |
| All-atom MD $^{55}$ | 10.0 | 6.0 | 4.0 | - |

Table II: Shear viscosities calculated in this work compared to experimental data ${ }^{\sqrt{34 \mid 36138}}$ and allatom molecular dynamics simulations ${ }^{5}$.

The surface tensions are derived from the stress tensor components ${ }^{39440}$ :

$$
\begin{equation*}
\gamma=\frac{L_{z}}{2}\left(\left\langle\sigma_{z z}\right\rangle-\frac{\left\langle\sigma_{x x}+\sigma_{y y}\right\rangle}{2}\right) . \tag{4}
\end{equation*}
$$

We obtain a value of $33.8 \mathrm{mN} . \mathrm{m}^{-1}$ at 400 K for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ which compares well with the experimental value of $38.2 \mathrm{mN} . \mathrm{m}^{-1}$ at $393 \mathrm{~K}{ }^{[42}$. The surface tension for [EMI][BF ${ }_{4}$ ], $44.3 \mathrm{mN} . \mathrm{m}^{-1}$ at 400 K , is also in agreement with the experiments giving $41.9 \mathrm{mN} . \mathrm{m}^{-1}$ at $400 \mathrm{~K}^{43}$.

## VI. STRUCTURAL AND CAPACITIVE PROPERTIES OF THE LIQUIDGRAPHITE SYSTEM

The coarse-grained models built here have proven their accuracy for a number of bulk and interfacial properties but, because the goal of this work is to develop models which can be used in simulations of supercapacitors, we need to check that the liquid / carbon interface behaves realistically. A simulation cell consisting of two graphite electrodes surrounding a slab of ionic liquid was used to test the structural and capacitive properties of the systems.

From our simulations results, we plot the ionic densities for the centers of mass of anions and cations when various potential differences are applied between the electrodes. Ionic density profiles corresponding to $\Delta \Psi^{0}=\Psi^{+}-\Psi^{-}=0.0 \mathrm{~V}$ and $\Delta \Psi^{0}=1.5 \mathrm{~V}$ are given
in supporting information for the two liquids studied here. If we assume that applying a zero potential difference or a zero constant charge affects the ionic liquid in the same way, then we can compare the ionic density profiles for $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$, with $\Delta \Psi^{0}=0.0 \mathrm{~V}$, with the published results of Shim et al. ${ }^{[44}$. Indeed, the ionic densities generated with our model of [EMI] $\left[\mathrm{BF}_{4}\right]$ (see figure 5) present the same features as the ones from the all-atom simulations of Shim and coworkers ${ }^{[44}$. A layering is observed at null potential difference, induced by the molecular sizes of the ions.


Figure 5: Ionic density profiles of the centers of mass of the anions and cations for [EMI] [ $\mathrm{BF}_{4}$ ] when a zero potential difference is applied between the electrodes. The curves present the same features as the all-atom simulations of Shim et al ${ }^{[44]}$ at constant zero charge.

For both coarse-grained and all-atom models, a first peak is observed for cations and anions at the same distance from the interface with ionic densities equal to approximately 20 ions per $\mathrm{nm}^{3}$. A small peak is observed for cations at a distance around 0.25 nm from the first peak. The following peaks of the layered structure are separated by 0.40 nm , a distance for which both models also agree. The comparison between the ionic density profiles when a non zero potential difference (or a non zero charge on the electrodes) is applied cannot be made because the fixed charge in their simulations is more than twice the highest fluctuating charge in our work. Nevertheless, we also observe an enhancement of the counter-ions ionic densities near the electrodes and the beginning of the alternating of anions and cations layers.

The ionic density profiles for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ are very similar to the ones of $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$ but the differences between anions and cations peaks are more pronounced for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$, prob-
ably because of the more important asymmetry between the ions geometries for this ionic liquid. When a potential difference of 1.5 V is applied, the alternating layers are more visible for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ compared to $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$. These small distinctions lead to differences in the capacitive properties of the ionic liquids which we now underline.

The capacitance of the ionic-liquid / graphite systems can be determined using the Poisson potential and the total charge on the electrodes. The plots showing the surface charge as a function of the potential drop for the ionic liquids studied in this work are given in figure 6. The differential capacitances are extracted from these curves using:

$$
\begin{equation*}
\mathrm{C}_{\mathrm{diff}}=\frac{\partial \sigma}{\partial \Delta \Psi}, \tag{5}
\end{equation*}
$$

where $\sigma$ is the total charge on the electrode and $\Delta \Psi$ is the potential drop across the interface $\left(\Delta \Psi^{ \pm}=\Psi^{ \pm}-\Psi_{\text {bulk }}\right)$. As for $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]^{[18}$, we identify two linear régimes meaning that the differential capacitances are constant over the range of potential differences studied. The capacitances are summarized in table $I I I$ along with the results for $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]^{\underline{11}}$.


Figure 6: Surface charge as a function of the potential drop across the interface for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$ investigated in this work. Results for $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]$ are given for comparison ${ }^{[18]}$. The differential capacitances of the positive and negative interfaces are given by the slopes obtained in the linear régimes.

We note that the capacitances for the positive electrodes in the two tetrafluoroborate ionic liquids are very similar, in concordance with the fact that the ionic liquids share the same anion, but do differ a little. We notice that the potential of zero charge (PZC) is different for the two systems, around -69 mV for $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and 29 mV for $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$.

The ionic liquids / graphite interfaces that we investigate here have also been studied

| $\mathrm{BMI}-\mathrm{BF}_{4}$ | $\mathrm{C}_{-}=5.5 \mu \mathrm{~F} . \mathrm{cm}^{-2}$ | $\mathrm{C}_{+}=3.9 \mu \mathrm{~F} . \mathrm{cm}^{-2}$ |
| :--- | :--- | :--- |
| ${\mathrm{EMI}-\mathrm{BF}_{4}}$ | $\mathrm{C}_{-}=4.9 \mu \mathrm{~F} . \mathrm{cm}^{-2}$ | $\mathrm{C}_{+}=4.2 \mu \mathrm{~F} . \mathrm{cm}^{-2}$ |
| ${\mathrm{BMI}-\mathrm{PF}_{6}}$ | $\mathrm{C}_{-}=4.8 \mu \mathrm{~F} . \mathrm{cm}^{-2}$ | $\mathrm{C}_{+}=3.9 \mu \mathrm{~F} . \mathrm{cm}^{-2}$ |

Table III: Differential capacitances obtained in this work and comparison with published values for $[\mathrm{BMI}]\left[\mathrm{PF}_{6}{ }^{18}\right.$.
by molecular dynamics simulations with all-atom models ${ }^{44[45}$. For $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$, Feng et al..$^{45}$ found capacitances around $6.7 \mu \mathrm{~F} . \mathrm{cm}^{-2}$ for a constant charge of $\pm 10 \mu \mathrm{C} . \mathrm{cm}^{-2}$. While for $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$, Shim et al. ${ }^{[44}$ give $\mathrm{C}_{-}=3.9 \mu \mathrm{~F} . \mathrm{cm}^{-2}$ and $\mathrm{C}_{+}=11.0 \mu \mathrm{~F} . \mathrm{cm}^{-2}$ for a constant charge of $\pm 6.9 \mu \mathrm{C} . \mathrm{cm}^{-2}$. We recall here that apart from the use of all-atom models to represent the ionic liquids, the main differences between our simulations and theirs are: i) the use of constant charges instead of constant potential differences and ii) the estimation of the capacitances as integral capacitances as opposed to differential capacitances (i.e. the capacitances are evaluated using one point charge only). As a consequence of the large charges used in the all-atom simulations and the calculation of the capacitance as an integral one, the estimated values may be out of the linear régime. Which, in addition to the fact that we employ a coarse-grained model, can be at the origin of the quantitative discrepancy between the results.

The coarse-grained models developed in this work generate the same capacitive behavior as for the $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]$ ionic liquid ${ }^{[18}$ and the simulations at constant potential differences allow us to gain insight on the influence of the ions on the electrode charging. The distributions of the carbon charges for $\Delta \Psi^{0}=0.0 \mathrm{~V}$ and $\Delta \Psi^{0}=1.5 \mathrm{~V}$ are given in figure 7 for the two ionic liquids studied here. Plots obtained for $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]$ are added for comparison.

For the zero potential difference, we observe that the curve is not exactly centered around zero and that, while the shapes are very similar for $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]$ and $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$, the results are different for $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$. This suggests that the nature of the cation influences more the charge distribution than the nature of the anion at zero potential. We notice that, for $\Delta \Psi^{0}=1.5 \mathrm{~V}$, the charges on the negative electrode are shifted toward negative values for $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$ compared to the other ionic liquids and that $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ is intermediate between the other ionic liquids. On the positive electrode side, $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ also appears as an intermediate between $[\mathrm{BMI}]\left[\mathrm{PF}_{6}\right]$ (values coincide for relatively low charges) and $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$


Figure 7: Distributions of the carbon charges on the positive and negative electrodes for three different ionic liquids and for 0.0 V and 1.5 V potential differences applied. The distributions are influenced by the nature of the ions.
(values coincide for relatively high charges).
A general feature, for the three ionic liquids, is the asymmetry between the positive and negative electrodes, with in particular, broader distributions on the positive side. This statement is consistent with the different geometries of anions and cations in our systems. The variations in the charge distributions show that the use of constant charges uniformly distributed, even if sufficient to recover the capacitances of a planar electrode / ionic liquid interface ${ }^{18}$, leads to an important loss of information on the systems under examination.

## VII. CONCLUSION

The aim of this work was to develop coarse-grained models for two commonly studied ionic liquids, namely $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$, in order to simulate complex systems such as supercapacitors including explicitly the structure of the carbon electrodes. We show that the parameter sets we established lead to the prediction of a number of properties in good agreement with experimental and all-atom simulations data.

First, we calculated static bulk properties, the densities and radial distribution functions of the ionic liquids, demonstrating that the models perform well for these basic quantities. Then, we verified that the two models are also able to accurately predict dynamic bulk properties. Next, we used simulations of the ionic liquid / vacuum interfaces to estimate the surface tensions of $[\mathrm{BMI}]\left[\mathrm{BF}_{4}\right]$ and $[\mathrm{EMI}]\left[\mathrm{BF}_{4}\right]$ at 400 K which are consistent with experimental results ${ }^{[4243]}$. Finally, we tested the behavior of the ionic liquids confined between graphite layers under various applied potential differences. The qualitative behavior of the systems is similar to the ones observed for equivalent setups ${ }^{18144145}$. These new coarsegrained models have thus proven their accuracy for a number of relevant properties which make them suitable for simulations of complex systems, such as supercapacitors, for which a high computational efficiency is needed on the ionic liquid side.

## VIII. ASSOCIATED CONTENT

Supporting Information available: Densities, diffusion coefficients and viscosities calculated in this work, a snapshot of the liquid / graphite simulation cell and additional ionic density profiles. This material is available free of charge via the Internet at http://pubs.acs.org.
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