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ABSTRACT

We design, develop, validate, and deploy WTF (Where’s The Fault?), a system that determines whether a performance problem in a home network lies with the ISP or inside the home network. WTF uses four independent maximum likelihood detectors to detect both access link bottlenecks and wireless network pathologies with high detection rates and low false positive rates; we use extensive controlled experiments to determine the appropriate thresholds for each parameter that we measure. We implemented WTF as custom firmware that runs in an off-the-shelf home router and deployed it in 64 home networks across 15 countries. The real-world deployment sheds light on common pathologies that occur in home networks. We find that wireless bottlenecks are significantly more common than access link bottlenecks, that the 5 GHz spectrum consistently outperforms the 2.4 GHz spectrum, that many homes experience high TCP round-trip latencies between wireless clients and the access point, and that performance can vary dramatically across wireless devices, even within a single home network.

1. INTRODUCTION

Many people depend on a home network that performs well, yet many factors inside and outside the home can contribute to poor performance in home networks. Inside the home, poor placement of an access point, cross traffic from devices within the network, or interference from nearby hosts can result in a bad wireless connection. Outside the home, a congested access link, routing problems, poor interdomain connectivity, and many other factors can degrade performance. Unfortunately, neither users nor ISPs currently have a reliable means of determining whether a performance problem lies within the home network or with the access ISP. The ambiguity is both frustrating and costly: Our discussions with several large access ISPs reveal that service calls are costly, ranging from $9–25 per call, and as many as 75% of service calls from customers are usually caused by problems that have nothing to do with the ISP.

In this paper, we develop an algorithm and tool that determines whether network performance problems lie inside or outside the home network (or, in both places). Our tool, WTF (Where’s The Fault?), detects access link bottlenecks and wireless pathologies in a home network. WTF comprises four maximum likelihood detectors: one detects access link bottlenecks and the other three detect wireless network pathologies. Together, these detectors allow us to infer properties of the network and the most likely location of performance problems. We base these detectors on network properties that can be easily measured from resource-constrained home routers, which allows us both to design an accurate tool and to implement a longitudinal measurement study. Although WTF does not determine why a particular bottleneck or problem exists (e.g., it cannot determine whether a wireless problem results from poor device placement, non-WiFi interference, or other causes), it takes an important first step in helping users and ISPs determine where the problem exists, at least to the granularity of whether the problem is inside or outside the home. WTF runs on home access points, where it can directly and continually observe the characteristics of both the access link and the home wireless network.

Our desire to continuously measure the performance characteristics of real home networks for real home network traffic made designing WTF interesting and challenging. To deploy WTF in as many homes as possible, we implemented it as custom firmware that runs on a commodity home router. Although this approach allows us to collect measurements on a low-cost device that users are familiar with (and hence, more than willing and able to install), it introduces a unique set of challenges because the device is so resource constrained. This environment makes it difficult to apply existing bottleneck detection and wireless analysis tools, since they typically require additional affordances (e.g., multiple wireless vantage points, significant trace collection). WTF performs lightweight passive measurement, pre-processes the data, and uploads a concise set of summary statistics to a server, which performs maximum likelihood detection for a variety of conditions, based on several parameters that are easy to collect on the router. To determine the thresholds for our maximum likelihood detectors that achieve high detection rates and low false positive rates, we performed extensive controlled experiments.

We also deployed WTF in 64 homes in 15 countries and measured the extent of wireless and access network performance problems that users experience in these networks; we report on a period covering one month in 2013. Our study yields some interesting findings: First, most homes in our deployment have wireless problems most of the time. Second, the 5 GHz wireless band consistently outperforms the 2.4 GHz band, likely because it has less contention and interference. Third, TCP round-trip latencies between a home wireless access point and devices in the home can be high; in many cases, the round-trip latency introduced by the wireless network is a significant fraction of the end-to-end round-trip latency. Finally, performance varies across devices, even
within a single home.

We offer two important contributions: (1) the design, development, and validation of WTF, a tool that both accurately detects home access link and wireless network pathologies and is lightweight enough to run continually on a home router; (2) a detailed characterization of the nature and extent of performance problems that commonly arise in many home networks. The Federal Communications Commission is planning a wider deployment of WTF, and we plan to release WTF to the community by the end of 2013. Our results lend insight into home networks that we believe have potentially important ramifications for ISPs, content providers, and users. In particular, our results suggest that it is worth spending effort to improve home wireless network performance, in addition to the extensive attempts to optimize latency in other parts of the network and end hosts.

2. RELATED WORK

Measuring and diagnosing network performance issues has a long history that has spanned many types of networks. In this section, we briefly survey prior approaches and discuss why home networks require a new approach.

There have been many previous approaches to diagnosing wireless networks. One approach is to deploy passive traffic monitors throughout the network. Kanuparthi et al. [17] develop a tool to detect common wireless pathologies (such as low signal-to-noise ratio, congestion, and hidden terminals) by using both active probes and an additional passive monitor deployed within the network. Cooperative techniques can also diagnose certain classes of problems like hidden terminals and conflict graphs [4, 22]. Pervasive monitoring approaches work well in enterprise networks [2, 8, 24]: Mahajan et al. study the wireless performance in a large network by collecting traces from many vantage points and piecing them together [21]. Judd et al. [14] characterize the link-layer performance of 802.11 under various different cases such as clear channels and with hidden and exposed terminals. Unfortunately, it is difficult to perform this kind of extensive monitoring in many home networks, since it requires deploying equipment beyond that which a normal user is typically willing to install or have installed in their home.

Other approaches have monitored wireless networks with custom hardware [7, 20, 24–26]. RDFump [20] is a tool built on GNU Radio and USRP to monitor heterogeneous wireless networks with devices such as Bluetooth. AirShark [25] exploits a recent 802.11 chipset to collect spectrum samples, allowing for detection of non-WiFi interference. In contrast, WTF runs on off-the-shelf access points; this approach allows us both to achieve widespread deployment and to leverage the existing BISMerk infrastructure [30].

Several techniques for detecting bottlenecks in wide-area networks exist; these approaches typically rely on active measurements [5, 11–13, 16, 19, 27–29]. PathNeck [11, 12], for instance, is an active probing tool which can accurately locate bottleneck links in a wide-area network. Unfortu-
3.1 Approach

Figure 1 shows how a typical home network connects to the wide-area Internet, and the metrics that WTF collects, which are also described in Table 1.

**Overview of detection.** WTF collects its measurements from a single access point in the home network. Although this approach has many limitations (e.g., a single vantage point prevents identifying certain classes of problems such as hidden terminals), it also has many advantages, such as being able to monitor real user traffic at multiple layers at the boundary between the home network and the rest of the wide-area Internet. The approach also facilitates a larger deployment in homes, since no specialized hardware is required. We identify a collection of features that can be easily measured from the access point and also provide good indications of the quality of both the wireless network and the access network. WTF performs two independent detections:

- **Determine whether the access link is a bottleneck.** WTF determines whether the access link is bottlenecked by computing the coefficient of variation of packet interarrival time, \( c_v \), and comparing it against a threshold. (Section 3.3.1).
- **Look for pathologies in the wireless network.** WTF analyzes 802.11 frames for different parameters for estimating the quality of the wireless link: \( \mu \), the normalized bitrates; and \( \rho \), the retransmission rates. From TCP traces, it also computes \( \tau \), the TCP round-trip latency between the access point and the client. (Section 3.3.2).

**Selecting detection thresholds: Maximum likelihood estimation.** For each parameter that we evaluate, we design a maximum likelihood detector for each parameter (\( c_v, \mu, \rho, \) and \( \tau \)) as detectors for the corresponding pathologies \( B \) and \( W \), as outlined in Table 1.

### Table 1: The random variables that WTF measures and the roles that they play in helping localize faults to either the home network or the access link. For each random variable that we observe and measure, we design a maximum likelihood estimator to detect whether or not the pathology exists.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_v )</td>
<td>Coefficient of variation of interpacket arrival time</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Average wireless bitrate of frames, normalized by max. bitrate supported</td>
</tr>
<tr>
<td>( \tau )</td>
<td>TCP RTT between the AP and the client</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Frame retransmission rates</td>
</tr>
</tbody>
</table>
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**Figure 2: Controlled experiment setup.**

In our controlled setting, where we use our ability to control the throughput of the upstream link to introduce a bottleneck on the access link. We then define our decision rule in terms of the likelihood ratio:

\[
\Lambda = \frac{f(c_v = v|B)}{f(c_v = v|B)}
\]

where \( c_v \) is the coefficient of variation of packet interarrival time for packets over the observation window. When \( \Lambda \) is greater than some threshold \( \gamma \), the detector says that the access link is the bottleneck (i.e., it is more likely than not, given the observation of \( c_v \), that the prior is the event \( B \)). We can tune the detector by varying the value of the detection threshold, \( \gamma \); higher values will result in higher detection rates, but also higher false positive rates. Given \( \Lambda \), we can thus determine the probabilities of a false positive and detection for different values of \( \gamma \).

These ranges of false positives and detection are commonly known as a receiver operating characteristic (ROC) for a decision rule. We develop a maximum likelihood detector for each parameter (\( c_v, \mu, \rho, \) and \( \tau \)) as detectors for the corresponding pathologies \( B \) and \( W \), as outlined in Table 1.

### 3.2 Controlled Experiments

We built a testbed to run controlled experiments to evaluate each of WTF’s detectors; Figure 2 shows this testbed. The testbed has an access point, its LAN, a network shaper upstream of the access point, a well provisioned university network, and servers in the university network. The access point is a Netgear WNDR3800 router running OpenWrt. To change the downstream throughput of the emulated access link, we use `tc` and `netem` on a second WNDR3800 router running OpenWrt. We run our throughput tests against servers in the same well provisioned university network to avoid potential wide-area effects.

We use this testbed to explore WTF’s behavior for a variety of scenarios. For each maximum likelihood estimator we select an appropriate threshold based on its receiver operating characteristic (ROC) that yields a high detection rate and a low false positive rate. We run two sets of experiments using the testbed, for the two pathologies we are trying to detect. For the access link bottleneck scenario, we use the traffic shaper to shape the link to different throughput levels while keeping the wireless link constant. In this case,
identifying the ground truth is straightforward, as we know the capacities of both the wireless link and the shaped access link. We use 802.11a for the wireless link with the capacity at 21 Mbps over TCP. We generate over 1200 samples with 11 different emulated access link throughputs varying from 3 Mbps to 100 Mbps.

For the wireless pathologies, introducing pathological cases and determining ground truth is more difficult. Rather than directly controlling wireless throughput, we must directly subject the network to certain conditions and then observe the achieved TCP throughput. We label the wireless as pathological (event \( W \)) if the achieved throughput is less than 50% of the capacity of the channel (which we determine by running tests under a "clean" environment). To introduce wireless pathologies, we run two sets of experiments: (1) reduce capacity by degrading channel quality: we do this by positioning the host at different distances from the access point, and with multiple obstructions, and also transient problems by human activity. (2) reduce the available capacity of the channel by creating contention with another host that sends constant UDP traffic, with the first host close to the access point.

For each experiment, we run a TCP throughput test using \texttt{iperf}. To minimize interference that we do not introduce ourselves, we use the 5 GHz spectrum, which is less congested than the 2.4 GHz range in our testbed. In our repeated controlled experiments, we found that the wireless channel in our testbed delivers a TCP throughput of about 82 Mbps on 802.11n. If the wireless throughput drops below 40 Mbps as a result of the conditions that we introduce, we label the corresponding condition as a wireless pathology (event \( W \)). We then use apply maximum likelihood detection to the random variables that we describe in Table 1 to determine the most effective thresholds for detecting these wireless pathologies. We generate over 1,500 samples over many wireless operating conditions, with the TCP throughput varying from less than 10 Mbps to more than 70 Mbps using these techniques.

### 3.3 Detector Design and Validation

We now describe how we use different parameters that we can measure from the home access point to detect different pathologies in the home network.

#### 3.3.1 Access link bottleneck

We now describe how we use the coefficient of variation of packet interarrival times to detect access link bottlenecks.

**Intuition: Bottlenecks smooth packet arrival rates.** Because a bottleneck link services packets at a rate slower than they arrive, queues build up at the link, and the link thus paces packets at a relatively even rate. Packets upstream of the bottleneck will arrive according to the natural variation induced by TCP congestion control, but downstream of the bottleneck link, packets will be more evenly spaced. We assume that the most likely bottleneck upstream of the home network is the access link, so all flows are buffered, which allows us to use the overall packet distribution for detection.

We expect to see high variance in packet interarrival times before the bottleneck link due to congestion control, but significantly lower variance after the bottleneck link itself because the buffer smooths packet arrivals. Figure 3 shows this effect: It shows the instantaneous TCP throughput at a granularity of 10 ms, as measured from the access point. In Figure 3a, the access link throughput is 100 Mbps; the

![Figure 3: Behavior of packet inter-arrival times.](image)

![Figure 4: Receiver operating characteristic for access link bottleneck detection using the coefficient of variation of packet interarrival time. "Low disparity" indicates conditions when the access link throughput is between 19–22 Mbps, close to the throughput of the wireless network.](image)
wireless link is the bottleneck because the maximum TCP throughput it can support is about 21 Mbps. In Figure 3b, we shape the access link to 3 Mbps, significantly lower than the wireless capacity. In this case, throughput is less variable. Indeed, the coefficient of variation for packet interarrival times, $c_v$, when the access link is the bottleneck for this example is 0.05; in contrast, when it is not the bottleneck, $c_v$ is 0.88.

**Choosing a threshold for $c_v$.** Based on observed $c_v$, we can determine whether it is more likely or not that the access link is the bottleneck. We develop a maximum likelihood detector based on the two different conditional probability distributions, $f(c_v|B)$ and $f(c_v|\overline{B})$ to determine the threshold. We first evaluate the detection accuracy of the algorithm for different values of the detection threshold for $c_v$. Figure 4 shows the receiver operating characteristic for this detector. When the threshold is low (close to zero), it will always identify the access link as not the bottleneck, and when it is high (close to one), it will always identify the access link as the bottleneck. We test detection over for access link throughputs from 3 Mbps to 100 Mbps keeping the wireless throughput at 21 Mbps. Our results indicate that detection accuracy remains high for a wide range of threshold settings, particularly between 0.4 and 0.85. We use a threshold of $c_v < 0.8$ to declare the access link the bottleneck.

The inset in Figure 4 splits the results of this experiment, into two scenarios: **low disparity**, indicating cases where we shaped the access link throughput to rates between 18–22 Mbps (i.e., to a rate that was very close to the wireless throughput); and **high disparity**, indicating all other cases. The ROC shows that the detector is slightly less accurate when the throughputs of the access link and the wireless link are closer, but even in these cases the detector is still very accurate, achieving nearly a 95% detection rate for less than a 2% false positive rate.

### 3.3.2 Wireless pathologies

Wireless pathologies in home networks include poor channel quality, a lossy channel, and contention. We develop three detectors for determining wireless network quality:

- **Normalized average wireless bitrate ($\mu$).** We use wireless bitrate, normalized by the maximum bitrate supported by the 802.11 variant, to detect poor wireless channel quality.
- **TCP round-trip time to clients ($\tau$).** We use the TCP round-trip time between the access point and the client to detect significant bottlenecks on the wireless channel, caused potentially due to contention in the channel.
- **Retransmission rate ($\rho$).** We use frame retransmission rates to detect a lossy wireless channel.

These detectors determine whether the wireless network is experiencing certain pathologies (e.g., loss). We do not aim to determine the underlying cause for these pathologies (e.g., interference, poor signal strength); we leave the questions of root cause for future work.

**Normalized average wireless bitrate.** IEEE 802.11 bitrate adaptation techniques adjust the transmission bitrate as wireless channel conditions change. Although these techniques usually adapt rates even under benign conditions to determine the channel quality, rate adaptation is typically more frequent when the channel quality is poor, as wireless senders typically reduce the bitrate in response to poor channel quality. Thus, we can use the average wireless bitrate, normalized by the maximum bitrate supported by that channel, $\mu$, as an indicator of a poor wireless channel. Figure 5 shows that $\mu$ tends to be low when the wireless channel quality is poor, (when the achievable throughput is less than 40 Mbps) and high when the channel is good. When we introduced contention (with good channel quality) throughput is low, but bitrates are high; this means that normalized bitrate is a good detector for poor or lossy channel, but not a good detector when the throughput is constrained for other reasons.

As with the access link bottleneck detector, we designed a maximum likelihood estimator based on the conditional probability distributions, $f(\mu|W)$ and $f(\mu|\overline{W})$, as previously described. We then varied the detection threshold and evaluated the detector under different wireless conditions. Fig-
Frame retransmission rate. When bitrate adaptation does not have enough time to adjust the bitrate (due to varying channel conditions), the normalized bitrate might not be a good enough detector. In such cases retransmission rates are still high. Figure 7 shows the relationship between measured throughput and retransmission rate. As expected, there is some negative correlation between frame retransmission rate and measured throughput, although the correlation is not as strong as it is with other variables. We designed a maximum likelihood detector based on the distributions $f(\rho|W)$ and $f(\rho|\overline{W})$; Figure 8c shows the corresponding ROC, where a threshold of $\rho < 0.1$ yields a detection rate of 40% and a false positive rate of 1%.

3.3.3 Putting it together

Our results indicate that the best detector of wireless pathologies is the normalized bitrate, likely because any problems in the wireless channel are typically reflected by an adaptation to a lower bitrate. We also see that none of the three detectors is perfect, but they complement each other well and are useful in different scenarios. For example, the bitrate detector works when the wireless pathology is persistent, thus allowing time for bitrate adaptation to find a lower rate. On the other hand, high retransmission rates can serve as a useful indicator for transient pathologies where the wireless bitrate adaptation has not yet adapted (or will not adapt), but it is less useful for persistent problems, where bitrate adaptation may have adjusted to keep retransmission rates low. TCP round-trip times can serve as a good detector in general cases where the wireless is a bottleneck, including those where the bottleneck is due to other reasons than a poor channel, such as contention. It does not work as well when the buffering is sporadic, as might be the case when the channel quality is continually changing, although other parameters can work well in those cases.

Our goal is to detect event $W$ (the wireless is pathological), so we can therefore use the three detectors together to
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Figure 8: The ROCs for individual parameters that WTF uses to detect different wireless network pathologies.
construct a more complete picture of wireless pathologies, as shown in Figure 10. The detectors themselves can give us a better idea about the causes, but we do not validate that in this paper, but we explain why it makes sense. Our approach results in a 97% detection rate for a 7% false positive rate over 1,500 samples for all wireless pathologies, as shown in the ROC curve in Figure 9; operators who wish to achieve lower false positive rates can, of course, select thresholds with lower detection rates. We also saw a wide range of values for all three parameters that give us high detection rates; which indicates that the detection mechanism is highly robust and not overly sensitive to choice of thresholds.

4. SYSTEM DESIGN AND DEPLOYMENT

We describe a prototype of WTF that we have deployed in 64 homes. Running on commodity access points in so many homes posed several technical challenges: Although commodity routers offer a low cost and familiar form factor, they have limited computation and storage capacity. Moreover, keeping users engaged requires that WTF be unobtrusive and respect user privacy. We detail the data WTF collects and how the overall system design addresses these challenges.

4.1 Measurements

WTF uses passive measurements, which (unlike active measurements) do not risk introducing contention that could affect the very conditions and performance that we seek to characterize. Further, passive measurements more accurately reflect the actual performance that users experience. To facilitate deployment across a large number of homes WTF collects traces from only a single vantage point; this approach allows us to run WTF within the context of any existing home network, without deploying additional (or customized) hardware. In contrast to several existing wireless diagnostic tools that use multiple monitoring points [8, 21], WTF may have more difficulty diagnosing certain classes of anomalies (e.g., hidden terminals), but it can still detect a useful set of pathologies.

There are many ways to collect the data used in the detection algorithm that we described in Section 3. To facilitate deployment, WTF collects only measurements that were easily accessible from a resource-constrained home router. Additionally, we designed WTF’s data collection to be as lightweight and concise as possible, to facilitate fast and unobtrusive uploads to a central analysis server. WTF collects the following measurements:

- **pcap traces of connections.** We collect packet traces with tcpdump from both the WAN and the wireless interfaces (each router has two). Packet traces from the WAN interface provide information about TCP connections and IP packets flowing through the access point. The wireless interfaces (in monitor mode) capture radiotap headers [23], which, for each frame, include: the source and destination stations, the bitrate used, and whether the frame was retransmitted (but not how many times it was retransmitted). The server computes bitrates and retransmission rates independently for each device.

- **ARP information.** This data provides the device MAC ID-to-IP address mapping for end points in the home network.

- **Connection tracking information from Network Address Translator (NAT) module.** To obtain information about the end point of TCP connections inside the home, we collect a snapshot of the conntrack file that maps WAN ports to
LAN IP addresses and ports.

4.2 Design and Implementation

We use Netgear’s WNDR3700/3800 platform, which has an Atheros chipset with a 450 MHz processor, one 802.11gn radio, and one 802.11an radio. The 3800 has 128 Mbytes of RAM, and the 3700 has 64 Mbytes of RAM. The devices run OpenWrt, with the ath9k wireless driver. The driver uses the Minstrel rate adaptation algorithm, with the default setting to a maximum bitrate of 130 Mbps.

Due to the resource limitations on the access point, we perform data collection and some amount of limited processing locally but push most processing and analysis to a central server. WTF first processes the WAN pcap traces to extract timestamps of arriving packets and information about individual flows such as RTT on either side of the access point, and the number of packets in each connection (using tcptrace [1]). Performing the trace at the access point allows us WTF to decompose clearly identify the latencies between the access point and either and each respective endpoint. The access point tracks packets and the corresponding ACKs to compute the RTTs. WTF also processes the radiotap traces to obtain the source and destination MAC addresses and the frame control bits for each frame.

To respect user privacy, WTF anonymizes all IP addresses and MAC addresses completely using SHA-256 and a per-router secret salt as the data is collected on the router. The router discards all private information and uploads the pre-processed to the server, at which point it deletes the local copy of the data. The data is stored in a database where the diagnosis and longitudinal analysis portions of WTF reside. All aspects of this study have been reviewed and approved by our university institutional review board (IRB).

WTF considers only the instances where traffic exceeds 100 packets per second, to ensure a reliable computation of \( c_r \). Before computing \( c_r \) for an interval, WTF also discards outlier samples for cases where the packet inter-arrival time exceeds the average plus two standard deviations.

Continuous data collection and analysis would impose a significant burden on commodity access points. Apart from CPU intensive tasks such as monitoring traffic on multiple interfaces, the access point must also collect a significant amount of data. To minimize the CPU load and the amount of data uploaded, the current implementation of WTF collects data once every 5 minutes on average for 15 seconds per iteration. Sampling provides insight into the overall nature of each home network and facilitates rapid development and deployment, but it does not allow us to obtain fine-grained characteristics (e.g., conditions that vary with high frequency). We are currently developing a version of WTF that performs continuous monitoring.

5. RESULTS

To understand where performance problems tend to occur in real home networks, we deployed WTF in 64 homes. Table 2 summarizes our deployment and the characteristics of the home networks in this deployment. Our results lead to the following findings, which we highlight in respective subsections: (1) wireless network bottlenecks are common; (2) the 5 GHz wireless band consistently outperforms the 2.4 GHz band; (3) TCP latencies on the wireless network inside a home can be a significant fraction of overall round-trip latency; and (4) the performance of individual devices in the same home network can vary considerably. We now explore each of these results in more detail.

5.1 Wireless Bottlenecks Are Common

We study the relative frequency of the two types of pathologies that our detectors from Section 3 detect, based on the threshold settings that we derive from our controlled experiments. Good wireless performance with low access link utilization suggests a lightly used network (and the possibility of even downgrading the service plan without adverse effects). High utilization and a poor wireless suggests that there are potential wireless bottlenecks that may not be currently affecting performance, yet improving wireless performance might yield significant performance improvements when done in conjunction with an access link upgrade. Figure 11 plots the fraction of time the access link is bottlenecks.
Figure 12: $c_v$ values for all home networks in our study; values below the horizontal line indicate consistent access link bottlenecks. The horizontal line shows the threshold for $c_v$ of 0.8, below which we declare the access link to be the bottleneck. None of the home networks whose access links have downstream throughput greater than 35 Mbps experience a significant access link bottleneck.
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Figure 13: Distribution of wireless bitrates for devices in both the 2.4 GHz and 5 GHz spectrums, for all devices in the deployment.

Figure 14: Distribution of median normalized bitrates, $\mu$, for devices in both the 2.4 GHz and 5 GHz spectrums. Devices do not achieve maximum bitrate, especially in the 2.4 GHz range, and about 50% of the devices experience poor wireless channels at least half of the time.

Figure 15: Comparison of access link and wireless link bottlenecks.

5.2 The 5 GHz Band Performs Better

We analyze the performance that devices in home wireless networks achieve and how performance varies depending on whether devices are on the 2.4 GHz band or the 5 GHz band. Our hypothesis was that devices on the 5 GHz band would perform better because there are generally fewer devices (and surrounding access points) in the 5 GHz band, and that the 5 GHz band also has less non-WiFi interference (e.g., microwaves, baby monitors).

Figure 13 plots the CDF of the median bitrate for all devices in all homes, for both the 2.4 GHz band and the 5 GHz bands. Only 30% of 2.4 GHz devices see median bitrates above 65 Mbps; in contrast, more than 50% of devices in the 5 GHz spectrum see bitrates greater than 100 Mbps, likely because the 5 GHz band is less crowded. Figure 14 shows the median bitrate per device for each home network, normalized by the maximum supported bitrate of the corresponding wireless protocol (by default 130 Mbps but up to 300 Mbps).
for 802.11n, and 54 Mbps for 802.11a/g).

Our results also show that many devices, especially those in the 2.4 GHz range, often operate well below the maximum bitrate supported by the protocol. Figure 15 shows the retransmission rates for all devices across all homes; the result shows similar trends with respect to the 2.4 GHz and 5 GHz ranges: retransmissions are common in the 2.4 GHz band, with about 20% of devices having retransmission rates above 10%. Figure 16 shows one particular home that experiences frequent wireless bottlenecks. The retransmission rates (from the client to the access point) are more than 0.1 about 50% of the time. We were fortunate to be able to visit this home network to investigate the cause of common pathologies: We observed that the access point is about 5–8 meters away from the location where the occupant typically uses his wireless laptop, and that there were multiple walls in between the access point and the laptop.

5.3 Intra-home Latency Can Be High

The TCP round-trip time between the wireless access point and a wireless client should be on the order of a few milliseconds. In cases where the wireless network becomes a bottleneck, however (e.g., in cases of contention), TCP round-trip latency may increase significantly. We study the extent to which TCP round-trip latency inside a home exceeds 15 milliseconds, the threshold for \( \tau \) that WTF uses to determine that a home network is experiencing poor wireless performance.

Figure 17a plots the distribution of the median TCP round-trip latency between the device and the access point across all devices in our study. The median device on the local wireless network sees a median latency of about 8 ms, but nearly 25% of the devices experience local TCP round-trip latencies, \( \tau \), greater than 15 ms (i.e., a significantly degraded wireless network) more than half of the time. We investigated the performance of these homes further to determine whether they had anything in common, such as having lots of devices (suggesting high contention rates), but we have not yet uncovered any commonalities across these homes.

Because WTF performs its analysis on passive traces, we have the luxury of analyzing the performance of the home network relative to the wide-area network performance for distributions of real user traffic in the homes across our deployment. We use these traces to compare the round-trip times between the devices and the access point to the round-trip times from the access point to the wide-area destination for each flow. We define the median latency ratio for a device as the median ratio of the LAN TCP round-trip time to the WAN TCP round-trip time across all flows for that device. Figure 17b shows the distribution of the median latency ratio across all devices. The result shows that 30% of devices...
Figure 18: The retransmission rates between the access point and clients in a single home network. In this home retransmission rates are high. Interestingly, one device has a significantly higher retransmission rate.

Figure 19: CDF of bitrates for three devices on a single wireless network.

Figure 20: Average K-S distance for distributions of raw bitrates between pairwise devices within a home network, for all home networks.

5.4 Devices Have Variable Performance

We also studied the extent to which wireless performance varies across devices in the same home network. We found many cases where the median wireless retransmission rates, $\rho$, for a device were higher than 0.1 (the threshold above which WTF deems that the client has a poor wireless channel). For the devices in the home shown in Figure 18, nearly all of the devices have $\rho > 0.1$ at least half of the time. Interestingly, Device 8 experiences a poor wireless channel nearly all of the time, suggesting a persistent problem that may result from device placement, interactions between the access point and that device’s driver, or some other cause. Figure 19 shows the distribution of bitrates for three devices in a single home network. These devices consistently achieve much less than the maximum bitrate supported by the 802.11n protocol, and some devices perform considerably more poorly than others. In future work, we intend to explore these pathological cases of devices that consistently perform worse than others with more in-depth root cause analysis.

Both Figures 18 and 19 show that different devices in the same home can experience different performance. To study this phenomenon, we measure the K-S distance of the distributions of raw wireless bitrates between each pair of devices in each home. Figure 20 plots the median and the maximum pairwise K-S distance in each home. We find that more than 80% of homes have at least one pair of devices with a K-S distance of more than 0.6, indicating that most homes have at least one poorly performing device (due to either poor placement, poor hardware, or poor drivers). Future work could involve investigating the disparate performance across devices further and determining whether the variability in device performance is caused by any single factor in particular.

6. CONCLUSION

We introduced WTF, a tool that runs on the router in a user’s home network, that can provide visibility about whether performance problems exist inside the home network or elsewhere. Our results from 64 homes suggest when downstream throughput of a user’s access link exceeds about 15 Mbits/s, the underlying cause of poor performance is more likely to be a poorly performing wireless network (when the downstream throughput exceeds 35 Mbits/s, the access network is never the problem). We also found that the 5 GHz spectrum range considerably outperforms the 2.4 GHz range, that TCP round-trip times inside home networks can often be very high, and that devices can exhibit extremely variable performance, even within a single home network. In addition to expanding our current deployment, we also plan to
develop techniques to better understand the causes of poor wireless performance in home networks.

This study opens several avenues for future work. First, although WTF can tell a user that their home wireless network is performing poorly, it does not offer any insights into the underlying causes. There is an acute need for methods that explain why various wireless performance problems exist in addition to where they are. Second, a follow-up to WTF could attribute problems to home network users experience to a more complete and more specific set of causes: for example, end-hosts and applications can sometimes introduce performance problems. A more complete diagnosis tool might also identify whether problems truly lie in the access ISP or further afield in the wide area.
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