In this paper, we provide a first full \textit{a posteriori} error analysis for variational approximations of the ground state eigenvector of a non-linear elliptic problems of the Gross-Pitaevskii type, more precisely of the form 
\[-\Delta u + Vu + u^3 = \lambda u, \|u\|_{L^2} = 1,\]
with periodic boundary conditions in one dimension. Denoting by $(u_N, \lambda_N)$ the variational approximation of the ground state eigenpair $(u, \lambda)$ based on a Fourier spectral approximation and $(u_k^N, \lambda_k^N)$ the approximate solution at the $k^{th}$ iteration of an algorithm used to solve the non-linear problem, we first provide a precise \textit{a priori} analysis of the convergence rates of $\|u - u_N\|_{H^1}, \|u - u_N\|_{L^2}, |\lambda - \lambda_N|$ and then present original \textit{a posteriori} estimates in the convergence rates of $\|u - u_k^N\|_{H^1}$ when $N$ and $k$ go to infinity. We introduce a residue standing for the global error $R_k^N = -\Delta u_k^N + Vu_k^N + (u_k^N)^3 - \lambda_k^N u_k^N$ and we divide it into two residues characterizing respectively the error due to the discretization of the space and the finite number of iterations when solving the problem numerically. We show that the numerical results are coherent with this \textit{a posteriori} analysis.
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1. Introduction

Non-linear eigenvalue problems are involved in many application fields such as non-linear mechanics, theoretical physics and electronic structure calculations. The numerical simulation of these problems demands a lot of computational resources both due to the accuracy that is generally required in the applications which implies the use of a large number of degrees of freedom and also due to the non-linear nature of the models that leads to iterative solution techniques that necessitate a large number of steps. The tuning of the two above ingredients involved in the approximation methods (number of
degrees of freedom and number of iterations) is, most of the times, guided in the best cases both by empirical reasons and by the available volume of computing resources. From the mathematical point of view, these questions are related to the numerical analysis of the discretization approaches that allow to state in a rigorous way the link from the discretization and solution parameters to the error between the approximate solution(s) and the exact one(s). In the range of the numerical analysis, and related to error bounds, we can distinguish between two types of contributions: the \textit{a priori} analysis and the \textit{a posteriori} analysis. The \textit{a priori} version allows to qualify the tendency of the approximation properties as a function of the number of degrees of freedom and/or the amount of work necessary for the computation of the discrete solution. This is generally done by upper bounding the error by a constant times the best approximation given by the projection of the exact solution onto the discrete space. The above constant that appears in the \textit{a priori} analysis is generally not fully known, nor actually the distance between the solution and its projection. Most of the times, the latter is evaluated from the regularity property of the solution that is at best only roughly estimated. On the contrary, the \textit{a posteriori} analysis provides a (more or less) precise upper bound of the actual error after a computation has been performed. This bound involves only quantities that are or can easily be evaluated at the same cost as the computation of the discrete solution. Note that a posteriori analysis, thanks to the notion of indicators, may tell you what to do to improve the accuracy, but will not tell you what to do to diminish the current error by e.g. a factor 2. On the contrary, a posteriori analysis provides a stopping criteria when the desired accuracy is reached, an a priori estimator fails to do so.

The (\textit{a priori}) numerical analysis of such non-linear eigenvalue problems is quite recent and relies in the papers (2), (3), (7), (8), (16), (12) and the references therein. These papers only consider the discretization error due to the use of a given number of degrees of freedom in order to approximate the problem of interest. For an analysis of the convergence of the iterative algorithms to solve the non-linear eigenvalue problem (or the associated non-linear minimization problem), the papers issued from (5), (1), (11) provide \textit{a priori} convergence results and allow to understand the basics for the failure of some classical approaches and how to remedy.

As is standard, all these \textit{a priori} approaches allow to state that, provided that you put enough computing resources, the approximation will be good. Such results are classically insufficient because the amount of required computing resources for large problems is very often out of the possibility that you can afford. This is the reason why \textit{a posteriori} approaches (estimators and indicators) have been designed. As far as we know, the first paper in the direction of \textit{a posteriori} estimates is (13), where the analysis of the Hartree Fock problem was performed and error bounds (i.e. upper and lower bounds) for the ground state energy was proposed. We refer also to the more recent contributions (10), (9).

The present paper is the first of a series that aims at providing precise information on the accuracy of the approximation as a function of the number of degrees of freedom that are used and the number of iterations at which we stop the numerical process. For the sake of clarity in the tools that we use, the analysis is explained on a non-linear equation that enters in the class of Gross-Pitaevskii equations ((14)) and we focus on a one dimensional example to present both the theory and the numerical simulation that illustrate it. This allows us to propose \textit{a posteriori} estimates and indicators based on residual techniques that discriminate the effect of the discretization parameter (the number of degrees of freedom) from the parameters attached to the solution procedure (i.e. the number of iterations). The generalization of these tools for the more difficult problem of the Kohn Sham problem involves a series of technical difficulties and is on its way. We refer to (4) for a general presentation of the mathematical models and approaches for their simulations in computational quantum chemistry.
In this paper, we focus on the following non-linear eigenvalue problems arising in the study of variational models of the form

$$ I = \inf \left\{ E(v), \, v \in X, \quad \int_\Omega v^2 = 1 \right\} $$  \quad (1.1)$$

where $\Omega$ is here simply the unit cell $(0, 1)$ of a periodic lattice $\mathcal{B}$ of $\mathbb{R}$, the energy functional $E$ is of the form

$$ E(v) = \frac{1}{2} \int_\Omega |\nabla v|^2 + \frac{1}{2} \int_\Omega V v^2 + \frac{1}{4} \int_\Omega v^4, $$

and $X = H^1_0(\Omega)$ is the Sobolev space, defined in the more general settings for any $s \in \mathbb{R}$,

$$ H^s_0(\Omega) = \{ v_\Omega, \, v \in H^s_0(\mathbb{R}) \mid v \text{ is } 1\text{-periodic} \}, $$

provided with the norm denoted as $\| \cdot \|_{H^s}$ and for any $k \in \mathbb{N}$,

$$ C^k_0(\Omega) = \{ v_\Omega, \, v \in C^k(\mathbb{R}) \mid v \text{ is } 1\text{-periodic} \}. $$

For $p \in [1, \infty]$, let us denote by $C_p$ the Sobolev constant such that for any $v \in X$, $\|v\|_{L^p} \leq C_p \|v\|_{H^1}$. In addition, we remind the following Gagliardo Nirenberg inequality\footnote{For any $v \in H^1(\Omega)$ we can indeed write}

$$ \forall v \in H^1_0(\Omega), \quad \|v\|^2_{L^p(\Omega)} \leq \sqrt{p} \|v\|_{L^2(\Omega)} \|v\|_{H^1(\Omega)}. $$  \quad (1.2)$$

In what follows, we shall assume that $V \in L^p(\Omega)$ for some $p > 1$. It was shown in (2) that (1.1) has exactly two solutions: $u$ and $-u$ in $X$ with $u > 0$ in $\Omega$. From the embedding of $H^1(\Omega)$ into $C^0(\overline{\Omega})$ (valid because we are in one dimension) $u \in C^0(\overline{\Omega})$. Moreover, $E$ is Gâteaux differentiable on $X$ and for any $v \in X$, $E'(v) = A_v v$ where

$$ A_v = -\Delta + V + v^2. $$  \quad (1.3)$$

Under the previous assumptions $E$ is twice differentiable at any $v \in X$ and, by denoting $E''(v)$ the second derivative of $E$ at $v$, we have for any $v,w,z \in X$

$$ \langle E''(v)w,z \rangle_{X'} = \langle A_v w,z \rangle_{X'} + 2 \int_\Omega v^2 wz = \int_\Omega \nabla w. \nabla z + \int_\Omega V wz + 3 \int_\Omega v^2 wz. $$  \quad (1.4)$$

Note that $A_v$ defines a self-adjoint operator on $L^2(\Omega)$, with form domain $X$ (see e.g. (15)). The function $u$ therefore is solution to the Euler equation

$$ \forall v \in X, \quad \langle A_u u - \lambda u, v \rangle_{X'} = 0 $$  \quad (1.5)$$
for some $\lambda \in \mathbb{R}$ (the Lagrange multiplier associated with the constraint $\|u\|_{L^2}^2 = 1$) and equation (1.5), complemented with the constraint $\|u\|_{L^2} = 1$, takes the form of the following non-linear eigenvalue problem

$$\begin{cases}
A\,u = \lambda \,u, \\
\|u\|_{L^2}^2 = 1,
\end{cases}$$  \hspace{1cm} (1.6)

which can be rewritten in a weak form as

$$\begin{cases}
\forall v \in X, \int_{\Omega} \nabla u \cdot \nabla v + \int_{\Omega} Vu v + \int_{\Omega} u^3 v = \lambda \int_{\Omega} uv \\
\int_{\Omega} u^2 = 1.
\end{cases}$$  \hspace{1cm} (1.7)

Let us remark that for any $v \in X$, 

$$\langle E''(u) u - \lambda u, v \rangle_{X', X} = 2 \int_{\Omega} u^3 v.$$  \hspace{1cm} (1.8)

It should be noted in addition, that $\lambda$ is the ground state eigenvalue of the linear operator $A_u$. An important result is that $\lambda$ is a simple eigenvalue of $A_u$ (see e.g. the Appendix of (2)).

A natural discretization in the periodic settings consists in using a Fourier basis. We denote by $(X_N)_{N > 0}$ the family of finite-dimensional subspaces of $X$ defined by

$$X_N = \text{Span} \left\{ e_k : x \mapsto e^{2ik\pi x}, |k| \leq N, k \in \mathbb{Z} \right\}.$$

Remind now that, for any $v \in L^2(\Omega)$,

$$v(x) = \sum_{k \in \mathbb{Z}} \hat{v}_k e_k(x),$$

where $\hat{v}_k$ is the $k$th Fourier coefficient of $v$:

$$\hat{v}_k := \int_{\Omega} v(x) e^{-2ik\pi x} \, dx = \int_{\Omega} v(x) e^{2ik\pi x} \, dx.$$

For any real number $s$, we now endow the Sobolev space $H^s_\#(\Omega)$ with the equivalent norm expressed in Fourier modes as follows

$$\|v\|_{H^s} = \left( \sum_{k \in \mathbb{Z}} (1 + |k|^2)^s |\hat{v}_k|^2 \right)^{1/2}.$$

We obtain that for any $r \in \mathbb{R}$, and all $v \in H^r_\#(\Omega)$, the best approximation of $v$ in $H^s_\#(\Omega)$ for any $s \leq r$ is

$$\Pi_N v = \sum_{k \in \mathbb{Z}, |k| \leq N} \hat{v}_k e_k.$$

The more regular $v$ (the regularity being measured in terms of the Sobolev norms $H^r$), the faster the convergence of this truncated series to $v$: for any real numbers $r$ and $s$ with $s \leq r$, we have (see e.g. (6))

$$\forall v \in H^r_\#(\Omega), \quad \|v - \Pi_N v\|_{H^s} \leq \frac{1}{N^{s-r}} \|v\|_{H^r}.$$  \hspace{1cm} (1.9)
and in particular for the solution $u$:

$$\min \{ \| u - v_N \|_{H^1}, \ v_N \in X_N \} \to 0. \quad (1.10)$$

Let us now consider the variational approximation of (1.1) consisting in solving

$$I_N = \inf \left\{ E(v_N), \ v_N \in X_N, \ \int_{\Omega} \gamma_N^2 = 1 \right\}. \quad (1.11)$$

Problem (1.11) has at least one minimizer $u_N$, which satisfies for some $\lambda_N \in \mathbb{R}$

$$\forall v_N \in X_N, \quad \langle A_{\alpha N} u_N - \lambda_N u_N, v_N \rangle_{X', X} = 0 \quad (1.12)$$

that is

$$\forall v_N \in X_N, \ \int_{\Omega} \nabla u_N \cdot \nabla v_N + \int_{\Omega} V u_N v_N + \int_{\Omega} (u_N^2 - \lambda_N) u_N v_N = 0. \quad (1.13)$$

A possible algorithm used to solve the equation numerically in the space $X_N$ is the following: starting from a given pair $(u_N^0, \lambda_N^0)$, we solve at each step the linear equation

$$\Pi_N \left( -\Delta u_N^{k+} + V u_N^{k+} + (k_N^{k-1})^2 u_N^{k-1} \right) = \lambda_N^{k-1} u_N^{k-1}. \quad (1.14)$$

The discrete solution $u_N^{k+}$ is completely determined by the knowledge of $(\lambda_N^{k-1}, u_N^{k-1})$. Since $u_N^{k+}$ is a priori a non-normalized vector, we normalize it and define $u_N^k$ by

$$u_N^k = \frac{u_N^{k+}}{\| u_N^{k+} \|_{L^2}}. \quad (1.15)$$

Finally, we define the approximation of the eigenvalue $\lambda_N^k$ as a Rayleigh quotient being

$$\lambda_N^k = \frac{\int_{\Omega} (\nabla u_N^k)^2 + \int_{\Omega} V(u_N^k)^2 + \int_{\Omega} (u_N^k)^4}{\int_{\Omega} (u_N^k)^2} = \int_{\Omega} (\nabla u_N^k)^2 + \int_{\Omega} V(u_N^k)^2 + \int_{\Omega} (u_N^k)^4. \quad (1.16)$$

It should be noticed that the above algorithm corresponds to an extension of the inverse power method to this non-linear eigenvalue problem. We can check numerically that such an algorithm converges (at least in all the simulations we have performed, eventually with a relaxation parameter — see the numerical results below). Moreover we can derive that the limit $(\lambda_N, u_N)$ is a good approximation of the solution to problem (1.5). More precisely we can prove the following lemma.

**Lemma 1** Let us assume that there exists $u_N^* \in H^1_N$ with $\int_{\Omega} |u_N^*|^2 = 1$, such that the sequence $(u_N^k)_{k \geq 1}$ converges to $u_N^*$ in $H^1$-norm when $k$ goes to infinity, then

- the sequence $(\lambda_N^k)_{k \geq 1}$ converges to $\lambda_N^* = \int_{\Omega} (\nabla u_N^*)^2 + \int_{\Omega} V(u_N^*)^2 + \int_{\Omega} (u_N^*)^4$
- the sequence $(u_N^k)_{k \geq 1}$ converges to $u_N^*$ in $H^1$-norm
- the limit $(u_N^*, \lambda_N^*)$ verifies the non-linear eigenvalue equation (1.13).
Proof. The strong convergence of $u^k_N$ to $u^*_N$ implies that the limit of the $L^2$-norm of $u^k_N$ is 1 and thus the sequence $(u^k_N, \lambda^k_N)$ converges to $(u^*_N, \lambda^*_N)$ in $H^1$-norm. Then, for any $\varepsilon > 0$, there exists $k_0 \in \mathbb{N}$ such that for any $k \geq k_0$, $k \in \mathbb{N}$, the following assertions hold:

$$
|\lambda^k_N - \lambda^*_N| \leq \varepsilon, \\
\|u^k_N - u^*_N\|_{H^1} \leq \varepsilon, \\
\|u^k_N - u^{k-1}_N\|_{H^1} \leq \varepsilon. 
$$

(1.17)

For any $k > k_0$, using (1.2), we deduce that $\|u^k_N\|_{L^\infty} \leq \sqrt[3]{\varepsilon + \|u^*_N\|_{H^1}}$. Let us now take $v_N \in X_N$, we have:

$$
\int_{\Omega} \nabla u^*_N \nabla v_N + \int_{\Omega} V u^*_N v_N + \int_{\Omega} (u^*_N)^3 v_N - \lambda^*_N \int_{\Omega} u^*_N v_N
$$

$$
= \int_{\Omega} \nabla u^k_N \nabla v_N + \int_{\Omega} V u^k_N v_N + \int_{\Omega} (u^{k-1}_N)^2 u^k_N v_N - \lambda^k_N \int_{\Omega} u^k_N v_N
$$

$$
+ \int_{\Omega} \nabla (u^*_N - u^k_N) \nabla v_N + \int_{\Omega} V (u^*_N - u^k_N) v_N + \int_{\Omega} ((u^*_N)^3 - (u^k_N)^3) v_N
$$

$$
+ \int_{\Omega} ((u^*_N)^3 - (u^{k-1}_N)^2 u^k_N) v_N + \lambda^*_N \int_{\Omega} u^k_N v_N - \lambda^k_N \int_{\Omega} u^k_N v_N
$$

From (1.14) the second line is zero so we are left with

$$
\int_{\Omega} \nabla u^*_N \nabla v_N + \int_{\Omega} V u^*_N v_N + \int_{\Omega} (u^*_N)^3 v_N - \lambda^*_N \int_{\Omega} u^*_N v_N
$$

$$
= \int_{\Omega} \nabla (u^*_N - u^k_N) \nabla v_N + \int_{\Omega} V (u^*_N - u^k_N) v_N + \int_{\Omega} ((u^*_N)^3 + u^*_N u^k_N + (u^*_N)^2)(u^*_N - u^k_N) v_N
$$

$$
+ \int_{\Omega} u^k_N (u^*_N - u^k_N)(u^*_N - u^{k-1}_N) v_N + (\lambda^*_N - \lambda^k_N) \int_{\Omega} u^k_N v_N + \lambda^*_N \int_{\Omega} (u^{k-1}_N - u^*_N) v_N.
$$

Hence

$$
\left| \int_{\Omega} \nabla u^*_N \nabla v_N + \int_{\Omega} V u^*_N v_N + \int_{\Omega} (u^*_N)^3 v_N - \lambda^*_N \int_{\Omega} u^*_N v_N \right|
$$

$$
\leq \|\nabla (u^*_N - u^k_N)\|_{L^2} \|\nabla v_N\|_{L^2} + \|V\|_{L^p} \|u^*_N - u^k_N\|_{L^\infty} \|v_N\|_{L^2}
$$

$$
+ (\|u^*_N\|_{L^2}^2 + \|u^k_N\|_{L^2}^2) \|u^k_N - u^*_N\|_{L^2} \|v_N\|_{L^2},
$$

$$
+ \|u^*_N\|_{L^\infty} (\|u^k_N\|_{L^\infty} + \|u^k_N - u^{k-1}_N\|_{L^\infty}) \|u^k_N - u^*_N\|_{L^2} \|v_N\|_{L^2}
$$

$$
+ |\lambda^*_N - \lambda^k_N| \|u^k_N - u^{k-1}_N\|_{L^2} \|v_N\|_{L^2} + |\lambda^*_N| \|u^k_N - u^*_N\|_{L^2} \|v_N\|_{L^2}.
$$

Then from (1.17) and (1.2) we derive

$$
\left| \int_{\Omega} \nabla u^*_N \nabla v_N + \int_{\Omega} V u^*_N v_N + \int_{\Omega} (u^*_N)^3 v_N - \lambda^*_N \int_{\Omega} u^*_N v_N \right|
$$

$$
\leq \varepsilon \|\nabla v_N\|_{L^2} + \varepsilon \left( \sqrt[3]{\varepsilon + \|u^*_N\|_{H^1}} + \sqrt[3]{\varepsilon + \|u^k_N\|_{L^\infty}} \right) \varepsilon + \|u^*_N\|_{H^1}^2
$$

$$
+ \sqrt[3]{\varepsilon + \|u^*_N\|_{H^1}^2} + 2 \sqrt[3]{\varepsilon + \|u^k_N\|_{L^\infty}^2} + 1 + |\lambda^*_N| \|v_N\|_{L^2}.
$$
We then easily deduce that the limit \((u^*_N, \lambda^*_N)\) verifies the non-linear eigenvalue equation (1.13). This concludes the proof of the lemma 1.

The following property will be used several times in the analysis:

**Lemma 2** For any \(v, w \in X\) such that 
\[
\int_{\Omega} v^2 = \int_{\Omega} w^2 = 1,
\]
\[
\int_{\Omega} v(v - w) = 1 - \int_{\Omega} vw = \frac{1}{2} \|v - w\|_{L^2}^2.
\] (1.18)

**Proof.** From the \(L^2\)-normalization of \(v\) and \(w\) we write
\[
\int_{\Omega} v(v - w) = 1 - \int_{\Omega} vw = \frac{1}{2} \int_{\Omega} v^2 - \int_{\Omega} vw + \frac{1}{2} \int_{\Omega} w^2
\]
which concludes the proof of the lemma.

In the remainder of this paper, we denote by \(u\) the unique positive solution of (1.1) and by \(u_N\) a minimizer of the discretized problem (1.11) such that \((u_N, u)_{L^2} \geq 0\).

**2. A priori analysis**

The purpose of this section is to provide a precise \(a priori\) analysis for the approximation of problem (1.1) by (1.13), more precisely establish error bounds on \(\|u_N - u\|_{H^1}, \|u_N - u\|_{L^2}, |\lambda_N - \lambda|\) and \(E(u_N) - E(u)\). Actually, we follow step by step the paper (2) where the \(a priori\) analysis was done in a more general framework.

We provide this \(a priori\) analysis of (1.1) for two reasons. Firstly the particular form of the energy functional and the fact that the problem in one-dimensional allows to simplify the proofs and understand better the basic ingredients that will be used in the next section. Secondly, and more importantly, we need to be as precise as possible in order to provide an accurate evaluation of the various constants that are involved in the error bounds of the \(a posteriori\) analysis.

**Lemma 3** (precise version of Lemma 1 of (2)) There exist \(\beta > 0, M_1, M_3 \in \mathbb{R}_+\) and \(\gamma > 0\) such that for any \(v \in X\) and any \(N \in \mathbb{N}\),
\[
0 \leq \langle (A_u - \lambda)v, v \rangle_{X', X} \leq M_1 \|v\|_{H^1}^2,
\] (2.1)
\[
\beta \|v\|_{H^1}^2 \leq \langle (E''(u) - \lambda)v, v \rangle_{X', X} \leq M_3 \|v\|_{H^1}^2,
\] (2.2)
\[
\gamma \|u_N - u\|_{H^1}^2 \leq \langle (A_u - \lambda)(u_N - u), (u_N - u) \rangle_{X', X}.
\] (2.3)

Moreover the constants are
\[
M_m = 1 + \|V\|_{L^p} C_{2p}^2 + m \|u\|_{L^\infty}^2 + |\lambda|,
\]
\[
\beta = \frac{1}{2} \frac{\eta}{\eta + \chi}, \quad \eta = \min(\lambda^2 - \lambda, 2), \quad \chi = |\lambda| + 1 + \frac{5\|V\|_{L^p}^2}{2},
\] (2.4)
\[
\gamma = \frac{1}{2} \frac{\eta}{\eta + 2\chi}
\] (2.6)
where \( \lambda_2 > \lambda \) is the the second smallest eigenvalue of the equation (1.5) and \( p' = (1 - p^{-1})^{-1} \).

**Proof.** From (1.3), we have for every \( v \in X, \)

\[
|\langle (A_u - \lambda)v, v \rangle_{X'}| \leq \|
abla v\|^2_{L^2} + \|V\|_{L^p} \|v\|^2_{L^p} + \|u^2\|_{L^\infty} \|v\|^2_{L^2} + |\lambda| \|v\|^2_{L^2} \]

\[
\leq \left(1 + \|V\|_{L^p} C^2_{p'} + |u^2|_{L^\infty} + |\lambda| \right) \|v\|^2_{H^1},
\]

where \( p' = (1 - p^{-1})^{-1} \). Moreover, from (1.4)

\[
|\langle (E''(u) - \lambda)v, v \rangle_{X'}| \leq |\langle (A_u - \lambda)v, v \rangle_{X'}| + 2\|u^2\|_{L^\infty} \|v\|^2_{L^2} \]

\[
\leq \left(1 + \|V\|_{L^p} C^2_{p'} + |u^2|_{L^\infty} + |\lambda| \right) \|v\|^2_{H^1},
\]

hence the upper bounds in (2.1) and (2.2) with constants \( M_1 \) and \( M_3 \) defined in (2.4).

The fact that \( \lambda \), the lowest eigenvalue of \( A_u \), is simple (see the Appendix of (2)) provides the lower bound in (2.1). Indeed, the operator \( A_u - \lambda \) is positive over the set \( u^\perp \) defined as

\[
u^\perp = \left\{ v \in X \mid \int_\Omega uv = 0 \right\},
\]

more precisely we have, for any \( v \in X, \)

\[
\langle (A_u - \lambda)v, v \rangle_{X'} \geq (\lambda_2 - \lambda) \|v\|^2_{L^2} - |\langle u, v \rangle_{L^2}|^2 \geq \eta (\|v\|^2_{L^2} - |\langle u, v \rangle_{L^2}|^2) \geq 0,
\]

with \( \eta = \min(\lambda_2 - \lambda, 2) \). On the one hand for any \( v \in X, \)

\[
\langle (E''(u) - \lambda)v, v \rangle_{X'} = \langle (A_u - \lambda)v, v \rangle_{X'} + 2\int_\Omega u^2 v^2 \]

\[
\geq \eta \|v\|^2_{L^2} - |\langle u, v \rangle_{L^2}|^2 + 2\int_\Omega u^2 v^2 \]

\[
\geq \eta \|v\|^2_{L^2} + 2\int_\Omega u^2 v^2 - \eta \left(\int_\Omega uv\right)^2 \]

\[
\geq \eta \|v\|^2_{L^2} + (2 - \eta) \left(\int_\Omega uv\right)^2 \]

(2.9)

On the other hand for any \( v \in X, \)

\[
\langle (A_u - \lambda)v, v \rangle_{X'} \geq \|\nabla v\|^2_{L^2} - \|V\|_{L^p} \|v\|^2_{L^p} - |\lambda| \|v\|^2_{L^2} \]

\[
\geq \|v\|^2_{H^1} - \sqrt{5} \|V\|_{L^p} \|v\|^2_{L^2} \|v\|_{H^1} - (|\lambda| + 1) \|v\|^2_{L^2},
\]

by using the Gagliardo-Nirenberg inequality (1.2). Thanks to the inequality between arithmetic and geometric means applied to \( \|v\|_{H^1} \) and \( \|V\|_{L^p} \|v\|_{L^2} \), we deduce that

\[
\langle (A_u - \lambda)v, v \rangle_{X'} \geq \frac{1}{2} \|v\|^2_{H^1} - \left( |\lambda| + 1 + \frac{5\|V\|^2_{L^p}}{2} \right) \|v\|^2_{L^2}.
\]

(2.10)
Combining (2.9) with (2.10) we get the lower bound in (2.2) with the constant $\beta$ defined in (2.5).

To prove (2.3) we notice from (1.18) and the positivity of $(u, u_N)_{L^2}$ that

$$||u_N||^2_{L^2} - |(u, u_N)_{L^2}|^2 \geq 1 - (u, u_N)_{L^2} = \frac{1}{2}||u_N - u||^2_{L^2}.$$ 

It therefore readily follows from (1.5) and (2.8) that

$$\langle (A_u - \lambda)(u_N - u), (u_N - u) \rangle_{X', X} = \langle (A_u - \lambda)(u_N), (u_N) \rangle_{X', X} \geq \frac{\eta}{2}||u_N - u||^2_{L^2}. \quad (2.11)$$

We also have from (2.10) that

$$\langle (A_u - \lambda)(u_N - u), (u_N - u) \rangle_{X', X} \geq \frac{1}{2}||u_N - u||^2_{H^1} - \chi ||u_N - u||^2_{L^2} \quad (2.12)$$

with $\chi$ defined in (2.5). From (2.11) and (2.12) we can write

$$\langle (A_u - \lambda)(u_N - u), (u_N - u) \rangle_{X', X} \geq \frac{1}{2} \eta/2 + \chi ||u_N - u||^2_{H^1}$$

Hence (2.3) with $\gamma$ defined in (2.6).

For $w \in X'$, we denote by $\psi_w$ in $u^\perp$ defined in (2.7) the unique solution to the adjoint problem

$$\begin{cases}
\text{find } \psi_w \in u^\perp \text{ such that } \\
\forall v \in u^\perp, \quad \langle (E''(u) - \lambda)\psi_w, v \rangle_{X', X} = \langle w, v \rangle_{X', X},
\end{cases} \quad (2.13)$$

The existence and uniqueness of the solution to (2.13) is a straightforward consequence of (2.2) and the Lax-Milgram lemma that also provides the estimate,

$$\forall w \in L^2(\Omega), \quad ||\psi_w||_{H^1} \leq \beta^{-1}||w||_{X'} \leq \beta^{-1} ||w||_{L^2}. \quad (2.14)$$

Besides this existence and stability result, the (very) simple elliptic regularity result follows

**Lemma 4** Assume $V \in L^p(\Omega)$ then, there exists a constant $\tilde{C} = \frac{3\beta^{\frac{1}{2}}}{\beta} ||V||_{L^p} + 1$ such that

If $p \geq 2$, \quad $||\psi_w||_{H^2} \leq \tilde{C} ||w||_{L^2}. \quad (2.15)$

If $p < 2$, \quad $||\psi_w||_{W^{2,p}} \leq \tilde{C} ||w||_{L^2}. \quad (2.16)$

Let us now state the first a priori result of this section.

**Theorem 1** Under the previous assumptions,

$u_N$ converges strongly to $u$ in $H^1(\Omega)$ for $N \to +\infty$ \quad (2.17)

In addition, there exists $C^E \in \mathbb{R}_+$ such that for any $N \in \mathbb{N},$

$$\frac{\gamma}{2}||u_N - u||^2_{H^1} \leq E(u_N) - E(u) \leq C^E ||u_N - u||^2_{H^1}, \quad (2.18)$$
there exists $C^A \in \mathbb{R}_+$ such that for any $N \in \mathbb{N}$,
\begin{equation}
|\lambda_N - \lambda| \leq C^A \left( \|u\|_{H^1}^2 + \|u - u\|_{L^2} \right),
\end{equation}
(2.19)
there exists $N_0 \in \mathbb{N}$ and $C^{H^1} \in \mathbb{R}_+$ such that for any $N \geq N_0, N \in \mathbb{N}$,
\begin{equation}
\|u - u\|_{H^1} \leq C^{H^1} \min_{v \in X_N} \|v - u\|_{H^1},
\end{equation}
(2.20)
and there exists $N_1 \in \mathbb{N}$ and $C^{L^2} \in \mathbb{R}_+$ such that for any $N \geq N_1, N \in \mathbb{N}$,
\begin{equation}
\|u - u\|_{L^2}^2 \leq C^{L^2} \|u - u\|_{H^1} \min_{\psi \in \mathcal{X}_N} \|\psi - u\|_{H^1}.
\end{equation}
(2.21)

**Remark 2.1** It should be noticed at this level that, even if the constants above $C^A, C^{H^1}$ and $C^{L^2}$ can be estimated quite accurately, they involve $u$ so as does $\min_{\psi \in \mathcal{X}_N} \|\psi - u\|_{H^1}$: it results that these estimates are not constructive.

**Proof.** We have
\begin{equation}
E(u_N) - E(u) = \frac{1}{2} (\langle A_u u_N, u_N \rangle_{X'}, X) + \frac{1}{2} \int_{\Omega} \left( \frac{u_N^4}{2} - u_N^2 - u_N^2 (u_N^2 - u^2) \right)
- \frac{1}{2} \int_{\Omega} \left( u_N^2 - u^2 \right)^2.
\end{equation}
(2.22)
Using (2.3) and the fact that the second term on the right hand side is positive we get
\[ E(u_N) - E(u) \geq \frac{\gamma}{2} \|u_N - u\|_{H^1}^2. \]
From the definition of $\Pi_N u$ the $H^1$-projector of $u$ on $X_N$, $(\Pi_N u)_{N>0}$ converges to $u$ in $X$ when $N$ goes to infinity. Denoting by $\bar{u}_N = \|\Pi_N u\|_{L^2}^{-1} \Pi_N u$ (which is well defined, since $u > 0$ means that it is not with zero average, hence $\Pi_N u$ is never null), we also have
\[ \lim_{N \to +\infty} \|\bar{u}_N - u\|_{H^1} = 0. \]
The functional $E$ being strongly continuous on $X$, we obtain from (2.3)
\[ \|u_N - u\|_{H^1}^2 \leq \frac{2}{\gamma} (E(u_N) - E(u)) \leq \frac{2}{\gamma} (E(\bar{u}_N) - E(u)) \longrightarrow 0 \]
that is (2.17). It follows that there exists $N_2 \in \mathbb{N}$ such that
\[ \forall N > N_1, N \in \mathbb{N}, \quad \|u_N - u\|_{H^1} \leq \frac{1}{2} \quad \text{and} \quad \|u_N\|_{H^1} \leq 2 \|u\|_{H^1}. \]
(2.23)
Moreover
\begin{align*}
E(u_N) - E(u) & = \frac{1}{2} (\langle (A_u - \lambda)(u_N - u), (u_N - u) \rangle_{X'}, X) + \frac{1}{4} \int_{\Omega} (u_N^2 - u^2)^2 \\
& \leq \frac{M_1}{2} \|u_N - u\|_{H^1}^2 + \frac{1}{4} \|u_N - u\|_{L^2}^2 \|u_N + u\|_{L^2}^2 \quad \text{(from (2.1))} \\
& \leq \left( \frac{M_1}{2} + \sqrt{5} \right) \|u_N - u\|_{H^1}^2 \quad \text{(from (1.2) using $\|u\|_{L^2(\Omega)} = \|u_N\|_{L^2(\Omega)} = 1$)}. 
\end{align*}
Hence the upper bound in (2.18) with \(C^E = \frac{M_1}{\sqrt{2}} + \sqrt{\frac{5}{2}}\).

From (1.13) with \(v_N = u_N\) and (1.7) with \(v = u_N - u\), we remark that

\[
\lambda_N - \lambda = \lambda_N \int_\Omega u_N^2 - \lambda \int_\Omega u^2
\]

\[
= \int_\Omega (\nabla u_N)^2 + \int_\Omega V u_N^2 + \int_\Omega u_N^2 - \left( \int_\Omega (\nabla u)^2 + \int_\Omega V u^2 + \int_\Omega u^2 \right)
\]

\[
= \int_\Omega \nabla (u_N - u)^2 + \int_\Omega V (u_N - u)^2 + 2 \int_\Omega \nabla u \cdot \nabla (u_N - u) + 2 \int_\OmegaVu(u_N - u) + \int_\Omega u_N^2 - u^4
\]

\[
= \langle (A_N - \lambda)(u_N - u), (u_N - u) \rangle_{X',X} - \int_\Omega u_N^2(u_N - u)^2 + 2 \lambda \int_\Omega u(u_N - u) - 2 \int_\Omega u^3(u_N - u) + \int_\Omega u_N^4 - u^4
\]

\[
= \langle (A_N - \lambda)(u_N - u), (u_N - u) \rangle_{X',X} + \int_\Omega u_N^2(u_N + u)(u_N - u) \text{ (from (1.18))}
\]

(2.24)

we also obtain

\[
\left| \int_\Omega u_N^2(u_N + u)(u_N - u) \right| \leq ||u_N^2(u_N + u)||_{L^2} ||u_N - u||_{L^2}
\]

\[
\leq ||u_N^2||_{L^2} ||u_N + u||_{L^2} ||u_N - u||_{L^2}
\]

\[
\leq \sqrt{5}||u_N||_{L^2} ||u_N||_{H^1} ||u_N + u||_{L^2} ||u_N - u||_{L^2} \text{ (from (2.1))}
\]

\[
\leq 4\sqrt{5}||u||_{H^1} ||u_N - u||_{L^2} \text{ (from (2.23) ),}
\]

and from (2.1)

\[
|\lambda_N - \lambda| \leq M_1 ||u_N - u||_{H^1}^2 + 4\sqrt{5}||u||_{H^1} ||u_N - u||_{L^2}
\]

\[
\leq C^\lambda \left( ||u_N - u||_{H^1}^2 + ||u_N - u||_{L^2} \right)
\]

(2.25)

with \(C^\lambda = \max\left( M_1, 4\sqrt{5}||u||_{H^1} \right)\).

In order to evaluate the \(H^1\)-norm of the error \(u_N - u\), we first notice that

\[
\forall \forall v_N \in X_N, \quad ||u_N - u||_{H^1} \leq ||u_N - v_N||_{H^1} + ||v_N - u||_{H^1},
\]

(2.26)

and from (2.2) that

\[
||u_N - v_N||_{H^1}^2 \leq \beta^{-1} \langle (E''(u) - \lambda)(u_N - v_N), (u_N - v_N) \rangle_{X',X}
\]

\[
= \beta^{-1} \left( \langle (E''(u) - \lambda)(u_N - u), (u_N - v_N) \rangle_{X',X} + \langle (E''(u) - \lambda)(u - v_N), (u_N - v_N) \rangle_{X',X} \right).
\]

(2.27)
For any \( w_N \in X_N \), using (1.4), (1.5) and (1.13)

\[
\langle (E''(u) - \lambda)(u_N - u), w_N \rangle_{X',X} = \langle (A_N - \lambda)(u_N - u), w_N \rangle_{X',X} + 2 \int_{\Omega} u^2(u_N - u)w_N \\
= \langle (A_N - \lambda)u_N, w_N \rangle_{X',X} + 2 \int_{\Omega} u^2(u_N - u)w_N \\
= \langle (A_N - A_{\lambda})(u_N, w_N)_{X',X} + (\lambda_N - \lambda)\int_{\Omega} u_N w_N + 2 \int_{\Omega} u^2(u_N - u)w_N \\
= (\lambda_N - \lambda)\int_{\Omega} u_N w_N - \int_{\Omega} (u_N - u)^2(u_N + 2u)w_N. \tag{2.28}
\]

By using (1.18) with \( v = u_N \) and \( w = v_N \), (2.19) and (2.23), we obtain that for any \( N \geq N_1, N \in \mathbb{N} \) and all \( v_N \in X_N \) such that \( ||v_N||_{L^2} = 1 \),

\[
\left| \langle (E''(u) - \lambda)(u_N - u), (u_N - v_N) \rangle_{X',X} \right| = \left| (\lambda_N - \lambda)(u_N, u_N - v_N)_{X',X} - \int_{\Omega} (u_N - u)^2(u_N + 2u)(u_N - v_N) \right| \leq \frac{1}{2}||\lambda_N - \lambda||_1||u_N - v_N||_{L^2}^2 + ||u_N - v_N||_{L^1}||u_N - u||_{L^2}||u_N - u||_{L^2} \| u_N + 2u \|_{L^2} \leq \frac{1}{2}C^2 \left( ||u_N - u||_{H^1}^2 + ||u_N - u||_{L^2} \right) ||u_N - v_N||_{L^2} \geq 3\|u_N - v_N\|_{H^1} \|u_N - u||_{L^2} \|u_N - u||_{H^1} + M_3 \|u_N - v_N\|_{H^1} \|u_N - v_N\|_{H^1}. \tag{2.29}
\]

It then follows from (2.2) that for any \( N \geq N_1, N \in \mathbb{N} \) and all \( v_N \in X_N \) such that \( ||v_N||_{L^2} = 1 \),

\[
||u_N - v_N||_{H^1}^2 \leq \beta^{-1} \left( \frac{1}{2}C^2 \left( ||u_N - u||_{H^1}^2 + ||u_N - u||_{L^2} \right) \|u_N - v_N\|_{H^1} \right.
+ 3\sqrt{5||u_N - v_N||_{H^1} \|u_N - u||_{L^2} \|u_N - u||_{H^1}} + M_3 \|u_N - v_N\|_{H^1} \|u_N - v_N\|_{H^1}).
\]

So

\[
||u_N - v_N||_{H^1} \leq \beta^{-1} \left( \frac{C^2}{2} \left( ||u_N - u||_{H^1}^2 + ||u_N - u||_{L^2} \right) \|u_N - v_N\|_{H^1}
+ 3\sqrt{5||u_N - u||_{L^2} \|u_N - u||_{H^1} + M_3 \|u_N - v_N\|_{H^1}} \right),
\]

that is

\[
||u_N - v_N||_{H^1} \left( 1 - \beta^{-1} \frac{C^2}{2} \left( ||u_N - u||_{H^1}^2 + ||u_N - u||_{L^2} \right) \right) \leq 3\sqrt{5||u_N - u||_{L^2} \|u_N - u||_{H^1} + M_3 \|u_N - v_N||_{H^1}. \tag{2.30}
\]

Since \( ||u_N - u||_{H^1} \xrightarrow{N \to +\infty} 0 \), there exists \( N_2 \in \mathbb{N} \) such that \( \forall N \geq N_2 \),

\[
\beta^{-1} \frac{C^2}{2} \left( ||u_N - u||_{H^1}^2 + ||u_N - u||_{L^2} \right) \leq \frac{1}{2}.
\]
Then
\[ \|u_N - v_N\|_{H^1} \leq 6\sqrt{3}\|u_N - u\|_{L^2}\|u_N - u\|_{H^1} + 2M_3\|u - v_N\|_{H^1}. \]

Thus, there exists \(N_3 \in \mathbb{N}\) such that \(\forall N \geq N_3\),
\[ 6\sqrt{3}\|u_N - u\|_{L^2} \leq \frac{1}{2} \]

We now denote by
\[ \tilde{J}_N = \min_{v_N \in X_N} \|v_N - u\|_{H^1}, \]
and by \(u_N^0\) a minimizer of the above minimization problem. We know from (1.10) that \(u_N^0\) converges to \(u\) in \(H^1\) when \(N\) goes to infinity. Besides,
\[
J_N \leq \frac{\|u_N^0\|}{\|u_N^0\|_{L^2}} - \|u\|_{H^1}
\leq \frac{\|u_N^0 - u\|_{H^1}}{\|u_N^0\|_{L^2}} + \frac{\|u_N^0\|_{H^1}}{\|u_N^0\|_{L^2}} \left(1 - \|u_N^0\|_{L^2}\right)
\leq \frac{\|u_N^0 - u\|_{H^1}}{\|u_N^0\|_{L^2}} + \frac{\|u_N^0\|_{H^1}}{\|u_N^0\|_{L^2}} \|u - u_N^0\|_{L^2} \text{ (from the triangle inequality)}
\leq \left(1 + \frac{\|u_N^0\|_{H^1}}{\|u_N^0\|_{L^2}}\right) \tilde{J}_N.
\]

From the definition of \(u_N^0\), we have \(\|u_N^0 - u\|_{H^1} \leq \|u_N - u\|_{H^1}\), hence using (2.23) we have, for any \(N \geq N_1\), \(\|u_N^0 - u\|_{H^1} \leq 1/2\), and therefore \(\|u_N^0\|_{H^1} \leq \|u\|_{H^1} + 1/2\) and \(\|u_N^0\|_{L^2} \geq 1/2\), yielding \(J_N \leq 2(\|u\|_{H^1} + 1)\tilde{J}_N\). Thus
\[ \|u_N - u\|_{H^1} \leq 2C^M(\|u\|_{H^1} + 1) \min_{v_N \in X_N} \|v_N - u\|_{H^1}, \]
and (2.20) is proven with \(C^{H^1} \leq 4(2M_3 + 1)(\|u\|_{H^1} + 1)\) (and \(C^{H^1} \equiv C^{H^1}(N) \rightarrow (2M_3 + 1)||u||_{H^1}\) as \(N \rightarrow \infty\).

Let \(\tilde{u}_N\) be the orthogonal projection, for the \(L^2\) inner product, of \(u_N\) on the affine space \(S = \{v \in L^2(\Omega) \mid \int_{\Omega} uv = 1\}\).
One has
\[ \tilde{u}_N \in X, \quad \int_{\Omega} \tilde{u}_N = 1, \quad u_N - \tilde{u}_N \in S^\perp \text{ i.e. } u_N - \tilde{u}_N \text{ is colinear to } u. \]
As \( \int_{\Omega} (\tilde{u}_N - u) u = 0 \), we have \( \tilde{u}_N - u \in \mathcal{U}^\perp \). Moreover

\[
\int_{\Omega} (\tilde{u}_N - u_N) u = 1 - \int_{\Omega} u_N u \\
= \frac{1}{2} \int_{\Omega} \tilde{u}_N^2 - \int_{\Omega} u_N u + \frac{1}{2} \int_{\Omega} u^2 \\
= \frac{1}{2} \int_{\Omega} (u_N - u)^2,
\]

hence

\[
\tilde{u}_N - u_N = \frac{1}{2} \|u_N - u\|_{L^2}^2 u
\]

(2.32)

We can write the following

\[
\|u_N - u\|_{L^2}^2 = \int_{\Omega} (u_N - u)(\tilde{u}_N - u) + \int_{\Omega} (u_N - u)(u_N - \tilde{u}_N) \\
= \int_{\Omega} (u_N - u)(\tilde{u}_N - u) - \frac{1}{2} \|u_N - u\|_{L^2}^2 \int_{\Omega} (u_N - u) u \text{ (from (2.32))} \\
= \int_{\Omega} (u_N - u)(\tilde{u}_N - u) + \frac{1}{2} \|u_N - u\|_{L^2}^2 \left(1 - \int_{\Omega} u_N u\right) \\
= \int_{\Omega} (u_N - u)(\tilde{u}_N - u) + \frac{1}{4} \|u_N - u\|_{L^2}^4 \text{ (from (1.18))} \\
= \left\langle (E''(u) - \lambda) \psi_{u_N - u}, \tilde{u}_N - u \right\rangle_{X',X} + \frac{1}{4} \|u_N - u\|_{L^2}^4 \text{ (from (2.13))} \\
= \left\langle (E''(u) - \lambda) \psi_{u_N - u}, u_N - u \right\rangle_{X',X} + \left\langle (E''(u) - \lambda) \psi_{u_N - u}, \tilde{u}_N - u_N \right\rangle_{X',X} + \frac{1}{4} \|u_N - u\|_{L^2}^4 \text{ (from (2.32))} \\
= \left\langle (E''(u) - \lambda) (u_N - u), \psi_{u_N - u} \right\rangle_{X',X} \\
+ \frac{1}{2} \|u_N - u\|_{L^2}^2 \left\langle (E''(u) - \lambda) u, \psi_{u_N - u} \right\rangle_{X',X} + \frac{1}{4} \|u_N - u\|_{L^2}^4 \text{ (from (1.8)).}
\]

For any \( \psi_N \in X_N \), it therefore holds

\[
\|u_N - u\|_{L^2}^2 = \left\langle (E''(u) - \lambda) (u_N - u), \psi_N \right\rangle_{X',X} + \left\langle (E''(u) - \lambda) (u_N - u), \psi_{u_N - u} - \psi_N \right\rangle_{X',X} \\
+ \|u_N - u\|_{L^2}^2 \int_{\Omega} u^3 \psi_{u_N - u} + \frac{1}{4} \|u_N - u\|_{L^2}^4. \tag{2.33}
\]
From (2.28) with \( w_N = \psi_N \), from (2.19) and (2.23), we obtain that for any \( \psi_N \in X_N \cap u^\perp \),
\[
|\left< (E''(u) - \lambda)(u_N-u), \psi_N \right>_{X'X}| = (\lambda_N - \lambda) \int_\Omega (u_N-u) \psi_N - \int_\Omega (u_N-u)^2(u_N+2u) \psi_N
\leq C^3 \left( \|u_N-u\|_{L^1}^2 + \|u_N-u\|_{L^2} \right) \|u_N-u\|_{L^1} \|\psi_N\|_{L^2}
+ \|u_N-u\|_{L^2}^2 \|\psi_N\|_{L^2}^2,
\]
\[
geq \left( 3 + C^3 \right) \left( \|u_N-u\|_{L^2}^2 + \|u_N-u\|_{L^1}^2 \right) \|\psi_N\|_{H^1} (2.34)
\]

Let \( \psi_N^0 \in X_N \cap u^\perp \) be such that
\[
\|\psi_{u_N-u} - \psi_N^0\|_{H^1} = \min_{\psi_N \in X_N \cap u^\perp} \|\psi_{u_N-u} - \psi_N\|_{H^1}.
\]

We deduce that
\[
\|\psi_N^0\|_{H^1} \leq 2\|\psi_{u_N-u}\|_{H^1} \leq 2\beta^{-1} \|u_N-u\|_{L^2},
\]
then we obtain from (2.2), (2.23) (2.33) and (2.34) that for any \( N \geq N_1, N \in \mathbb{N} \),
\[
\|u_N-u\|_{L^2}^2 \leq 2\beta^{-1} \left( 3 + C^3 \right) \left( \sqrt{5} \|u_N-u\|_{H^1} + \|u_N-u\|_{H^2} + \|u_N-u\|_{L^2} \right) \|u_N-u\|_{L^2}^2
+ M_N \|u_N-u\|_{H^1} \|\psi_{u_N-u} - \psi_N^0\|_{H^1} + 2\beta^{-1} \|u_N-u\|_{L^2}^3 \|u_N-u\|_{L^2} + \frac{1}{4} \|u_N-u\|_{L^2}^4,
\]

hence
\[
\|u_N-u\|_{L^2} \leq \sqrt{2} \left( 3 + C^3 \right) \left( \sqrt{5} \|u_N-u\|_{H^1} + \|u_N-u\|_{H^2} + \|u_N-u\|_{L^2} \right) - \frac{1}{4} \|u_N-u\|_{L^2}^2 \leq M_N \|u_N-u\|_{H^1} \|\psi_{u_N-u} - \psi_N^0\|_{H^1}.
\]

There exists \( N_4 \in \mathbb{N} \) such that for any \( N \geq N_4, N \in \mathbb{N} \)
\[
2\beta^{-1} \left( 3 + C^3 \right) \left( \sqrt{5} \|u_N-u\|_{H^1} + \|u_N-u\|_{H^2} + \|u_N-u\|_{L^2} \right)
+ 2\beta^{-1} \|u_N-u\|_{L^2}^3 \|u_N-u\|_{L^2} + \frac{1}{4} \|u_N-u\|_{L^2}^2 \leq \frac{1}{2},
\]

Then we have for any \( N \geq N_4, N \in \mathbb{N} \),
\[
\|u_N-u\|_{L^2} \leq 2M_N \|u_N-u\|_{H^1} \|\psi_{u_N-u} - \psi_N^0\|_{H^1}. (2.35)
\]

Lastly, we denote by \( \Pi_{X_N}^1 \) the orthogonal projector on \( X_N \) for the \( H^1 \)-inner product; the operator \( \Pi_{X_N}^1 v = \Pi_{X_N}^1 v - \frac{(u,\Pi_{X_N}^1 v)_{L^2}}{(u,\Pi_{X_N}^1 u)_{L^2}} \Pi_{X_N}^1 u \) is such that \( \Pi_{X_N}^1 v \in u^\perp \) and we have that
\[
\min_{v_N \in X_N \cap u^\perp} \|v_N-v\|_{H^1} \leq \|\Pi_{X_N}^1 v - v\|_{H^1}
\leq \left( 1 + \frac{\|\Pi_{X_N}^1 u\|_{H^1}}{(u,\Pi_{X_N}^1 u)_{L^2}} \right) \min_{v_N \in X_N} \|v_N-v\|_{H^1}. (2.36)
\]
hence (2.21) with $C^{L^2} = 2M_3 \left( 1 + \| \Pi_{X_N}^1 u \|_{H^1} \right)$, which concludes the proof of theorem 1.

\[ \square \]

3. A posteriori analysis

In this section we derive a posteriori estimates for the approximation of the problem (1.6), in order to quantify the error done during the iterative resolution (1.14), (1.15), (1.16) of the non-linear eigenvalue problem; we introduce a residue measuring how close the approximate solution, obtained after — say — $k$ iterations $(u_N^k, \lambda_N^k)$ is to the exact one $(u, \lambda)$.

We are in particular interested in an upper bound for the quantity

\[ \| u - u_N^k \|_{H^1} \leq \max_{v \in H^1} \int_\Omega \nabla (u - u_N^k) \cdot \nabla v + \int_\Omega (u - u_N^k) v \|\|_{H^1} \] \quad (3.1)

where — of course — the direct knowledge of $u$ is not available; an alternative argument that is classically used then is the indirect knowledge that we have on $(u, \lambda)$ which is problem (1.6) that $(u, \lambda)$ satisfies. This naturally leads to the definition of the residue:

\[ R_N^k = -\Delta u_N^k + Vu_N^k + (u_N^k)^3 - \lambda_N^k u_N^k, \] \quad (3.2)

that evaluates in which sense the snapshot $(u_N^k, \lambda_N^k)$ obtained after iteration $k$ of the algorithm (1.14), (1.15), (1.16) in $X_N$ fails to solve the problem (1.6) we look for.

As was said in the introduction to this paper, this global error between the exact and the approximated solutions stems from two main sources: (i) one is the finite dimension $2N + 1$ of the Fourier space $X_N$, i.e. the discretization of the space $X$, (ii) the other one is the finite number of iterations $k$.

In order to identify each source of errors, between the discretization parameter $N$ and the number of iterations $k$, we separate the global error into two components, each of them depending mainly on one parameter associated with the above sources of error. The discretization residue is based on the numerical scheme and hence can be naturally defined as

\[ R_{disc}^k = -\Delta u_N^k + Vu_N^k + (u_N^k)^3 - \lambda_N^k u_N^k, \] \quad (3.3)

the quantity $\| R_{disc} \|_{H^{-1}}$ then measures the discretization error and depends on the finite dimension $(2N + 1)$ of the Fourier space $X_N$ on which we solve the problem.

The iteration residue is then defined such that $R_N^k = R_{disc} + R_{iter}$. Hence

\[ R_{iter}^k = (u_N^k)^3 - (u_N^{k-1})^3 u_N^k - \lambda_N^{k-1} u_N^{k-1} + \| u_N^k \|_{L^2}^{-1} \lambda_N^{k-1} u_N^{k-1}, \] \quad (3.4)

the quantity $\| R_{iter} \|_{H^{-1}}$ is then the iteration error and depends mainly on the finite number of iterations $k$.

We now relate the error on the functional space $X$ — which is here $\| u - u_N^k \|_{H^1}$ — to the error of this specific problem expressed by an upper bound of the global residue defined previously. Besides the bounds have to be a posteriori computable.
First we express the term \[ \int_{\Omega} \nabla (u - u^k_N) \cdot \nabla v \] that appears in the right-hand side of (3.1) with a maximum of \textit{a posteriori} computable terms (i.e. contributions involving \( u^k_N \) and \( \lambda^k_N \) and not \( u \) nor \( \lambda \)). Then we deal with the remaining terms. Finally we gather everything and get the \textit{a posteriori} estimates. From (1.7), we can write the following equalities, at least in the distributional sense if the functions are not smooth enough.

\[-\Delta(u - u^k_N) = \lambda u - Vu - u^3 + \Delta u^k_N\]
\[= \Delta u^k_N - Vu^k_N - (u^k_N)^3 + \lambda^k_N u^k_N + V(u^k_N - u) + (u^k_N)^3 - u^3\]
\[= -R^k_N + (\lambda - \lambda^k_N)u + \lambda^k_N (u - u^k_N) + V(u^k_N - u) + (u^k_N - u)((u^k_N)^2 + uu^k_N + u^2)\]

Hence

\[\left\| u - u^k_N \right\|_{H^1} = \max_{v \in H^1} \frac{\int_{\Omega} \nabla (u - u^k_N) \cdot \nabla v + \int_{\Omega} (u - u^k_N)v}{\|v\|_{H^1}}\]
\[= \max_{v \in H^1} \frac{1}{\|v\|_{H^1}} \left[ -\langle R^k_N, v \rangle_{X', X} + \int_{\Omega} (\lambda - \lambda^k_N)uv + (\lambda^k_N + 1)\int_{\Omega} (u - u^k_N)v + \int_{\Omega} V(u^k_N - u)v + \int_{\Omega} (u^k_N - u)((u^k_N)^2 + uu^k_N + u^2)v \right].\]

Let us now remark that the maximum in the first line above is achieved for \( v = u - u^k_N \). This allows us to notice that \( \int_{\Omega} (u^k_N - u)((u^k_N)^2 + uu^k_N + u^2)v \) is negative so that

\[\left\| u - u^k_N \right\|_{H^1} \leq \max_{v \in H^1} \frac{1}{\|v\|_{H^1}} \left[ -\langle R^k_N, v \rangle_{X', X} + \int_{\Omega} (\lambda - \lambda^k_N)uv + (\lambda^k_N + 1)\int_{\Omega} (u - u^k_N)v + \int_{\Omega} V(u^k_N - u)v \right].\] (3.5)
The only other terms on the right-hand side above which are not \textit{a posteriori} expressible are \( \lambda - \lambda_N^k \) and \( u - u_N^k \). Following the same lines as in the \textit{a priori} analysis (see (2.24)) and using (1.16) instead of (1.13) we can write

\[
\lambda_N^k - \lambda = \langle (A_u - \lambda)(u_N^k - u), (u_N^k - u) \rangle_{E'} + \int_{\Omega} (u_N^k)^2 (u_N^k - u) + \int_{\Omega} (u_N^k)^2 (u_N^k - u).
\]

From (2.1) we get

\[
|\lambda - \lambda_N^k| \leq M_1 \| u - u_N^k \|_{L^2}^2 + 2 \| (u_N^k)^3 \|_{L^2} \| u - u_N^k \|_{L^2} + \| u_N^k \|_{L^2}^2 \| u - u_N^k \|_{L^2}^2. \quad (3.6)
\]

We now deal with \( \| u - u_N^k \|_{L^2} \). Let us define \( \tilde{u}_N^k \) as the orthogonal projection, for the \( L^2 \) inner product, of \( u_N^k \) on the affine space \( S = \{ v \in L^2(\Omega) \mid \int_{\Omega} uv = 1 \} \). Using the fact that \( \| u_N^k \|_{L^2} = 1 \) for any \( k, N \in \mathbb{N} \) and following the \textit{a priori} analysis, we show that (3.22) and (3.23) hold with \( u_N^k \) instead of \( u_N \) and \( u_N^k \) instead of \( \tilde{u}_N^k \).

Therefore, for any \( \psi_N \in X_N \),

\[
\| u_N^k - u \|_{L^2}^2 = \langle (E''(u) - \lambda)(u_N^k - u), \psi_N \rangle_{X',X} + \langle (E''(u) - \lambda)(u_N^k - u), \psi_{\tilde{u}_N^k - u} - \psi_N \rangle_{X',X} + \| u_N^k - u \|_{L^2}^2 \int_{\Omega} u^3 \psi_{\tilde{u}_N^k - u} + \frac{1}{4} \| u_N^k - u \|_{L^2}^4.
\]

At this step the \textit{a posteriori} proof differs from the \textit{a priori} one: For any \( \psi_N \in X_N \cap u^1 \),

\[
\langle (E''(u) - \lambda)(u_N^k - u), \psi_N \rangle_{X',X} = \langle (-\Delta + V + u^2 - \lambda)(u_N^k - u), \psi_N \rangle_{X',X} + 2 \mu^2 (u_N^k - u, \psi_N)_{X',X} = \langle (-\Delta + V + u^2 - \lambda)(u_N^k - u), \psi_N \rangle_{X',X} + \langle (-\Delta + V + u^2 - \lambda)(u_N^k - u), \psi_N \rangle_{X',X} + 2 \mu^2 (u_N^k - u, \psi_N)_{X',X} = \langle R_N^k, \psi_N \rangle_{X',X} + \langle \lambda_N^k - \lambda \rangle (u_N^k - u, \psi_N)_{X',X} - \| \psi_N \|_{H^1} \| u_N^k - u \|_{L^2}^2 + 2 \mu \| u_N^k - u \|_{L^2}^2 \| \psi_N \|_{L^2}.
\]

where, for this last line, we have used that \( \psi_N \in u^1 \). Hence

\[
\left| \langle (E''(u) - \lambda)(u_N^k - u), \psi_N \rangle_{X',X} \right| \leq \| R_N^k \|_{H^{-1}} \| \psi_N \|_{H^1} + \| \lambda - \lambda_N^k \| \| u_N^k - u \|_{L^2} \| \psi_N \|_{L^2} + \| u_N^k - u \|_{L^2}^2 \| \psi_N \|_{L^2} + 2 \mu \| u_N^k - u \|_{L^2} \| \psi_N \|_{L^2}.
\]

Then from (2.2) for any \( \psi_N \in X_N \cap u^1 \),

\[
\| u_N^k - u \|_{L^2}^2 \leq \| R_N^k \|_{H^{-1}} \| \psi_N \|_{H^1} + \| \lambda - \lambda_N^k \| \| u_N^k - u \|_{L^2} \| \psi_N \|_{L^2} + \| u_N^k - u \|_{L^2}^2 \| \psi_{\tilde{u}_N^k - u} - \psi_N \|_{H^1} + \| u_N^k - u \|_{L^2}^2 \| \psi_{\tilde{u}_N^k - u} - \psi_N \|_{H^1} + \| u_N^k - u \|_{L^2}^2 \| \psi_{\tilde{u}_N^k - u} - \psi_N \|_{H^1} + \frac{1}{4} \| u_N^k - u \|_{L^2}^4. \quad (3.8)
\]
Let \( \psi^0_N \in X_N \cap u^\perp \) be such that

\[
\| \psi^0_N \|_{H^1} = \min_{\psi_N \in X_N \cap u^\perp} \| \psi^0_N - \psi_N \|_{H^1} \leq \| \psi^0_N - u \|_{L^2}.
\]

We remark from the definition of \( \psi^0_N \) and (2.14) that \( \| \psi^0_N \|_{H^1} \leq 2 \| \psi^0_N - u \|_{L^2} \leq 2 \beta^{-1} \| u^k_N - u \|_{L^2} \).

From (3.8) applied to \( \psi^0_N \) we get

\[
\| u^k_N - u \|_{L^2}^2 \leq \frac{2}{\beta} \| \Pi_N R^k_N \|_{H^{-1}} \| u^k_N - u \|_{L^2} + \frac{2}{\beta} \| \lambda - \lambda^k_N \| \| u^k_N - u \|_{L^2}^2 \\
+ \frac{2}{\beta} \| u^k_N - u \|_{L^2}^2 \| u^k_N - u \|_{L^2}^2 + 2 \beta \| u^k_N - u \|_{L^2}^2 \| u^N_N - u \|_{L^2} \\
+ M_3 \| u^k_N - u \|_{H^1} \| \psi^0_N - \psi^0_N \|_{H^1} + \frac{2}{\beta} \| u^k_N - u \|_{L^2}^2 \| u^3_N - u \|_{L^2}^2 + \frac{1}{4} \| u^k_N - u \|_{L^2}^4.
\]

Moreover from (2.36), (at least if \( p \geq 2 \))

\[
\| \psi^0_N - \psi_N \|_{H^1} \leq \left( 1 + \frac{\| \Pi_N u \|_{H^1}}{(a, \Pi_N u)_{L^2}} \right) \min_{\psi_N \in X_N} \| \psi^0_N - \psi_N \|_{H^1} \\
\leq \left( 1 + \frac{\| \Pi_N u \|_{H^1}}{(a, \Pi_N u)_{L^2}} \right) \frac{1}{N} \| \psi^0_N - u \|_{H^2} \\
\leq \frac{C}{N} \left( 1 + \frac{\| \Pi_N u \|_{H^1}}{(a, \Pi_N u)_{L^2}} \right) \| u^k_N - u \|_{L^2} \text{ (from (2.15)), } (3.9)
\]

(note that, if \( p < 2 \) we get \( \| \psi^0_N - \psi^0_N \|_{H^1} \leq \frac{C}{\sqrt{N}} \left( 1 + \frac{\| \Pi_N u \|_{H^1}}{(a, \Pi_N u)_{L^2}} \right) \| u^k_N - u \|_{L^2} \) instead of (3.9) and what follows can be adjusted accordingly)

From (3.6), (3.9) and (1.2) we have

\[
\| u^k_N - u \|_{L^2}^2 \leq \frac{1}{\beta} \| \Pi_N R^k_N \|_{H^{-1}} \| u^k_N - u \|_{L^2} \\
+ \frac{1}{\beta} \left( M_1 \| u - u^k_N \|_{H^1}^2 + 2 \| u^k_N \|_{L^2}^2 \| u - u^k_N \|_{L^2} + \| u^k_N \|_{L^2}^2 \| u - u^k_N \|_{L^2}^2 \right) \| u^k_N - u \|_{L^2}^2 \\
+ \frac{\sqrt{3}}{\beta} \| u^k_N - u \|_{H^1} \| u^N_N + 2 \| u^k_N \|_{L^2} \| u^k_N - u \|_{L^2} \\
+ \frac{C M_3}{N} \left( 1 + \frac{\| \Pi_N u \|_{H^1}}{(a, \Pi_N u)_{L^2}} \right) \| u^k_N - u \|_{H^1} \| u^k_N - u \|_{L^2} \\
+ \frac{1}{\beta} \| u^k_N - u \|_{L^2}^2 \| u^3_N - u \|_{L^2}^2 + \frac{1}{4} \| u^k_N - u \|_{L^2}^4. \quad (3.10)
\]
Simplifying by \( \|u_N^k - u\|_{L^2} \) we get
\[
\left(1 - \frac{1}{\beta} \right) \left( M_1 \|u - u_N^k\|_{L^2}^2 + 2\|u_N^k\|_{L^2} \|u - u_N^k\|_{L^2} + \|u_N^k\|_{L^2}^2 \right) - \frac{\sqrt{3}}{\beta} \|u_N^k - u\|_{H^1} \|u_N^k\|_{L^2} + \frac{1}{\beta} \|u_N^k - u\|_{L^2}^2 \|u_N^k - u\|_{L^2} - \frac{1}{4} \|u_N^k - u\|_{L^2}^2 
\leq \frac{1}{\beta} \|\Pi_N R_N^k\|_{H^{-1}} + \frac{\bar{C}M_3}{N} \left( 1 + \frac{\|\Pi_N u\|_{H^1}}{\|u\|_{L^2}} \right) \|u_N^k - u\|_{H^1}. \quad (3.11)
\]

Since \( \|u - u_N^k\|_{H^1} \xrightarrow{N,k \to \infty} 0 \), for any \( \alpha_1 > 1 \) there exists \( N_{\alpha_1} \in \mathbb{N} \) and \( k_{\alpha_1} \in \mathbb{N} \) such that for any \( N \geq N_{\alpha_1} \), for any \( k \geq k_{\alpha_1} \),
\[
\frac{1}{\beta} \left( M_1 \|u - u_N^k\|_{L^2}^2 + 2\|u_N^k\|_{L^2} \|u - u_N^k\|_{L^2} + \|u_N^k\|_{L^2}^2 \right) + \frac{\sqrt{3}}{\beta} \|u_N^k - u\|_{H^1} \|u_N^k\|_{L^2} + \frac{1}{\beta} \|u_N^k - u\|_{L^2}^2 \|u_N^k - u\|_{L^2} + \frac{1}{4} \|u_N^k - u\|_{L^2}^2 \leq 1 - \frac{1}{\alpha_1}, \quad (3.12)
\]
so that we are left with
\[
\|u_N^k - u\|_{L^2} \leq \frac{\alpha_1}{\beta} \|\Pi_N R_N^k\|_{H^{-1}} + \frac{\alpha_1 \bar{C}M_3}{N} \left( 1 + \frac{\|\Pi_N u\|_{H^1}}{\|u\|_{L^2}} \right) \|u_N^k - u\|_{H^1}. \quad (3.13)
\]

Final step: From (3.5) (where we use the fact that the element that maximizes the expression is e.g. \( v = u - u_N^k \)) and (3.6), we can write that
\[
\|u - u_N^k\|_{H^1} \leq \|R_N^k\|_{H^{-1}} + \|u_N^k\|_{H^1}
+ 2\|u_N^k\|_{L^2} \|u - u_N^k\|_{L^2}
+ \|u_N^k\|_{L^2}^2 \|u - u_N^k\|_{L^2} + \|u_N^k\|_{L^2}
+ \left( 2\|u_N^k\|_{L^2}^2 + |\lambda_N^k + 1| + \|v\|_{L^2} \right) \|u - u_N^k\|_{L^2}
\]
and from (3.13) we write
\[
\|u - u_N^k\|_{H^1} \leq \|R_N^k\|_{H^{-1}} + \|u_N^k\|_{H^1}
+ 2\|u_N^k\|_{L^2} \|u - u_N^k\|_{L^2}
+ \|u_N^k\|_{L^2}^2 \|u - u_N^k\|_{L^2}
+ \left( 2\|u_N^k\|_{L^2}^2 + |\lambda_N^k + 1| + \|v\|_{L^2} \right)
\left( \frac{\alpha_1}{\beta} \|\Pi_N R_N^k\|_{H^{-1}} + \frac{\alpha_1 \bar{C}M_3}{N} \left( 1 + \frac{\|\Pi_N u\|_{H^1}}{\|u\|_{L^2}} \right) \|u_N^k - u\|_{H^1} \right).
\]
Since we have the following a posteriori error bound for any $X$

\[
\|
\begin{aligned}
&u - u_N^k \|_{H^1} \left( 1 - M_1 \| u - u_N^k \|_{H^1} - \| u_N^k \|_{L^2}^2 |u - u_N^k| \right) \\
&- \left( 2 \| \lambda_N^k \|_{L^2} + |\lambda_N^k + 1| + \| V \|_{L^1} \right) \frac{\alpha_1 \tilde{C} M_3}{N} \left( 1 + \frac{\| \Pi_N^k u \|_{H^1}}{(u, \Pi_N^k u)_{L^2}} \right) \\
&\leq \| R_N^k \|_{H^{-1}} + \left( 2 \| \lambda_N^k \|_{L^2} + |\lambda_N^k + 1| + \| V \|_{L^1} \right) \frac{\alpha_1}{\beta} \| R_N^k \|_{H^{-1}}.
\end{aligned}
\]

This expression traduces the a posteriori relation between the error in $H^1$-norm and the global discretization and iteration errors explicit. From the definition of the discretization and iteration residues \((3.3)\) and \((3.4)\) we write

\[
\| u - u_N^k \|_{H^1} \leq \theta \left( \| R_N^k \|_{H^{-1}} + \left( 2 \| \lambda_N^k \|_{L^2} + |\lambda_N^k + 1| + \| V \|_{L^1} \right) \frac{1}{\beta} \| R_N^k \|_{H^{-1}} \right)
\]

with a constant $0 < \theta < 1$ and as close to 1 as we wish as the error goes to zero.

This expression traduces the a posteriori relation between the error in $H^1$-norm and the global residue $R_N^k$. Let us now split the global residue into its two components in order to make the iteration and discretization errors explicit. From the definition of the discretization and iteration residues \((3.3)\) and \((3.4)\) we write

\[
\| u - u_N^k \|_{H^1} \leq \theta \left( \| R_{\text{disc}} + R_{\text{iter}} \|_{H^{-1}} + \left( 1 + \left( 2 \| u_N^k \|_{L^2} + |\lambda_N^k + 1| + \| V \|_{L^1} \right) \frac{1}{\beta} \right) \| R_{\text{iter}} \|_{H^{-1}} \right).
\]
Thus the $H^1$-error can be \emph{a posteriori} bounded by fully computable terms: indeed (i) in dimension 1 the Sobolev constants are known, (ii) for planewave discretization the norm $H^{-1}$ is computable, (iii) moreover the constant $\beta$ has been explicitly expressed in the \emph{a priori} analysis and can be, if not computed directly, at least bounded by a computable term.

4. Numerical results

In this section we gather some numerical results that illustrate the results proven so far, in particular the \emph{a posteriori} analysis of the non-linear eigenvalue problem (1.7). First we provide some results on the properties of the “inverse power” method (1.14), (1.15), (1.16). Then we show that the numerical results are coherent with the \emph{a posteriori} analysis and that the separation of the error components is relevant. We also study the influence of the potential regularity on the $H^1$-convergence and the effect of the variation of the non-linearity on the convergence of the algorithm used to solve the problem.

In the next subsections 4.2, 4.3 and 4.4, we evaluate the \emph{a posteriori} estimators found in the previous section and perform numerical simulations with a potential $V$ given by its Fourier coefficients

\[
\hat{V}_k = -\frac{1}{\sqrt{2\pi}} \frac{1}{|k|^4 - 1},
\]  

from which we deduce that $V \in L^p$ for any $p > 1$. The approximate potential we consider is calculated with 801 coefficients i.e. $k \leq 400$.

**4.1 General framework**

We first verify the convergence of the “inverse power” method (1.14), (1.15), (1.16) for different "strength" of the non-linear contribution. Let us define $\alpha \in \mathbb{R}^+$ the coefficient of non-linearity. Equation (1.7) becomes

\[
\forall v \in X, \int_\Omega \nabla u \cdot \nabla v + \int_\Omega Vuv + \int_\Omega \alpha u^3v = \lambda \int_\Omega uv \\
\int_\Omega u^2 = 1. 
\]  

(4.2)

Taking this coefficient into account, the algorithm we use to solve the equation in the space $X_N$ is similar to (1.14, 1.15, 1.16)

This algorithm converges numerically for small values of $\alpha$. However for large values of $\alpha$ the algorithm does not converge anymore. This non-convergence starts for $\alpha$ in the range of 10. In order to avoid this problem, two solutions have been considered. First the convergence is improved for larger dimension of the space $X_N$. Hence we can increase the dimension in the numerical "exact" space and in the approximate spaces $X_N$. Another solution is to introduce a relaxation coefficient $\eta$, $0 < \eta \leq 1$, such that for each $k$ a relaxation step is added in the algorithm as we define $\tilde{u}_N^k = \eta u_N^k + (1 - \eta)u_N^{k-1}$. This improves the convergence of the algorithm. For example for $N = 80$ and $\eta = 0.3$ the algorithm converges in less than 100 iterations for $\alpha$ up to 15 and the number of iterations required to verify the condition $\|u_N^k - u_N^{k-1}\|_{H^1} < 10^{-12}$ increases from 27 to 80 when $\alpha$ increases from 4 to 15.

In all what follows, $\alpha$ is fixed equal to 1. The numerical "exact solution" is computed in the space $X_{300} = \text{Span}\{e_k, |k| \leq 300\}$, and the number of iterations is pushed so that the global residue defined
above for this numerical “exact solution” is:

\[ \| R_N^{k_{\text{max}}} \|_{H^{-1}} = \| -\Delta u_N^{k_{\text{max}}} + Vu_N^{k_{\text{max}}} + (u_N^{k_{\text{max}}})^3 - \lambda_N^{k_{\text{max}}} u_N^{k_{\text{max}}} \|_{H^{-1}} = 1.7283 \times 10^{-12} \]

which is achieved with \( k_{\text{max}} = 32 \).

The total error is given by the a posteriori bound (3.14), that is

\[ \text{err}_{\text{total}} = \| R_N^{k} \|_{H^{-1}} + \left( 2\| u_N^{k} \|_{L^6}^3 + |\lambda_N^{k} + 1| + \| V \|_{L^1} \right) \frac{1}{B} \| \Pi_N R_N^{k} \|_{H^{-1}} \quad (4.3) \]

Two error components are defined from the bound (3.15): the \( k \)-error and the \( N \)-error which depend respectively mainly on \( k \) and \( N \). More precisely we define the \( k \)-error by

\[ \text{err}_k = \left( 1 + \left( 2\| u_N^{k} \|_{L^6}^3 + |\lambda_N^{k} + 1| + \| V \|_{L^1} \right) \frac{1}{B} \right) \| R_{\text{iter}} \|_{H^{-1}} \quad (4.4) \]

and the \( N \)-error by

\[ \text{err}_N = \| R_{\text{disc}} \|_{H^{-1}} \quad (4.5) \]

Let us notice that the total error is not exactly the sum of the two error components. Indeed

\[ \text{err}_{\text{total}} < \text{err}_k + \text{err}_N, \]

hence \( \text{err}_{\text{total}} \) is a sharper estimate than the sum of the two contributions \( \text{err}_k + \text{err}_N \).

4.2 With a large number of iterations

In this subsection, we compute different approximate solutions using a given large number of iterations and varying the dimension of the Fourier space \( X_N \) (see table 1). The number of iterations is \( k_{\text{max}} = 32 \) in our case for \( N \) between 15 and 100. Recall that this value of \( k_{\text{max}} \) corresponds to the minimum of iterations required to complete the condition the residual is less than \( 10^{-12} \) for \( N = 300 \).

Let us first remark that the total error (4.3) (with \( \theta \) chosen equal to 1) is larger than \( \| u_{\text{exact}} - u_N^{k} \|_{H^1} \), which confirms the fact that the convergence of \( \theta \) to 1 is very fast, since then the total error is an upper bound for \( \| u_{\text{exact}} - u_N^{k} \|_{H^1} \). Secondly the \( k \)-error obtained is close to \( 10^{-12} \) and almost constant which depicts the fact that the \( k \)-error is independent of \( N \) and almost zero when the algorithm has converged. The \( N \)-error is then the main component of the total error and decreases from \( 10^{-6} \) to \( 10^{-10} \).

The total error is very close to \( \| u_{\text{exact}} - u_N^{k} \|_{H^1} \) which shows that the a posteriori bounds found in the previous analysis seem to be close to optimal when the algorithm has converged.

4.3 In large dimension for the discretization space

In this subsection, we compute the approximate solution using a large dimension for the discretization space (\( N = 100 \)) and varying the number of iterations. The number of iterations varies from 1 to 32.

As in the previous subsection we remark that the total error is larger than \( \| u_{\text{exact}} - u_N^{k} \|_{H^1} \).
We observe that $k$ has an influence on the $N$-error so the $N$-error is not independent of $k$ even though it depends mainly on $N$. and is much smaller than the $k$-error during the first iterations (up to a multiplicative factor equal to $10^{-13}$) and becomes constant from $k = 20$: the $N$-error decreases up to $2.10^{-10}$ for $k \geq 20$.

The $k$-error decreases regularly from $10^2$ to $10^{-12}$. The main error component is at first the $k$-error and then the $N$-error for $k$ between 29 and 32.

The factor between the total error and $\|u_{\text{exact}} - u_{\Delta N}\|_{H^1}$ decreases from $10^2$ to 1.2. The large constant for the first iterations can be explained by some inequalities used in the a posteriori analysis verified uniquely for $k$ and $N$ large enough and simulated here starting from $k = 1$. Another possibility is that the negative term deleted in the a posteriori analysis which is of the form $-\int_{\Omega} (u_{\Delta N} - u)^2 ((u_{\Delta N})^2 + u_{\Delta N} + u^2)$ is not small for small $k$ and therefore leads to a big difference between the value of the upper bound and the value of the real error. Taking this term into account in the a posteriori analysis could lead to better numerical results. This is one of the things we try to incorporate in the extension of this paper to the full Density Functional Theory framework.

This illustrates the fact that the $k$-error estimator can be used as a stopping criterion for the convergence of the “inverse power” iterative technique (1.14), (1.15), (1.16).

<table>
<thead>
<tr>
<th>$N$</th>
<th>$k$</th>
<th>$N$-error</th>
<th>$k$-error</th>
<th>Total error</th>
<th>$|u_{\text{exact}} - u_{\Delta N}|_{H^1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>32</td>
<td>1.291758e-06</td>
<td>1.759282e-12</td>
<td>1.291759e-06</td>
<td>1.090845e-06</td>
</tr>
<tr>
<td>20</td>
<td>32</td>
<td>3.636445e-07</td>
<td>1.748157e-12</td>
<td>3.636463e-07</td>
<td>3.109451e-06</td>
</tr>
<tr>
<td>25</td>
<td>32</td>
<td>1.354259e-07</td>
<td>1.738445e-12</td>
<td>1.354277e-07</td>
<td>1.166171e-07</td>
</tr>
<tr>
<td>30</td>
<td>32</td>
<td>6.028068e-08</td>
<td>1.72262e-12</td>
<td>6.028240e-08</td>
<td>5.214103e-08</td>
</tr>
<tr>
<td>35</td>
<td>32</td>
<td>1.674949e-08</td>
<td>1.716547e-12</td>
<td>1.675121e-08</td>
<td>1.166171e-07</td>
</tr>
<tr>
<td>40</td>
<td>32</td>
<td>9.904824e-09</td>
<td>1.710638e-12</td>
<td>9.906538e-09</td>
<td>8.627907e-09</td>
</tr>
<tr>
<td>45</td>
<td>32</td>
<td>6.188268e-09</td>
<td>1.704587e-12</td>
<td>6.189979e-09</td>
<td>5.397729e-09</td>
</tr>
<tr>
<td>50</td>
<td>32</td>
<td>4.042411e-09</td>
<td>1.701410e-12</td>
<td>4.044119e-09</td>
<td>3.529819e-09</td>
</tr>
<tr>
<td>55</td>
<td>32</td>
<td>2.739745e-09</td>
<td>1.698396e-12</td>
<td>2.741451e-09</td>
<td>2.394466e-09</td>
</tr>
<tr>
<td>60</td>
<td>32</td>
<td>1.915264e-09</td>
<td>1.675139e-12</td>
<td>1.916966e-09</td>
<td>1.675139e-09</td>
</tr>
<tr>
<td>65</td>
<td>32</td>
<td>1.374711e-09</td>
<td>1.662118e-12</td>
<td>1.376420e-09</td>
<td>1.203118e-09</td>
</tr>
<tr>
<td>70</td>
<td>32</td>
<td>1.009446e-09</td>
<td>1.649087e-12</td>
<td>1.01148e-09</td>
<td>8.839268e-10</td>
</tr>
<tr>
<td>75</td>
<td>32</td>
<td>7.560881e-10</td>
<td>1.636055e-12</td>
<td>7.577872e-10</td>
<td>6.623852e-10</td>
</tr>
<tr>
<td>80</td>
<td>32</td>
<td>5.762858e-10</td>
<td>1.623023e-12</td>
<td>5.779929e-10</td>
<td>5.050752e-10</td>
</tr>
<tr>
<td>85</td>
<td>32</td>
<td>4.460840e-10</td>
<td>1.610991e-12</td>
<td>4.477886e-10</td>
<td>3.911054e-10</td>
</tr>
<tr>
<td>90</td>
<td>32</td>
<td>3.500942e-10</td>
<td>1.598959e-12</td>
<td>3.517989e-10</td>
<td>3.070460e-10</td>
</tr>
<tr>
<td>95</td>
<td>32</td>
<td>2.781826e-10</td>
<td>1.586927e-12</td>
<td>2.798763e-10</td>
<td>2.440477e-10</td>
</tr>
<tr>
<td>100</td>
<td>32</td>
<td>2.781826e-10</td>
<td>1.574895e-12</td>
<td>2.798763e-10</td>
<td>2.440477e-10</td>
</tr>
</tbody>
</table>

Table 1. Error components evolution with large number of iterations
A POSTERIORI ANALYSIS OF A NON-LINEAR EIGENVALUE PROBLEM

### Table 2. Error components evolution in large dimensional space

<table>
<thead>
<tr>
<th>N</th>
<th>k</th>
<th>N-error</th>
<th>k-error</th>
<th>Total error</th>
<th>$| u_{\text{exact}} - u_N^k |_{H^1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1</td>
<td>4.493523e-02</td>
<td>1.355092e+02</td>
<td>1.355542e+02</td>
<td>1.740224e+00</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
<td>1.025217e-02</td>
<td>7.378567e+00</td>
<td>7.38819e+00</td>
<td>5.74721e-01</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>2.054271e-03</td>
<td>7.885111e-01</td>
<td>7.909053e-01</td>
<td>9.440197e-02</td>
</tr>
<tr>
<td>100</td>
<td>7</td>
<td>2.137739e-04</td>
<td>9.629828e-02</td>
<td>9.651205e-02</td>
<td>1.423893e-02</td>
</tr>
<tr>
<td>100</td>
<td>9</td>
<td>2.694329e-06</td>
<td>1.943385e-03</td>
<td>1.947069e-03</td>
<td>2.936079e-04</td>
</tr>
<tr>
<td>100</td>
<td>11</td>
<td>3.170146e-07</td>
<td>2.756909e-04</td>
<td>2.762079e-04</td>
<td>4.170375e-05</td>
</tr>
<tr>
<td>100</td>
<td>13</td>
<td>3.712565e-08</td>
<td>3.911323e-05</td>
<td>3.918636e-05</td>
<td>5.918803e-06</td>
</tr>
<tr>
<td>100</td>
<td>15</td>
<td>1.036984e-08</td>
<td>5.549499e-06</td>
<td>5.559869e-06</td>
<td>8.398648e-07</td>
</tr>
<tr>
<td>100</td>
<td>17</td>
<td>1.496524e-09</td>
<td>7.873990e-07</td>
<td>7.88955e-07</td>
<td>1.191691e-07</td>
</tr>
<tr>
<td>100</td>
<td>19</td>
<td>3.477196e-10</td>
<td>1.117222e-07</td>
<td>1.120699e-07</td>
<td>1.691028e-08</td>
</tr>
<tr>
<td>100</td>
<td>21</td>
<td>2.797530e-10</td>
<td>1.585204e-08</td>
<td>1.613179e-08</td>
<td>2.411285e-09</td>
</tr>
<tr>
<td>100</td>
<td>23</td>
<td>2.782143e-10</td>
<td>2.249220e-09</td>
<td>2.527435e-09</td>
<td>4.186479e-10</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>2.781833e-10</td>
<td>3.191342e-10</td>
<td>5.973175e-10</td>
<td>2.487320e-10</td>
</tr>
<tr>
<td>100</td>
<td>27</td>
<td>2.781826e-10</td>
<td>4.527943e-11</td>
<td>3.234621e-10</td>
<td>2.441369e-10</td>
</tr>
<tr>
<td>100</td>
<td>29</td>
<td>2.781826e-10</td>
<td>6.421043e-12</td>
<td>2.846073e-10</td>
<td>2.440488e-10</td>
</tr>
<tr>
<td>100</td>
<td>31</td>
<td>2.781826e-10</td>
<td>2.420327e-12</td>
<td>2.806030e-10</td>
<td>2.440478e-10</td>
</tr>
<tr>
<td>100</td>
<td>32</td>
<td>2.781826e-10</td>
<td>4.527943e-12</td>
<td>2.806030e-10</td>
<td>2.440478e-10</td>
</tr>
</tbody>
</table>

4.4 **Error balance**

We would now like to minimize the computational cost necessary to reach a given acceptable total error. So given a small number $\varepsilon$, we want to find $N$ and $k$ as small as possible such that the total error is not larger than $\varepsilon$. As the total error is less than the sum of two error components depending respectively mainly on $k$ or $N$, we try to balance the two error components.

Let $\varepsilon$ be the total acceptable error. The aim is to find $(N, k)$ such that $\text{err}_{\text{total}} < \varepsilon$. The algorithm used is the following:

1. Set $N = 10$ and $k = 1$. Choose an initial pair $(u_N^0, \lambda_N^0)$.
2. From $(u_N^{k-1}, \lambda_N^{k-1})$, find $(u_N^k, \lambda_N^k)$ solution of (1.14) and (1.16).
3. Compute $\text{err}_{\text{total}}$
   - If $\text{err}_{\text{total}} < \varepsilon$, then return $(N, k)$
   - Else compute $\text{err}_N$ and $\text{err}_k$
     - If $\text{err}_k > \text{err}_N$ then back to 2 with $k = k + 1$.
     - Else back to 1 with $N = N + 2$.

The table 3 shows the results of this study. Both the number of iterations and the dimension necessary to achieve a given accuracy increase when the accuracy increases.
It is interesting to note that the way $k$ and $N$ increase as the error decreases in the following manner $k = -2.27\log(\text{err}_k) + 4.45$ while $\log(N) = -0.224\log(\text{err}_N) - 0.144$, the figure 1 illustrates this point. Note that $N$ is 10 at the beginning of the error balance which explains the left part of the right figure.

5. Conclusions

In this paper we have proposed a completely new a posteriori analysis for the solution technique applied to a simple nonlinear eigenvalue problem. The estimator is indeed cut into two pieces, each one dedicated to characterize the error due to the number of degrees of freedom used to discretize the problem and the number of iteration for the fixed point approach allowing to solve the non-linear problem. The numerical simulations that have been provided show that the very precise analysis that can be done on this one dimensional example is optimal since the ratio between the error estimate and the exact error appears close to 1. The extension of these ideas and techniques to a more complex framework of the Kohn-Sham problem is under consideration, following the techniques presented in (3).
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FIG. 1. Left: $k$ evolution as $err_k$ decreases (linear fit in log-scale for $err_k$). Right: $N$ evolution as $err_N$ decreases (linear fit in loglog-scale).