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#### Abstract

We present in this work a newly developed time-dependent 3D multigroup discrete ordinates ( $S_{n}$ ) neutron transport solver to obtain accurate solutions to the kinetic neutron transport equation on reactor cores. The implemented module has been included in a code called MINARET, which is developed at CEA in the framework of the APOLLO3® project. Given that the main obstacle in the use of this type of accurate solver relies in the long computational times that the resolution requires, the MINARET solver has been used in the present work as a support for a study about sequential and parallel acceleration techniques. A particular focus will be given to the parallel acceleration techniques, where we will present results about the parallelization of two of the variables involved in our equation: the angular directions and the time. This last variable has been parallelized by a (time) domain decomposition method called the parareal in time algorithm.


Keywords: MINARET; neutronics; neutron transport; parareal in time algorithm; parallel algorithm; unsteady phenomena

## 1. Introduction

In the framework of numerical simulations, the advances of computing architectures in the last decades have resulted in a progressive replacement of traditional coarse models by ever-increasing finer ones. Historically speaking, this trend has been possible on a first stage thanks to the advances of computer power capabilities per machine.

In the field of nuclear core calculations and, more particularly, regarding the deterministic resolution of the timedependent neutron transport equation, the enhanced processor capabilities have led to significant advances. Indeed, the quite recent developments of the 2D time-dependent transport code DORT-TD [1] and its posterior extended three dimensional version TORT-TD (and even its coupling with thermal-hydraulics codes [2]) confirm this fact and have proven that the traditional diffusion [3], improved quasi-static [4] or point kinetics [5] traditional approximations can nowadays start to be overcome. While this represents a significant progress for security assessment, the long computing times of neutron transport remain still nowadays the main obstacle to face in order to definitely use transport on a regular basis. In this framework, the present work is a contribution to show that the resolution of the time dependent neutron transport equation in realistic 3D geometries is feasible in a reasonable amount of time by the use of modern parallel computer architectures together with innovative numerical schemes.

For this purpose, we start by presenting in sections 2 and 3 the newly developed time dependent 3D multigroup discrete ordinates neutron transport code that has been included in the MINARET solver (which is a tool developed at CEA in the framework of the APOLLO3® project, [6]). In particular, in section 2 some properties and notations of the equation (that depends on time, energy, angular and space variables) will be recalled and section 3 will be devoted to the set of discretizations applied to each of the variables together with the numerical iterative schemes that have been implemented.

We will after come to the sequential and parallel acceleration techniques that we have explored to accelerate the computations. Our numerical results will be related to a 3D test case described in section 4 . In section 5, we will present the two traditional sequential accelerations that have been included (the Chebyshev extrapolation and the

Diffusion Synthetic Acceleration) and provide some numerical evidences of their efficiency. We will also explain how extra speed-ups can be obtained by the choice of an appropriate starting guess in the outer iterations.

The remaining sections will be devoted to the main contribution of the present work, which consists in the acceleration of MINARET by the parallelization of some of the present variables. Section 6 deals with the technique implemented to parallelize the angular variable (following the previous work of [7]). In section 7, a study about the additional speed-up that can be obtained if this angular parallelization is coupled with the parallelization of the time variable will be presented. This task has been performed by a domain decomposition method called the parareal in time algorithm (see [8] [9] [10] for its theoretical foundations) and has been implemented following the preliminary analysis of [11] [12] where this technique was successfully applied to the time-dependent neutron diffusion equation. We will propose an extension of the classical theoretical expected speed-up formulae (summarized in, e.g. [13]) in order to take into account the coupling of parareal with other iterative methods in a more realistic way. The comparison of these formulae with the results obtained with MINARET in a numerical test case will highlight the potentialities of parareal to accelerate long time transport computations thanks to a negligible impact of the communication time between processors.

The methods used to parallelize the angular and temporal variables are not the only possibility to exploit concurrency: the parallelization of the energy variable seems to be a promising field to explore to accelerate calculations as outlined in [14]. Regarding the spatial variables however, because of the hyperbolic nature of the space in the transport equation, the spatial domain decomposition techniques existing for elliptic problems (like the ones explored in [15] for the steady-state neutron $S P_{n}$ equations) cannot be applied and the efficient decomposition of the spatial domain in the transport equation represents still nowadays a difficult problem. It will nevertheless be discussed in section 7.4 how the parareal in time algorithm could be used for the parallelization of the spatial variables in transport equations (as an alternative to other domain decomposition methods explored for this kind of problem like the works of [16] [17]).

## 2. The time-dependent neutron transport equation

The evolution of the angular flux $\psi$ of neutrons in a reactor core $\mathcal{R}$ is governed by a linear Bolzman equation whose terms physically express a balance between the free neutrons that are created and that disappear in the core. We will consider here the three-dimensional case $\left(\mathcal{R} \subset \mathbb{R}^{3}\right)$ where $\psi$ depends on 7 variables, namely the time $t \in[0, T]$, the position within the reactor denoted as $\boldsymbol{r} \in \mathcal{R}$, the velocity of the neutrons $\boldsymbol{v}=\sqrt{2 E / m} \omega$ where $E \in\left[E_{\min }, E_{\max }\right]$ stands for the energy of the neutron, $\omega=\frac{\boldsymbol{v}}{|\boldsymbol{v}|} \in \mathbb{S}_{2}$ stands for the direction of the velocity and $m$ is the mass of the neutron. We will have $\boldsymbol{v} \in \mathcal{V}$, where $\mathcal{V}=\mathbb{S}_{2} \times\left[E_{\min }, E_{\max }\right]$ is a compact subset of $\mathbb{R}^{3}$. The fission chain reaction that takes place inside the core leads to the presence of some radioactive isotopes that emit neutrons with a given delay (we refer to them as precursors of delayed neutrons). This phenomenon must be taken into account in our balance equation, hence the coupling of the Bolzman equation with a set of first order ODE's expressing the evolution in $\mathcal{R}$ of the precursors' concentration that will be denoted as $\mathbf{C}=\left\{C_{\ell}\right\}_{\in \in\{1, \ldots, L\}}$.

The set $(\psi, \mathbf{C})$ is thus the solution to the following initial value problem over the domain $\mathcal{D}=\{(t, \boldsymbol{r}, \omega, E) \in$ $\left.[0, T] \times \mathcal{R} \times \mathbb{S}_{2} \times\left[E_{\min }, E_{\max }\right]\right\}:$
where $\phi(t, \boldsymbol{r}, E)=\int_{\mathbb{S}_{2}} \psi\left(t, \boldsymbol{r}, \omega^{\prime}, E\right) d \omega^{\prime}$ is the scalar flux and the following operator notations have been used:

- $L \psi(t, \boldsymbol{r}, \omega, E)=\left(\omega . \nabla+\sigma_{t}(t, \boldsymbol{r}, E)\right) \psi(t, \boldsymbol{r}, \boldsymbol{\omega}, E)$ is the advection operator,
- $H \psi(t, \boldsymbol{r}, \omega, E)=\int_{\mathbb{S}_{2}} \int_{E^{\prime}=E_{\min }}^{E_{\max }} \sigma_{s}\left(t, \boldsymbol{r}, \omega^{\prime} \rightarrow \boldsymbol{\omega}, E^{\prime} \rightarrow E\right) \psi\left(t, \boldsymbol{r}, \omega^{\prime}, E^{\prime}\right) d E^{\prime} d \omega^{\prime}$ is the scattering operator,
- $F \psi(t, \boldsymbol{r}, \omega, E)=\frac{\chi_{p}(t, \boldsymbol{r}, E)}{4 \pi} \int_{E^{\prime}=E_{\min }}^{E_{\max }}\left(1-\beta\left(t, \boldsymbol{r}, E^{\prime}\right)\right)\left(v \sigma_{f}\right)\left(t, \boldsymbol{r}, E^{\prime}\right) \phi\left(t, \boldsymbol{r}, E^{\prime}\right) d E^{\prime}$ is the prompt fission operator,

In the enlisted terms, $\sigma_{t}(t, \boldsymbol{r}, E)$ denotes the total cross-section and $\sigma_{s}\left(t, \boldsymbol{r}, \omega^{\prime} \rightarrow \omega, E^{\prime} \rightarrow E\right)$ is the scattering crosssection from energy $E^{\prime}$ and direction $\omega^{\prime}$ to energy $E$ and direction $\omega . \sigma_{f}(t, \boldsymbol{r}, E)$ is the fission cross-section. $v(t, \boldsymbol{r}, E)$ is the average number of neutrons emitted and $\chi_{p}(t, \boldsymbol{r}, E)$ and $\chi_{d, \ell}(t, \boldsymbol{r}, E)$ are respectively the prompt spectrum and the delayed spectrum of precursor $\ell . \lambda_{\ell}$ and $\beta_{\ell}(t, \boldsymbol{r}, E)$ are the decay constant and the delayed neutron fraction of precursor $\ell$ respectively and $\beta(t, \boldsymbol{r}, E)=\sum_{\ell=1}^{L} \beta_{\ell}(t, \boldsymbol{r}, E)$.

We will work with initial conditions $\psi^{0}$ and $C_{\ell, 0}$ at $t=0$ and vacuum boundary conditions over $\partial \mathcal{R}$, i.e.

$$
\left\{\begin{array}{l}
\psi=0, \text { on }[0, T] \times \partial \mathcal{R}_{-} \times \mathbb{S}_{2} \times \mathbb{R}_{+} \\
\psi(0, .)=\psi^{0}(.), \text { on } \mathcal{R} \times \mathbb{S}_{2} \times \mathbb{R}_{+} \\
C_{\ell}(0, .)=C_{\ell, 0}(.) \text { on } \mathcal{R}
\end{array}\right.
$$

where $\partial \mathcal{R}_{-}:=\{\boldsymbol{r} \in \partial \mathcal{R} \mid \omega \cdot \vec{n}<0\}$ denotes the part of the boundary where the angular flux is incoming. The knowledge of the initial conditions $\psi^{0}$ and $C_{\ell, 0}$ is a complex issue in itself. In nuclear safety computations like the ones we are interested in, it is of special interest to analyze transients starting from a stable state of the core. The derivation of this state is related to an eigenvalue problem whose foundations are very well established. We refer to [5] and [18] for physical and mathematical aspects of it and to [19] for numerical details about its computation in the MINARET solver.

Remark 2.1 (A diffusion problem as an approximation to the transport equation (1)). Under some given physical hypothesis (see, e.g. [5] and [18]), the angular mean value $\phi(t, \boldsymbol{r}, E)=\int_{\mathbb{S}_{2}} \psi\left(t, \boldsymbol{r}, \omega^{\prime}, E\right) d \omega^{\prime}$ of the angular flux $\psi(t, \boldsymbol{r}, \omega, E)$ satisfies a diffusion equation that has the advantage of being much less computationally expensive than the transport equation from the memory storage and from the computational time point of view. Although the present work deals with the resolution of the transport equation (1), the existence of such surrogate approximation will be used in our case in some acceleration techniques.

## 3. Discretization and implementation in the MINARET solver

With the exception of some simple cases (see [5] for further references) where problem (1) can exactly be solved, the resolution of (1) needs to be numerically addressed and requires discretizations and approximations of the involved variables. The MINARET solver uses traditional discretization techniques and this section briefly explains them by putting special stress on the iterative numerical schemes that have been implemented.

We start by discretizing the energy variable and deriving the multigroup version of equation (1). The strategy is based on the division of the energy interval into $G$ subintervals: $\left[E_{\min }, E_{\max }\right]=\left[E_{G}, E_{G-1}\right] \cup \cdots \cup\left[E_{1}, E_{0}\right]$. For $1 \leq g \leq G$, we denote by $\psi^{g}$ the approximation of $\psi$ in the subinterval $\left[E_{g}, E_{g-1}\right]$. Further, let $[0, T]=\bigcup_{n=0}^{N-1}\left[t_{n}, t_{n+1}\right]$ be a division of the full time interval and $\Delta T_{n+1}=t_{n+1}-t_{n}$. An Euler-backward scheme for the time variable is then applied. Let $\psi^{g, n}(\boldsymbol{r}, \boldsymbol{\omega})$ be the approximation of $\psi(t, \boldsymbol{r}, \omega, E)$ at time $t=t_{n}$ and for $E \in\left[E_{g}, E_{g-1}\right]$. Given $\left\{\psi^{g, n}(\boldsymbol{r}, \boldsymbol{\omega})\right\}_{g=1}^{G}$, the set of unknowns $\left\{\psi^{g, n+1}(\boldsymbol{r}, \omega)\right\}_{g=1}^{G}$ for the time $t_{n+1}$ is the solution of the following set of coupled source problems:

$$
\left\{\begin{array}{l}
\text { Find over } \mathcal{R} \times \mathbb{S}_{2} \text { the angular flux } \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega}) \text { that is the solution of: }  \tag{2}\\
\left(L^{g}-H^{g}-\tilde{F}^{g}-\tilde{Q}^{g}\right) \psi^{g, n+1}(\boldsymbol{r}, \omega)=\tilde{S}^{g, n}(\boldsymbol{r}, \boldsymbol{\omega}), \quad \forall g \in\{1, \ldots, G\}
\end{array}\right.
$$

The following notations have been used:

- $\tilde{S}^{g, n}(\boldsymbol{r}, \omega):=\frac{\psi^{g, n}(\boldsymbol{r}, \omega)}{V^{g} \Delta T_{n+1}}$, where $V^{g}$ is the average velocity of the neutrons whose energy belong to the interval $\left[E_{g}, E_{g-1}\right]$. Note that for the computation of $\psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})$, the term $\tilde{S}^{g, n}(\boldsymbol{r}, \boldsymbol{\omega})$ is known and is a source for the equation.
- $L^{g} \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=\left(\omega . \nabla+\left(\sigma_{t}^{g, n+1}(\boldsymbol{r})+\frac{1}{V^{g} \Delta T_{n+1}}\right)\right) \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})$
- $H^{g} \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=\sum_{g^{\prime}=1}^{G} H^{g^{\prime} \rightarrow g} \psi^{g^{\prime}, n+1}(\boldsymbol{r}, \boldsymbol{\omega})$, with
$H^{g^{\prime} \rightarrow g} \psi^{g^{\prime}, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=\int_{\mathbb{S}_{2}} \sigma_{s}^{g^{\prime} \rightarrow g, n+1}\left(\boldsymbol{r}, \boldsymbol{\omega}^{\prime} \rightarrow \boldsymbol{\omega}\right) \psi^{g^{\prime}, n+1}\left(\boldsymbol{r}, \boldsymbol{\omega}^{\prime}\right) d \boldsymbol{\omega}^{\prime}$.
- $\tilde{F}^{g} \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=\frac{\chi_{p}^{g, n+1}(\boldsymbol{r})}{4 \pi} \sum_{g^{\prime}=1}^{G}\left(1-\beta^{g^{\prime}, n+1}(\boldsymbol{r})\right)\left(v \sigma_{f}\right)^{g^{\prime}, n+1}(\boldsymbol{r}) \phi^{g^{\prime}, n+1}(\boldsymbol{r})$, where $\phi^{g, n+1}(\boldsymbol{r})=\int_{\mathbb{S}_{2}} \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega}) d \omega^{\prime}, \forall g \in$ $\{1, \ldots, G\}$.
- $\tilde{Q}^{g} \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=\sum_{\ell=1}^{L} \lambda_{\ell} \chi_{d, \ell}^{g, n+1}(\boldsymbol{r}) C_{\ell}^{n+1}(\boldsymbol{r})$

The coefficients $\sigma_{t}^{g, n+1}(\boldsymbol{r}), \sigma_{s}^{g^{\prime} \rightarrow g, n+1}\left(\boldsymbol{r}, \boldsymbol{\omega}^{\prime} \rightarrow \boldsymbol{\omega}\right),\left(v \sigma_{f}\right)^{g, n+1}, \chi_{p}^{g, n+1}(\boldsymbol{r})$ and $\chi_{d, \ell}^{g, n+1}(\boldsymbol{r})$ correspond to energy average values in $\left[E_{g}, E_{g-1}\right]$ at time $t=t_{n}$ of the coefficients $\sigma_{t}(t, \boldsymbol{r}, E), \sigma_{s}\left(t, \boldsymbol{r}, \omega^{\prime} \rightarrow \omega, E^{\prime} \rightarrow E\right), \sigma_{f}(t, \boldsymbol{r}, E), v(t, \boldsymbol{r}, E), \chi_{p}(t, \boldsymbol{r}, E)$ and $\chi_{d, \ell}(t, \boldsymbol{r}, E)$. We also have $\beta^{g, n+1}(\boldsymbol{r})=\sum_{\ell=1}^{L} \beta_{\ell}^{g, n+1}(\boldsymbol{r})$. The Euler backward scheme applied to the precursors' equation provides $C_{\ell}^{n+1}(\boldsymbol{r})$ for any $\ell \in\{1, \ldots, L\}$ :

$$
\begin{equation*}
C_{\ell}^{n+1}(\boldsymbol{r})=\frac{1}{1+\lambda_{\ell} \Delta T_{n+1}} C_{\ell}^{n}(\boldsymbol{r})+\frac{\Delta T_{n+1}}{1+\lambda_{\ell} \Delta T_{n+1}} \sum_{g^{\prime}=1}^{G} \beta_{\ell}^{g^{\prime}, n+1}(\boldsymbol{r})\left(v \sigma_{f}\right)^{g^{\prime}, n+1}(\boldsymbol{r}) \phi^{g^{\prime}, n+1}(\boldsymbol{r}) \tag{3}
\end{equation*}
$$

The insertion of (3) into (2) finally yields the set of source problems:

$$
\left\{\begin{array}{l}
\text { Find over } \mathcal{R} \times \mathbb{S}_{2} \text { and } \forall g \text { the angular flux } \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega}) \text { that is the solution of: }  \tag{4}\\
\left(L^{g}-H^{g}-F^{g}\right) \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=S^{g, n}(\boldsymbol{r}, \boldsymbol{\omega}),
\end{array}\right.
$$

where:

- $F^{g} \psi^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=\sum_{g^{\prime}=1}^{G} F^{g^{\prime}, g} \psi^{g^{\prime}, n+1}$ and

$$
F^{g^{\prime}, g} \psi^{g^{\prime}, n+1}=\left(\frac{\chi_{p}^{g, n+1}(\boldsymbol{r})}{4 \pi}\left(1-\beta^{g^{\prime}, n+1}(\boldsymbol{r})\right)+\sum_{\ell=1}^{L} \frac{\lambda_{\ell} \beta_{\ell}^{g^{\prime}} \chi_{d, \ell}^{g} \Delta T_{n+1}}{1+\lambda_{\ell} \Delta T_{n+1}}\right)\left(v \sigma_{f}\right)^{g^{\prime}, n+1}(\boldsymbol{r}) \phi^{g^{\prime}, n+1}(\boldsymbol{r})
$$

- $S^{g, n}(\boldsymbol{r}, \boldsymbol{\omega}):=\frac{\psi^{g, n}(\boldsymbol{r}, \boldsymbol{\omega})}{V^{g} \Delta T_{n+1}}+\frac{1}{1+\lambda_{\ell} \Delta T_{n+1}} C_{\ell}^{n}(\boldsymbol{r})$.

Because of the coupling in the energy variable, system (4) is iteratively solved with a numerical method that we will call "generalized Gauss-Seidel scheme" (these are the so called "outer iterations" in neutronics). The scheme goes as follows: let $\psi_{(M)}^{g, n+1}$ be the approximation of $\psi^{g, n+1}$ at iteration number $M$. If we denote

$$
\boldsymbol{\psi}^{\boldsymbol{n + 1}}=\left(\begin{array}{c}
\psi^{1, n+1}  \tag{5}\\
\psi^{2, n+1} \\
\vdots \\
\psi^{G, n+1}
\end{array}\right) \quad ; \quad \boldsymbol{S}^{\boldsymbol{n}}=\left(\begin{array}{c}
S^{1, n} \\
S^{2, n} \\
\vdots \\
S^{G, n}
\end{array}\right)
$$

then the scheme reads:

$$
\left\{\begin{array}{l}
M_{G, G} \Psi_{(M+1)}^{n+1}=N_{G, G} \psi_{(M)}^{n+1}+S^{n}  \tag{6}\\
\phi_{(M=0)}^{n+1} \text { given, }
\end{array}\right.
$$

where $A_{G, G}=M_{G, G}-N_{G, G}$, with

$$
M_{G, G}=\left(\begin{array}{cccc}
L^{1}-H^{1 \rightarrow 1} & 0 & \cdots & 0  \tag{7}\\
-H^{1 \rightarrow 2} & L^{2}-H^{2 \rightarrow 2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-H^{1 \rightarrow G} & -H^{2 \rightarrow G} & \cdots & L^{G}-H^{G \rightarrow G}
\end{array}\right)
$$

and

$$
N_{G, G}=\left(\begin{array}{cccc}
F^{1,1} & H^{2 \rightarrow 1}+F^{2,1} & \cdots & H^{G \rightarrow 1}+F^{G, 1}  \tag{8}\\
F^{1,2} & F^{2,2} & \cdots & H^{G \rightarrow 2}+F^{G, 2} \\
\vdots & \vdots & \ddots & \vdots \\
F^{1, G} & F^{2, G} & \cdots & F^{G, G}
\end{array}\right)
$$

Note that the difference between this scheme and a traditional Gauss-Seidel lies in the "explicit" treatment of the fission terms $F^{g^{\prime}, g}$ for $g^{\prime} \leq g$.

Remark 3.1. Despite the fact that we look for angular fluxes, in (6) the initial guess $\boldsymbol{\phi}_{(M=0)}^{n+1}$ corresponds to flux moments. This is due to the fact that our iterative scheme is built such that one does not need to give initial angular flux guesses but only flux moments.

It has been proven in chapter 1 of [20] (theorem 1.6.1) that this scheme converges for small enough time steps. In MINARET, the iterations are performed until the average error in the scalar flux

$$
\begin{equation*}
e_{\text {outer }}^{n+1}(M+1):=\frac{\sum_{g=1}^{G} \int_{\mathcal{R}}\left|\phi_{(M+1)}^{g, n+1}-\phi_{(M)}^{g, n+1}\right| \phi_{(M+1)}^{g, n+1} d \boldsymbol{r}^{\prime}}{\sum_{g=1}^{G} \int_{\mathcal{R}} \phi_{(M+1)}^{g, n+1} \phi_{(M+1)}^{g, n+1} d \boldsymbol{r}^{\prime}} \tag{9}
\end{equation*}
$$

goes below a given convergence threshold $\varepsilon_{\text {outer }}$. The convergence property implies that the choice of $\boldsymbol{\phi}_{(M=\mathbf{0})}^{n+1}$ will have an impact on the number of iterations required to achieve a given tolerance $\varepsilon_{\text {outer }}$ but not in the convergence itself. The most usual choice is to take $\phi_{(M=0)}^{n+1}=\phi_{(\infty)}^{n}$, where the subscript $\infty$ denotes converged values of the flux. As will be outlined in section 5, there might be cleverer choices than $\phi_{(\infty)}^{n}$ to minimize the number of iterations required to converge.

For a given iteration $M$ and a given energy group $g$, the problem to be solved reads:

$$
\begin{align*}
& \left(L^{g}-H^{g \rightarrow g}\right) \psi_{(M+1)}^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega}) \\
& \quad=\sum_{g^{\prime}<g} H^{g^{\prime} \rightarrow g} \psi_{(M+1)}^{g^{\prime}, n+1}+\sum_{g^{\prime}>g} H^{g^{\prime} \rightarrow g} \psi_{(M)}^{g^{\prime}, n+1}+\sum_{g^{\prime}=1}^{G} F^{g^{\prime}, g} \psi_{(M)}^{g^{\prime}, n+1}+S^{g, n}(\boldsymbol{r}, \boldsymbol{\omega}) \tag{10}
\end{align*}
$$

which is a monoenergetic problem of the form:

$$
\begin{equation*}
\omega . \nabla \psi(\boldsymbol{r}, \boldsymbol{\omega})+\sigma_{t}(\boldsymbol{r}) \psi(\boldsymbol{r}, \boldsymbol{\omega})-\int_{\mathbb{S}_{2}} \sigma_{s}\left(\boldsymbol{r}, \boldsymbol{\omega}^{\prime} \rightarrow \boldsymbol{\omega}\right) \psi\left(\boldsymbol{r}, \boldsymbol{\omega}^{\prime}\right) d \boldsymbol{\omega}^{\prime}=q(\boldsymbol{r}, \boldsymbol{\omega}), \forall(\boldsymbol{r}, \boldsymbol{\omega}) \in \mathcal{R} \times \mathbb{S}_{2} \tag{11}
\end{equation*}
$$

where the terms $\sigma_{t}, \sigma_{s}, q$ must be understood as generic notations whose definition must be coherent with equation (10). Since equation (11) is integral in the angular variable and differential in space, a second numerical scheme is
performed (called "inner or source iterations"). If $\psi_{(M, m)}^{g, n+1}$ is the approximation of $\psi_{(M)}^{g, n+1}$ at the $m-t h$ inner iteration, then $\psi_{(M, m+1)}^{g, n+1}$ is the solution of:

$$
\begin{equation*}
L^{g} \psi_{(M, m+1)}^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=H^{g \rightarrow g} \psi_{(M, m)}^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})+\tilde{S}(\boldsymbol{r}, \boldsymbol{\omega}) \tag{12}
\end{equation*}
$$

with

$$
\tilde{S}(\boldsymbol{r}, \boldsymbol{\omega})=\sum_{g^{\prime}<g} H^{g^{\prime} \rightarrow g} \psi_{(M+1)}^{g^{\prime}, n+1}+\sum_{g^{\prime}>g} H^{g^{\prime} \rightarrow g} \psi_{(M)}^{g^{\prime}, n+1}+\sum_{g^{\prime}=1}^{G} F^{g^{\prime}, g} \psi_{(M)}^{g^{\prime}, n+1}+S^{g, n}(\boldsymbol{r}, \boldsymbol{\omega}) .
$$

It has been shown in [20] (section 1.6.1.2 of chapter 1) that this strategy is equivalent to a Richardson scheme. The iterations are performed until the relative error

$$
\begin{equation*}
e_{\text {inner }}^{g, n+1}(m+1):=\frac{\left\|\phi_{(M, m+1)}^{g, n+1}-\phi_{(M, m)}^{g, n+1}\right\|_{L^{2}(\mathcal{R})}}{\left\|\phi_{(M, 1)}^{g, n+1}-\phi_{(M, 0)}^{g, n+1}\right\|_{L^{2}(\mathcal{R})}} \tag{13}
\end{equation*}
$$

goes below a given convergence threshold $\varepsilon_{i n n e r}$.
The angular discretization of equation (11) has been performed with the discretes ordinates of order $n$ technique $\left(S_{n}\right)$, i.e., problem (11) is solved for a discrete number of directions $\left\{\omega_{d}\right\}_{d=1}^{D}$, where $D=n(n+2)$. The scattering operator is computed in practice by a standard expansion in Legendre polynomials of arbitrary order and the integrals in the angular variable are effectively computed by a quadrature formula involving the points and weights of the level-symmetric rule.

The space variables are treated with discontinuous Galerkin finite elements of arbitrary order and the order can be spatially adapted. The three-dimensional spatial mesh is "partially unstructured" in the sense that it is built by extrusion of an initial two-dimensional unstructured mesh (we refer to [21] for further details on MINARET's mesh generator).

Algorithm 1 summarizes the described two-stage nested iterative strategy implemented in MINARET.

```
Algorithm 1 The iterative strategy implemented in MINARET
    for \(t_{n}=\Delta T\) to \(N \Delta T\) do
        While(not converge) do (generalized GS iterations - see equation (6))
        for \(g=1\) to \(G\) do
            Update fission operator
            Update scattering (except self-scattering)
            While(not converge) do (source iterations)
            for \(\omega=\omega_{1}\) to \(\omega_{D}\) do
                    Update self-scattering
                    Solve spatial problem (12) for \(\omega\)
            end for
            Diffusion Synthetic Acceleration
            End While
        end for
        Chebyshev Extrapolation
        End While
    end for
```


## 4. Definition of the numerical test cases

We briefly explain in this section the two test cases that will be used to illustrate the numerical performances of the acceleration methods that are going to be discussed in the remaining of this paper.

The first test case (denoted below as "case A") corresponds to the so called TWIGL benchmark and it represents a rod withdrawal (see [22]). The geometry of the core is three-dimensional and the domain is $\mathcal{R}=\left\{(x, y, z) \in \mathbb{R}^{3} \mid 0 \leq\right.$
$x \leq 220 \mathrm{~cm} ; 0 \leq y \leq 220 \mathrm{~cm} ; 0 \leq z \leq 200 \mathrm{~cm} ;\}$. A cross-sectional view at the height $z=180 \mathrm{~cm}$ is specified in table 1a. The first group of rods (blue) is withdrawn from $t=0(z=100 \mathrm{~cm}$ measured starting from below) until $t=26.6 \mathrm{~s} .(z=180 \mathrm{~cm})$ at a constant speed. The second group of rods (red) is inserted from $t=7.5 \mathrm{~s} .(z=180 \mathrm{~cm})$ until $t=47.7 \mathrm{~s} .(z=60 \mathrm{~cm})$ and the simulated interval of time is $[0, T]$ with $T=70 \mathrm{~s}$ (see table 1b). The evolution of the power is also represented in table 1 b .

The second test case (denoted below as "case B") uses the same geometry as the TWIGL benchmark but an oscillatory sequence of motion of the rods has been devised so that power fluctuations are produced. The simulated interval of time is $[0, T]$ with $T=250 s$ (see table 2 for the details).

Both tests have been carried out with $G=2$ energy groups, $L=6$ precursors and vacuum boundary conditions. All the computations that will be presented hereafter have been obtained in a cluster of 38 nodes of 16 Gb memory, each one composed of 8 cores of 2814 MHz speed.

Remark 4.1. In the TWIGL benchmark from the literature ([22]), calculations are done in a quarter of a core with reflective boundary conditions in the inner parts of the core. In our case, the full geometry has been computed in order to be coherent with case B that has no spatial symmetries.


Table 1: Case A (TWIGL benchmark).

(a) Cross-sectional view of the core $(z=180 \mathrm{~cm})$.

(b) Rods' vertical motion and power evolution.

Table 2: Case B.

## 5. Sequential acceleration techniques

The convergence of the iterative resolution of the multigroup problem given in (6) is often extremely slow and acceleration methods are required in order to obtain reasonable computing times.

Two traditional sequential accelerations have been included in MINARET. The first one is the Chebychev extrapolation in the outer iterations. It consists on adding a linear combination of the fluxes after each Gauss-Seidel iteration:

$$
\left\{\begin{array}{l}
M_{G, G} \psi_{(M+1 / 2)}^{n+1}=N_{G, G} \psi_{(M)}^{n+1}+S^{n}  \tag{14}\\
\phi_{(M+1)}^{n+1}=\alpha_{M+1}\left(\phi_{(M+1 / 2)}^{n+1}-\phi_{(M-1)}^{n+1}\right)+\phi_{(M-1)}^{n+1}, M \geq 1 \\
\phi_{(M=0)}^{n+1} \text { given. }
\end{array}\right.
$$

We refer to [23] for the exact form of the coefficients ( $\alpha_{M}$ ) and the theoretical foundations of this acceleration scheme.
Remark 5.1. Note that the scheme (14) is well-defined thanks to the fact that $N_{G, G} \psi_{(M)}^{n+1}$ requires the only knowledge of $\phi_{(M+1)}^{n+1}$ (see the definition of $N_{G, G}$ in equation (8)).

The second acceleration scheme is the so-called diffusion synthetic acceleration (DSA) that has been added for the convergence of the inner iterations. It reads:

$$
\left\{\begin{array}{l}
L^{g} \psi_{(M, m+1 / 2)}^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=H^{g \rightarrow g} \psi_{(M, m)}^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})+\tilde{S}(\boldsymbol{r}, \boldsymbol{\omega}), \forall g \in\{1, \ldots, G\}  \tag{15}\\
\psi_{(M, m+1)}^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})=\psi_{(M, m+1 / 2)}^{g, n+1}(\boldsymbol{r}, \boldsymbol{\omega})+e_{(M, m+1)}^{g, n+1}(\boldsymbol{r}),
\end{array}\right.
$$

where $e_{(M, m+1)}^{g, n+1}$ is the solution of the diffusion problem:

$$
\left\{\begin{align*}
&-\operatorname{div}( \left.\frac{1}{3\left(\sigma_{t}^{g}(\boldsymbol{r})+\frac{1}{V 8 \Delta T_{n+1}}\right)} \nabla e_{(M, m+1)}^{g, n+1}(\boldsymbol{r})\right)  \tag{16}\\
&+\left(\sigma_{t}^{g}(\boldsymbol{r})+\frac{1}{V 8 \Delta T_{n+1}}-\sigma_{s}^{g, g}(\boldsymbol{r})\right) e_{(M, m+1)}^{g, n+1}(\boldsymbol{r}) \\
&=\sigma_{s}(\boldsymbol{r})\left(\phi_{\left(M, m+\frac{1}{2}\right)}^{g, n}(\boldsymbol{r})-\phi_{(M, m)}^{g, n+1}(\boldsymbol{r})\right), \quad \forall \boldsymbol{r} \in \mathcal{R} \\
& e_{(m+1)}^{g}(\boldsymbol{r})=0, \quad \forall \boldsymbol{r} \in \partial \mathcal{R}
\end{align*}\right.
$$

DSA is an acceleration scheme because it acts as a preconditioner of transport to solve equation (12). We refer to [24] (sections I.D and II.B) and [19] for more theoretical details about this method. In MINARET, the spatial resolution of the DSA problem (16) is discretized with discontinuous Galerkin finite elements of the same order than the ones employed in problem (12). The discretized DSA problem is iteratively solved with a conjugate gradient method preconditioned by SSOR. If $r_{i}$ denotes the residual at the $i$-th iteration, the DSA iterations are performed until the ratio

$$
\begin{equation*}
\frac{\left\|r_{i}\right\|_{L^{2}(\mathcal{R})}}{\left\|r_{0}\right\|_{L^{2}(\mathcal{R})}} \tag{17}
\end{equation*}
$$

goes below a given convergence threshold $\varepsilon_{D S A}$.
We illustrate the performances in MINARET of both acceleration methods through some numerical results obtained for the test case A.

To begin with, table 3 lists the number of outer iterations $M_{\text {outer }}$, inner iterations $N_{\text {inner }}$ and DSA iterations $N_{D S A}$ required to perform a propagation from time 0 to time $5 / 3 \mathrm{~s}$. in an $S_{4}$ calculation. We also provide the exact computing times obtained in our cluster. The convergence criteria associated to the errors (9), (13) and (17) have been fixed to $\varepsilon_{\text {outer }}=10^{-5}$, $\varepsilon_{\text {inner }}=10^{-1}$ and $\varepsilon_{D S A}=10^{-2}$. The product $M_{\text {outer }} N_{\text {inner }}$ is also given as an estimation of the complexity of the resolution (the complexity added by the DSA can be neglected in a first approach in a sequential calculation). As the first case of table 3 shows, it is clear that the solver needs acceleration techniques in order to converge in a reasonable time. While the inclusion of the Chebyshev extrapolation (case 2) already represents a dramatic improvement in the computing time (by reducing about 10 times the number of outer iterations), this performance can still be improved by another factor of about 10 if the Chebyshev extrapolation is coupled with DSA in the inner iterations (case 3). This is achieved thanks to the reduction of the number of inner iterations.

| Case | Chebyshev | DSA | $M_{\text {outer }}$ | $N_{\text {inner }}$ | $N_{\text {DSA }}$ | $M_{\text {outer }} N_{\text {inner }}$ | Computing <br> time (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| 1 | No | No | 678 | 29784 | 0 | $\approx 2000.10^{4}$ | 7510 |
| 2 | Yes | No | 67 | 2900 | 0 | $\approx 19.10^{4}$ | 736.5 |
| 3 | Yes | Yes | 59 | 345 | 1557 | $\approx 2.10^{4}$ | 87.67 |

Table 3: An illustration of the impact on the speed-up performances of the Chebyshev extrapolation and the DSA.
Another factor of about 3 can further be obtained if the initial guess $\boldsymbol{\phi}_{(M=0, N=0)}^{n+1}$ of the outer iterations is well chosen. The classical choice is

$$
\begin{equation*}
\phi_{(M=0, N=0)}^{g, n+1}=\phi_{(\infty)}^{g, n}, \quad \forall g \in\{1, \ldots, G\} \tag{18}
\end{equation*}
$$

This option is reasonable because for small time steps one could conjecture that the system does not change very much from $t_{n}$ to $t_{n+1}$. Other possibilities that exploit the information of the previous time steps have been explored (these are at the cost of storing additional information). One can first try a linear extrapolation of the flux:

$$
\begin{equation*}
\phi_{(M=0, N=0)}^{g, n+1}=\phi_{(\infty)}^{g, n}+\frac{t_{n+1}-t_{n}}{t_{n}-t_{n-1}}\left(\phi_{(\infty)}^{g, n}-\phi_{(\infty)}^{g, n-1}\right), \quad \forall g \in\{1, \ldots, G\} \tag{19}
\end{equation*}
$$

However, according to the point kinetics approximation, the behavior of the flux is rather exponential and another idea would be an exponential extrapolation:

$$
\begin{equation*}
\phi_{(M=0, N=0)}^{g, n+1}=\phi_{(\infty)}^{g, n} \exp ^{\frac{t_{n+1}-t_{n}}{n_{n}-t_{n-1}} \ln \left(\frac{\phi_{(\infty)}^{g, n)}}{g_{(\infty)}^{(\beta)-1}}\right)}, \quad \forall g \in\{1, \ldots, G\} . \tag{20}
\end{equation*}
$$

Another interesting option is to use the diffusion approximation to build a two-level propagation scheme. The idea goes as follows: the computation of the solution with the diffusion approximation can be obtained very quickly in comparison with the transport solution. For a given time $t_{n+1}$, we can therefore compute the solution at $t_{n+1}$ coming from the diffusion (denoted here as $\left.\tilde{\phi}_{(\infty)}^{g, n+1}\right)$ and use it as a starting guess to compute $\phi^{g, n+1}$ :

$$
\begin{equation*}
\phi_{(M=0, N=0)}^{g, n+1}=\tilde{\phi}_{(\infty)}^{g, n+1}, \quad \forall g \in\{1, \ldots, G\} . . \tag{21}
\end{equation*}
$$

As will be illustrated in the numerical results, this is a bad choice whose main problem is that the diffusion solution has a different orbit than the transport one, hence the degraded computing times (the transport solver needs to correct the orbit and converge to the transport solution). However, since the diffusion approximation seems to present the good trend, one can conjecture that

$$
\frac{\phi^{g, n+1}-\phi^{g, n}}{t_{n+1}-t_{n}} \approx \frac{\tilde{\phi}^{g, n+1}-\tilde{\phi}^{g, n}}{t_{n+1}-t_{n}} .
$$

In this case, we can try:

$$
\begin{equation*}
\phi_{(M=0, N=0)}^{g, n+1}=\phi_{(\infty)}^{g, n}+\tilde{\phi}_{(\infty)}^{g, n+1}-\tilde{\phi}_{(\infty)}^{g, n}, \quad \forall g \in\{1, \ldots, G\} . \tag{22}
\end{equation*}
$$

The numerical results will show that this is a good starting guess. Furthermore, if we suppose that the trend is exponential as point kinetics suggests, an interesting initial guess could be:

$$
\begin{equation*}
\phi_{(M=0, N=0)}^{g, n+1}=\phi_{(\infty)}^{g, n} \exp ^{\frac{t_{n+1}-l_{n}}{n-t_{n-1}} \ln \left(\frac{\dot{\phi}_{(0)}^{g, n+1}}{\phi_{(\infty)}^{n, n}}\right)}, \quad \forall g \in\{1, \ldots, G\} . \tag{23}
\end{equation*}
$$

| Starting guess | Formula |
| :---: | :---: |
| A (traditional) | $\phi_{(M=0, N=0)}^{g, n+1}=\phi_{(\infty)}^{g, n}$ |
| B (linear extrapolation) | $\phi_{(M=0, N=0)}^{g, n+1}=\phi_{(\infty)}^{g, n}+\frac{t_{n+1}-t_{n}}{t_{n}-t_{n-1}}\left(\phi_{(\infty)}^{g, n}-\phi_{(\infty)}^{g, n-1}\right)$ |
| C (exponential extrapolation) | $\phi_{(M=0, N=0)}^{g, n+1}=\phi_{(\infty)}^{g, n} \exp ^{\frac{t_{n+1}-t_{n}-t_{n}}{n_{n-1}} \ln \left(\frac{t_{(\infty)}^{\phi_{(\infty)}^{g, n}}}{\phi_{(\infty)}^{(s,-1}}\right)}$ |
| D (plain multilevel) | $\phi_{(M=0, N=0)}^{g, n+1}=\tilde{\phi}_{(\infty)}^{g, n+1}$ |
| E (multilevel linear) | $\phi_{(M=0, N=0)}^{g, n+1}=\phi_{(\infty)}^{g, n}+\tilde{\phi}_{(\infty)}^{g, n+1}-\tilde{\phi}_{(\infty)}^{g, n}$ |
| F (multilevel exponential) |  |

Table 4: List of the explored starting guesses.
We summarize all the options in table 4. Their perfomances have been tested in "case A" with a constant time-step of $5 / 3 \mathrm{~s}$. In figure 1 we plot the computing times per time step as well as the cumulative ones. We also plot $M_{\text {outer }}$ and $M_{\text {outer }} N_{\text {inner }} N_{D S A}$. From these figures, it seems thus clear that the use of a multilevel scheme outperforms the rest of the approaches provided that we do a linear or exponential extrapolation. The computing times are reduced by a factor of about 3 with this strategy. Options B and C provide a more moderate gain compared to the traditional case A. As it can be observed from the figures, the speed up comes from the reduction of the number of outer iterations $M_{\text {outer }}$, which results in a dramatic reduction of the total number of iterations $M_{\text {outer }} N_{\text {inner }} N_{D S A}$.

Once these sequential acceleration techniques have been implemented, very few gain in the speed-up can be obtained by adding other sequential techniques to the code and, if additional speed-ups are required, it is necessary to explore efficient parallelization techniques. We therefore devote the rest of the paper to the analysis of the parallelization of the angular and the temporal variables.


Figure 1: Performances of the initial guesses.

## 6. Parallelization of the angular variable

The numerical scheme outlined in algorithm 1 shows that, for a given energy group $g$ and a given inner iteration $m$, the set of angular fluxes $\left\{\psi\left(\boldsymbol{r}, \omega_{d}\right)\right\}_{d=1}^{D}$ is computed by a loop over the $S_{n}$ directions (lines 7 to 10 of algorithm 1). For each $\psi\left(\boldsymbol{r}, \omega_{d}\right)$, the spatial problem 12 is solved and it is decoupled from the spatial problem of the other unknowns $\psi\left(\boldsymbol{r}, \omega_{d^{\prime}}\right)\left(d^{\prime} \neq d\right)$. The loop of lines 7 to 10 is therefore an embarrassingly parallel task that can be performed concurrently on several processors by uniformly distributing the set of angular fluxes to be treated among the different processors.

From an implementation point of view, the distribution of the tasks is performed in MINARET in a master-slave fashion with the MPI library. This implementation strategy has the important advantage of alleviating the memory storage per processor in comparison with a sequential implementation because each processor stores only the angular fluxes $\psi\left(\boldsymbol{r}, \omega_{d}\right)$ of its assigned directions (and the moments of the flux are only stored by the master). Thanks to this fact, MINARET can address time-depend calculations involving a large number of directions and leading to HPC problems (we refer to [7] for similar results on this topic but for the steady state case).

At the end of each inner iteration, the master gathers all the angular fluxes $\left\{\psi\left(\boldsymbol{r}, \omega_{d}\right)\right\}_{d=1}^{D}$. After computing the scalar flux $\phi(\boldsymbol{r})$, it performs the diffusion synthetic acceleration.

Table 5 and figure 2a show the numerical performances of this implementation in a strong scaling test regarding the angular variable: the test case A has been performed for a fixed number of directions $D=24$ with an increasing number of processors $N$ that treat the loop over the directions. There is a trade-off between:

- the number of directions assigned to each processor
- the spatial complexity for the calculation of an unknown $\psi\left(\boldsymbol{r}, \omega_{d}\right)$ (resolution of problem 12)
- the computing time required to perform the DSA step (that is run sequentially)

For a reduced number of processors, the algorithm has excellent scalability properties $(N \leq 8)$. The behavior is degraded for larger values of $N$ because the amount of work assigned to each processor decreases. The time to perform the loop on the angular directions is therefore reduced whereas the time to do the DSA remains constant because it is not parallelized: the DSA becomes a bottleneck. This issue could be overcome by its parallelization with domain decomposition methods or multigrid techniques like in the works of [25] and [26] respectively.

As a consequence of all this factors, in order not to lose much efficiency, there is a minimum number of directions $\omega_{d}$ that need to be treated by each processor. In the present case, the most reasonable choice according to this criterion seems to be to assign $N / D=4$ directions per processor (see table 5 ).

It is also desirable that the number of processors $N$ is a divisor of the total number of directions $D$ in order to have an uniform distribution of the tasks between processors. This is indeed a source of inefficiency as illustrated in table 5 for the case $N=10$ (some processors will treat 3 directions and others only 2 ).

With the "optimal" number of $N / D=4$ directions per processor being fixed, a weak scaling test has been performed where the angular $S_{n}$ approximation is increased ( $D$ increases) by incrementing the number $N$ of processors. The results are summarized in table 6 and figure 2 b where it can be noticed that the efficiency is almost not degraded as $N$ increases. This is a numerical proof that shows that, provided that we have enough processors at our disposal, extremely precise $S_{n}$ approximations can be performed without increasing the total computing time in comparison with lower $S_{n}$ approximations.

| $D$ | 24 | 24 | 24 | 24 | 24 | 24 | 24 | 24 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | 1 | 2 | 4 | 6 | 8 | 10 | 12 | 24 |
| $D / N_{\text {proc }}$ | 24 | 12 | 6 | 4 | 3 | 2 or 3 | 2 | 1 |
| Efficiency | 1 | 1 | 0.99 | 0.96 | 0.933 | 0.77 | 0.87 | 0.76 |

Table 5: Efficiency in the strong scaling test for the angular variable (case A)

| $S_{n}$ approx | 2 | 4 | 6 | 8 | 10 | 12 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{\text {dir }}$ | 8 | 24 | 48 | 80 | 120 | 168 |
| $N_{\text {proc }}$ | 2 | 6 | 12 | 20 | 30 | 42 |
| $N_{\text {dir }} /$ proc | 4 | 4 | 4 | 4 | 4 | 4 |
| Efficiency | 1 | 0.96 | 0.95 | 0.90 | 0.922 | 0.90 |

Table 6: Efficiency in the weak scaling test for the angular variable (case A).


Figure 2: Efficiency in the parallelization of the angular variable (case A)

## 7. Parallelization of the time variable

As has been outlined in the previous section, an efficient technique for the acceleration of the resolution of the time dependent neutron transport equation is the parallelization of the angular variable. Its performances seem to be only slightly degraded in weak scaling cases, which implies that arbitrary high $S_{n}$ orders can be addressed in a reasonable time. The most usual case, however, is to fix the $S_{n}$ angular accuracy in coherence with the accuracy fixed for other variables (like, e.g., the spatial variable in which the accuracy is given by the finite element polynomial approximation). For this reason, the number of allocated processors to efficiently accelerate a given calculation is upper bounded and, if we have more processors at our disposal and wish additional speed-ups, the parallelization of other variables needs to be addressed. In this context, it is interesting to consider the extra speed-up that can bring the parallelization of the temporal variable. In the present case, this task has been adressed by a domain decomposition technique: the parareal in time algorithm. This section is organized as follows: after a brief recall of the basics of the parareal in time algorithm, an extension of the traditional theoretical speed-up formula will be proposed in order to properly take into account our particular case in which parareal is coupled with other iterative techniques at each time propagation. Finally, an analysis of the performances of the method for the resolution of transport transients with MINARET will be presented. The implemented results consider the parallelization of the time without coupling it with the parallelization of the angle. They are nevertheless representative enough of the accelerations that could be obtained in addition to the ones provided by the angular parallelization.

### 7.1. The parareal in time algorithm

The unsteady problem (1) can be written in a more compact form:

$$
\begin{equation*}
\frac{\partial y}{\partial t}+\mathcal{A}(t ; y)=0, t \in[0, T] \tag{24}
\end{equation*}
$$

it is complemented with initial conditions: $y(t=0)=y_{0}$.

We assume that we have two propagators to solve (24): a fine one $\mathcal{F}_{\tau_{0}}^{\tau_{1}}\left(y\left(\tau_{0}\right)\right)$ that, starting from time $\tau_{0} \in[0, T]$ with the value $y\left(\tau_{0}\right)$, computes an approximation of the solution of (24) at time $\tau_{1} \in\left[\tau_{0}, T\right]$ accurately but slowly, and a coarse one $\mathcal{G}_{\tau_{0}}^{\tau_{1}}\left(y_{0}\right)$ that computes an other approximation quickly but not so accurately (and not accurately enough). The fine propagator $\mathcal{F}$ can, e. g., perform the propagation of the phenomenon from $\tau_{0}$ to $\tau_{1}$ with small time steps $\delta t$ with very accurate physics described by $\mathcal{A}$. On the other hand, the coarse approximation $\mathcal{G}$ does not need to be as accurate as $\mathcal{F}$ and can be chosen much less expensive e.g. by the use of a scheme with a much larger time step $\Delta T \gg \delta t$ or by treating "reduced physics" (i.e. by simplifying $\mathcal{A}$ into a less computer resources demanding operator).

In addition to these two propagators $\mathcal{F}$ and $\mathcal{G}$, the parareal in time algorithm is based on the division of the full interval $[0, T]$ into $N$ sub-intervals $[0, T]=\cup_{n=0}^{N-1}\left[T_{n}, T_{n+1}\right]$ that will each be assigned to a processor $P_{n}$, assuming that we have N processors at our disposal. The parareal in time algorithm applied to (24) is an iterative technique where, at each iteration $k$, the value $y\left(T_{n}\right)$ is approximated by $Y_{n}^{k}$ with an accuracy that tends to the one achieved by the fine solver when $k$ increases. $Y_{n}^{k}$ is obtained by the recurrence relation:

$$
\begin{equation*}
Y_{n+1}^{k+1}=\mathcal{G}_{T_{n}}^{T_{n+1}}\left(Y_{n}^{k+1}\right)+\mathcal{F}_{T_{n}}^{T_{n+1}}\left(Y_{n}^{k}\right)-\mathcal{G}_{T_{n}}^{T_{n+1}}\left(Y_{n}^{k}\right), n=0, \ldots, N-1 \tag{25}
\end{equation*}
$$

starting from $Y_{n+1}^{0}=\mathcal{G}_{T_{n}}^{T_{n+1}}\left(Y_{n}^{0}\right)$.
From formula (25), it can first of all be seen by recursion that the method is exact after enough iterations. Indeed, for any $n>0, Y_{n}^{n}=\mathcal{F}_{0}^{T_{n}}\left(y_{0}\right)$. However, convergence of $Y_{n}^{k}$ to $\mathcal{F}_{0}^{T_{n}}\left(y_{0}\right)$ goes much faster than this as will be illustrated in our numerical example. Second, by the recurrence formula (25), the parareal in time algorithm can be cast in the category of predictor corrector algorithms, where the predictor is $\mathcal{G}_{T_{n}}^{T_{n+1}}\left(Y_{n}^{k+1}\right)$ while the corrector is $\mathcal{F}_{T_{n}}^{T_{n+1}}\left(Y_{n}^{k}\right)-$ $\mathcal{G}_{T_{n}}^{T_{n+1}}\left(Y_{n}^{k}\right)$ (we refer to [27] for a detailed discussion about the several possible interpretrations of the parareal method).

### 7.2. Algorithmics and theoretical speed-up

While the main results about the convergence properties of the method were studied in depth a decade ago (see, e.g. [8] [9] [10]), more recent efforts ([28] [13] [29] [30]) focus on the algorithmics to implement it in order to improve the speed-up provided by the original algorithm suggested in [8]. It consisted on a master-slave type of implementation where the master carried out the coarse propagation in the whole time interval $[0 ; T]$, each slave being in charge of the fine propagations over its assigned time slice and sending $\mathcal{F}_{T_{n}}^{T_{n+1}}\left(Y_{n}^{k}\right)$ to the master so that the master computed the parareal corrections of equation $25, \forall n$. This original algorithm gives rise to two main computing drawbacks: the coarse propagation by the master is a bottleneck in the computation and the memory requirement in the master processor scales linearly with the number of slaves.

A remedy to both drawbacks is a distributed algorithm that was suggested in [13]: for each processor $P_{n}$, the fine and the coarse solvers are propagated over $\left[T_{n}, T_{n+1}\right]$ and the parareal correction $Y_{n+1}^{k+1}$ is carried out. The process is repeated until convergence, i.e. $\left\|Y_{n}^{k+1}-Y_{n}^{k}\right\|<\eta$, $\forall n$, where $\eta$ is a given tolerance. A graphical description of the master-slave and distributed algorithms is shown in figures 3 a and 3 b in the ideal case where each processor is identical and the communication time is negligible.

It is easy to realize that the distributed implementation does not change the number of iterations in order the parareal algorithm to converge but it provides better speed-ups than the original master-slave version (see formula (26) below). This is the reason why the distributed algorithm has been implemented in this study.

To the best of the authors knowledge, the theoretical analysis for the maximum attainable speed-up provided by the parareal algorithm in different types of algorithms has always been made under the assumptions that the computational cost of the fine and the coarse solvers is identical from one processor to another and that the communication time is negligible. Under these hypothesis, the maximum speed-up for the master-slave ( $S_{M S}$ ) and distributed algorithms $\left(S_{D}\right)$ are respectively (see [13]):

$$
\begin{equation*}
S_{M S}=\frac{T_{s e q}}{T_{\text {para }, M S}}=\frac{N}{N r\left(1+k^{*}\right)+k^{*}} \quad ; \quad S_{D}=\frac{T_{\text {seq }}}{T_{\text {para }, D}}=\frac{N}{N r+k^{*}(1+r)} \tag{26}
\end{equation*}
$$

where $k^{*}$ is the number of parareal iterations needed in order to converge and $r=\frac{T_{\mathcal{G}}}{T_{\mathcal{F}}}, T_{\mathcal{G}}$ and $T_{\mathcal{F}}$ are the computational costs of the coarse and fine propagators per processor. Note that $S_{D}>S_{M S}$ for any $k^{*}, r$ and $N>1$.

In the case that the fine and the coarse propagators solve each time step with an iterative numerical method, it is possible that the cost of the fine and the coarse solvers dramatically vary form one processor to another depending on


Figure 3: Two different algorithms to implement the parareal in time method (a-b) and an illustration of the imbalance in the tasks (c) observed when the parareal algorithm is coupled with other iterative schemes for each time step propagation (in the example, $k^{*}=3$ and $N=7$ processors).
the numerical complexity of the events that take place in each time slice $\Delta T$ (and this complexity cannot be predicted a priori). Figure 3 c illustrates this fact. Formulae (26) need therefore to be extended to the broader case in which the computational costs $T_{\mathcal{G}}=T_{\mathcal{G}}(k, p)$ and $T_{\mathcal{F}}=T_{\mathcal{F}}(k, p)$ depend on the processor $p$ and the parareal iteration $k$. It is easy to show that a more adequate formula for the speed-up in this case is:

$$
\left\{\begin{align*}
\tilde{S}_{D} & =\frac{T_{\text {seq }}}{\tilde{T}_{\text {para,D }}}  \tag{27}\\
= & \frac{T_{\text {seq }}}{\sum_{p=0}^{N-1} T_{\mathcal{G}}(0, p)+\sum_{k=1}^{k^{*}} \max _{p \in\{0, \ldots, N-1\}}\left(T_{\mathcal{G}}(k, p)+T_{\mathcal{F}}(k, p)\right)}, \\
\tilde{S}_{M S} & =\frac{T_{\text {seq }}}{\tilde{T}_{p a r a, M S}} \\
= & \frac{T_{\text {seq }}}{\sum_{p=0}^{N-1} T_{\mathcal{G}}(0, p)+\sum_{k=1}^{k^{*}}\left(\sum_{p=0}^{N-1} T_{\mathcal{G}}(k, p)+\max _{p \in\{0, \ldots, N-1\}} T_{\mathcal{F}}(k, p)\right)},
\end{align*}\right.
$$

where the communication time between processors has been neglected. Note that in the generalized formulae (27), we also find that $\tilde{S}_{D}>\tilde{S}_{M S}$ since we have $\tilde{T}_{\text {para,MS }}-\tilde{T}_{p a r a, D} \geq \sum_{k=1}^{k^{*}} \sum_{p \neq p^{*}(k)} T_{\mathcal{G}}(k, p)>0$, where $T_{\mathcal{G}}\left(k, p^{*}\right):=$ $\max _{p \in\{0, \ldots, N-1\}} T_{\mathcal{G}}(k, p)$.
Remark 7.1. Slightly better speed-ups than the ones provided by the distributed algorithm can be achieved with the event-based parareal algorithm suggested by [30] which, in turn, represents a major improvement from the processor utilization point of view. The algorithm exploits the fact that the coarse and fine propagations can be considered as a collection of tasks that can be treated by a processor as soon as their initial conditions are fulfilled. Once the task is performed, the processor treats the following task, if any, leading to an optimization of the processor utilization. However, since the present work focuses essentially on the feasibility and attainable speed-ups of parareal applied to equation (4), the distributed algorithm has been selected for its simpler implementation.

### 7.3. Numerical application

The parareal algorithm has been applied to the resolution of the test cases A and B. An $S_{4}$ transport propagator has been used as the fine solver whereas two coarse solvers have been tried out:

- an $S_{4}$ transport propagator (the only difference with the fine solver is the size of the time steps used: $\delta t$ for $\mathcal{F}$ and $\Delta t=T_{n+1}-T_{n}>\delta t$ for $\mathcal{G}$ ),
- a diffusion propagator.

All calculations have been evaluated with a convergence test (for the parareal iterations) in which the tolerance $\eta$ has been fixed to the precision of the numerical scheme (i. e. $\eta \sim 10^{-3}$ ). The tolerance in the convergence for the outer and inner iterations has been fixed to $\varepsilon_{\text {outer }}=10^{-5}$ and $\varepsilon_{\text {inner }}=10^{-1}$. With this thresholds, parareal convergence has been achieved after only $k^{*}=2,3$ or at most 4 iterations of the parareal in time algorithm.

In the following subsections, after giving a numerical proof of the convergence of the parareal algorithm in our case of study, some results about measured speed-ups will be presented.

### 7.3.1. A numerical proof of the convergence

Figure 4 illustrates that parareal effectively converges in the particular case where both propagators use $S_{4}$ transport to solve test case A. The fine solver has a time step $\delta t=5 / 3 \mathrm{~s}$. and the coarse one $\Delta t=4 \delta t$. The points represent the errors

$$
\begin{equation*}
e^{k}\left(T_{n}\right)=\frac{\left\|\Phi_{n}^{k}-\mathcal{F}_{0}^{T_{n}}\left(\Phi_{0}\right)\right\|_{L^{2}}}{\left\|\mathcal{F}_{0}^{T_{n}}\left(\Phi_{0}\right)\right\|_{L^{2}}}, \forall n \in\{0,1, \ldots N\}, k \in\{0,1,2\} \tag{28}
\end{equation*}
$$

between the parareal scalar flux $\Phi_{n}^{k}$ and the sequential fine solution $\mathcal{F}_{0}^{T_{n}}\left(\Phi_{0}\right)$.


Figure 4: An example of the numerical convergence of the parareal algorithm in our neutron transport case.

### 7.3.2. Speed-up performances

In the following strong and weak scaling tests, the fine solver has a fixed time step of $\delta t=1 / 12 s$.
Strong scaling results:. For the strong scaling analysis, the test case A has been solved with MINARET on an increasing number $N$ of processors. The size of each sub-interval $T_{n+1}-T_{n}$ is constant for all $n$ and equal to the time step of the coarse solver $\Delta t$. In order to increase the number of processors solving the transient in the fixed time interval [ $0 ; 70 \mathrm{~s}$.$] , the coarse time step has been reduced from \Delta t=60 \delta t$ to $\Delta t=20 \delta t$.

The measured speed-ups are plotted in figure 5 a and are in perfect agreement with the theoretical formula $\tilde{S}_{D}$. It can therefore be infered that the communication time between processors is negligible in our case and the obtained
results are optimal (regarding the fixed convergence thresholds $\eta=10^{-3}, \varepsilon_{\text {outer }}=10^{-5}$ and $\varepsilon_{\text {inner }}=10^{-1}$ ). Another interesting element to note is that one gets better speed-ups with a coarse diffusion propagator. This result seems reasonable because diffusion propagations are faster than transport ones.

We also observe that for a reduced number of processors, the speed-up increases linearly until it reaches a plateau for more than 21 processors. This is due to the fact that, for large values of $N$, the size of the sub-intervals $\Delta t=$ $T_{n+1}-T_{n}$ decreases. As a result, the size of the problem addressed by each processor decreases and we reach a point in which the addition of more processors does not improve any longer the performances.

Weak scaling results. For this alternative evaluation of the scaling, we will focus on the test case B. We now consider the case in which the time step of the coarse solver $\Delta t$ is fixed to $60 \delta t$ and the transient has a variable length $T(N)=$ $N \Delta t$ (i.e. the size of the problem linearly increases with the number $N$ of processors). As an example, for $N=14$, transient B will be solved in the time interval [ $0,70 \mathrm{~s}$.], whereas when $N=42$ the time interval will be [ $0 ; 210 \mathrm{~s}$.].

The measured speed-ups are plotted in figure 5 b and, like in the strong scaling case, they are in perfect agreement with the theoretical formula $\tilde{S}_{D}$. The most important result here is that the distributed algorithm can effectively speedup long time calculations: the global trend for the speed-up is to increase linearly with the number of processors. The discontinuity in the trend observed between a number of processors $N=41$ and 42 comes from the fact that, due to the increasing size of the interval $[0, T(N)]$, the number of parareal iterations $k^{*}$ raises from 3 to 4 at this stage.


Figure 5: Parareal scaling results.

### 7.4. A parareal in space and energy algorithm?

In this part, we will discuss about the possibility to use the parareal algorithm to parallelize the space and energy variables.

The method was originally suggested for the time variable but it is quite straightforward to realize that the variable $t$ of equation 24 is "dummy" in the sense that it could also represent a spatial variable: parareal provides also a method to parallelize 1D advection equations. The extension to 3D spatial advective problems like the current one (see equation 12) seems therefore theoretically possible: for each angular unknown flux $\psi\left(\boldsymbol{r}, \omega_{d}\right)$, the spatial mesh could be divided in a manner that is coherent with the direction of propagation $\omega_{d}$. Each part of the mesh could be assigned to a different processor that would perform the fine propagation (i.e. the transport propagation of $\psi\left(\boldsymbol{r}, \omega_{d}\right)$ ). The coarse solver could consist in a diffusion approximation of the original equation 1. This idea is, however, not the first attempt to parallelize hyperbolic spatial problems. There exists indeed several references on this topic and we refer to, e.g., [16] [17] for interesting developments on this issue.

If we now observe the multigroup problem (equation 4) or the outline of the resolution of a transient in algorithm 1 , it can be seen that, for a given time step, the energy groups are solved through a loop that could in turn be also parallelized by the parareal in time algorithm: the coarse solver would propagate a reduced number of energy groups while the fine solver would propagate the problem for all the energy groups.

## Conclusion

The developments presented in this paper have shown on a first stage how the MINARET solver has been extended to address time dependent problems. Such computations usually involve extremely large numbers of unknowns and acceleration techniques are required in order to run the calculations in a reasonable time. To address this issue, several sequential and parallel acceleration methods have been explored:

The two sequential accelerations included in MINARET are classical (the Chebyshev extrapolation and the diffusion synthetic acceleration) but it has been shown by a concrete example that they are essential in making the outer and inner iterative schemes converge in a reasonable time (the computing times are reduced by a factor of about 100 from the initial one). It has further been noted that one can still reduce the computing time by the use of a multilevel scheme that involves diffusion propagations and an exponential extrapolation formula.

Regarding parallel accelerations, it has first been explained how the parallelization of the angular directions can efficiently speed-up calculations. Its excellent scalability for a reduced number $N$ of processors is degraded as $N$ grows. This is due to the sequential computation of the DSA: since its computing time remains constant with $N$, its contribution to the global computing time becomes more and more significant as $N$ raises because the time to perform the loop on the angular directions decreases with $N$. This problem could be solved by parallelizing the DSA by domain decomposition techniques.

Provided that we have enough processors at our disposal, the parallelization in the angular directions could be coupled with the parallelization of the time variable by the parareal in time algorithm. The efficiency of this method is much lower than the performances provided by other parallelization techniques, but this is due to the difficult task of parallelizing a variable that is sequential by nature. It has nevertheless been illustrated that the method can provide additional speed-ups for the computation of -long time- neutron transport transients. Two types of coarse solvers have been explored: one that does not degrade the original $S_{n}$ transport model and another that uses the diffusion approximation. The results obtained with the diffusion coarse solver are slightly higher. This is due to the fact that diffusion propagations are performed much faster than the transport ones and because the number of required parareal iterations is not degraded in comparison with the other case.

A loss in the performances of the parareal algorithm has been detected because it has been coupled with a generalized Gauss-Seidel iterative techniques in the propagation of each time step. In the same spirit as the works of Maday and Turinici in [31] or Minion in [28], [29] where the parareal in time algorithm has already been coupled with spatial domain decomposition and spectral deferred corrections, a way to improve the present results could consist in enhancing the coupling between the parareal in time algorithm and the outer iterations of the multigroup problem 4.
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