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ANALYSIS OF A COUPLED FLUID-STRUCTURE MODEL WITH
APPLICATIONS TO HEMODYNAMICS

T. CHACÓN REBOLLO∗, V. GIRAULT † , F. MURAT ‡ , AND O. PIRONNEAU§

Abstract. We propose and analyse a simplified fluid-structure coupled model for flows with
compliant walls. As in [44] the wall reaction to the fluid is modelled by a small displacement visco-
elastic shell where the tangential stress components and displacements are neglected. We show that
within this small displacement approximation a transpiration condition can be used which does not
require an update of the geometry at each time step, for pipe flow at least. Such simplifications
lead to a model which is well posed and for which a semi-implicit time discretization can be shown
to converge. We present some numerical results and a comparison with a standard test case taken
from hemodynamics. The model is more stable and less computer demanding than full models with
moving mesh. We apply the model to a 3D arterial flow with a stent.

Key words. Fluid-Structure interaction, compliant walls, finite element method, convergence
analysis, Navier-Stokes equations, blood flow.

AMS subject classifications. 35Q30, 74K25, 65M60, 65N12

1. Introduction. Fluid-Structure interaction (FSI) is computationally challeng-
ing because it involves moving geometries and the coupling of Lagrangian and Eulerian
models [31, 40]; most popular applications are for bio-fluid dynamics, hemodynamics
and aerospace. This paper is a contribution to FSI algorithms, not to hemodynamics
as such; but since we need to compare solutions we chose this field because it is well
documented. Other applications like aircraft design and tires for instance have addi-
tional intrinsic difficulties which complicate the comparison with a simplified model.

Computational hemodynamics has important applications (see [62, 27] or [61, 45],
and the references therein). Modelling flow in a large blood vessel can be done with
incompressible Navier-Stokes equations. The blood vessel is more difficult to model
as it is a complex material for which the rheology is unclear because different in vitro
from in vivo [62]. No doubt future computers will be able to handle this complexity
and one will use large displacement nonlinear models for the structure [63]. However
in the meantime there is a need for fast, well understood and appropriate though less
accurate models.
To handle the complexity of moving walls, the method of immersed boundaries has
been used – if not invented – by Charles Peskin, the pioneer of computational hemo-
dynamics [47, 49, 48, 64]. The mathematical analysis of this method is difficult [5, 41]
and it is also hard to incorporate an elaborate visco-elastic model for the vessels, how-
ever it is in the process of being solved [4]. Most authors prefer to follow the moving
boundaries and use separate models for the fluid and the structure and couple them
at each time step. On this topic the literature is large; let us just mention some
references [13, 11, 16, 65, 27], [2, 33, 24, 42].

Linear elasticity with small displacement for the vessels can be applied either in 3D
(see [26, 7], for instance) on a thick wall or in 2D via a shell model as in [44] and [11, 10]
(see also [27]). Still the fact that elasticity is written on a fixed domain while the fluid
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domain is moving creates a computational difficulty and causes instabilities which also
generated a large literature (see for instance [44, 26, 23, 24, 20, 21]). Indeed, if time
discretization leads to a coupled problem at each time step, the problem is difficult
to solve, while a loosely coupled system is slow, cursed by the added mass effect [12].

In this paper our aim is to build a fast and stable algorithm by pursuing two
leading principles: 1) avoid remeshing because it is somewhat incompatible with un-
conditional stability; 2) consistent and energy preserving schemes are likely to be
robust and stable. We propose to do so by investigating a system which is derived
from Nobile and Vergara’s variational fluid / shell-structure model, simplified by using
a boundary condition projected from the moving mesh onto a fixed mesh – an idea
that is also developed in [17, 50], but which we validate with the so called transpira-
tion approximation. The model bears similarities with the one studied in [2] where a
monolithic variational formulation with a vector displacement and linear elasticity is
proposed on a fixed domain. In this reference existence and regularity of the solution
are assumed and space-time error analysis is studied at zero Reynolds number to-
gether with the stability of a fractional step algorithm. In contrast, in our study, the
displacement of the fluid-structure interface is normal to itself and the transpiration
approximation justifies neglecting the time dependence of the fluid domain; existence
and regularity is shown with appropriate conditions on the data, unconditional sta-
bility and optimal error in time. The convergence of the spatial approximation by
the Finite Element Method is not shown because the condition u×n at the interface
leads to difficulties which require a lengthy analysis.

Following [46], Nobile & Vergara [44] proposed a second approximation, beside
small displacements, namely that lateral displacements can be neglected in the shell
model. Then they showed that Koiter’s model reduces to a scalar equation for the
normal displacement η on the mean position Σ of the vessel’s wall. With a visco-elastic
pre-stress model [20, 11, 25], the normal displacement is governed by

ρsh∂ttη−∇c ·(T∇cη)−∇c ·(C∇c∂tη)+a∂tη+bη = σsnn, η, ∂tη given at t = 0. (1.1)

Here ∇c is the covariant gradient, h denotes the thickness of the vessel and ρs its
volumetric mass; T is the stress (possibly pre-stressed) tensor, C and a are visco-
elastic damping terms and b is also an elastic parameter; the right-hand side is the
external normal force on the shell, in our case the normal component of the normal
stress at the surface of the solid σnn. Note that in this context and due to the
assumption of normal displacements the other components of the normal stress tensor
do not appear and hence cannot be matched with those of the fluid.

A particular case is the so-called Surface Pressure Model, when all but the last

term are neglected in the left-hand side of (1.1): bη = σsnn. In a cylinder, b ≈ Ehπ
A(1−ξ2) ,

where A is the vessel’s cross section, E the Young modulus, ξ the Poisson coefficient.
For more complex shapes, b depends on the coefficients of the map of the cross section
to a reference circle, but (up to higher-order terms in η) b is not a function of η. A
general formula is given in [44] (equation (2.2)), assuming that the vessel is shaped
like a pipe with smooth and slowly varying cross sections. As in Koiter’s model, this
rules out bifurcating pipes. So for general surfaces, b needs to be measured. The
Surface Pressure Model is an interesting prototype to understand the complexity of
fluid-structure interactions.

The structure model is coupled with the Navier-Stokes equations for the fluid by
matching the velocity of the fluid to that of the structure and writing continuity of
the normal component of the normal stress from the fluid side and the structure side.
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When the shell is replaced by a plate (a fourth order operator added to (1.1)
above), existence has been established [15, 32, 34, 37]. The fourth order term seems
essential to the existence of solutions. The difficulty appears to be connected with
the fact that the fluid domain is moving because this paper provides an existence
result when the fluid domain motion is neglected. In contrast, the transpiration
approximation provides a framework to work on a fixed domain for the fluid.

Transpiration is an old idea in CFD (see (4.17) in [51], for instance) and it has
been used in the nineties to analyse wing flutter [22] and for conditioning the fluid-
structure coupling algorithm [20]. The idea is simple. If a boundary condition like
v = g has to be imposed on a part of the boundary, Σt = {x + ηn : x ∈ Σ0} where
η(x, t) denotes the motion of Σt measured in the normal direction n = n(x) of its
position at rest Σ0, then one may write, for all x ∈ Σ0,

v(y) = g(y) ∀y := x+ηn ∈ Σt ⇔ v(x)+η∇vT (x)n = g(x)+η∇gT (x)n+o(η). (1.2)

Such approximation is in line with the small displacement hypothesis made in using
linear elasticity. Typically for a large vessel like the aorta, a section of length of 5 to
10 cm is considered; the heart pulse is about 1Hz and the pressure amplitude change is
roughly 6KPa; these numbers induce indeed small displacements [27], except perhaps
near the heart where the displacement is due to the heart itself.

The resulting model in variational form is analogous to the Navier-Stokes equa-
tions with zero tangential velocities on the boundaries plus a surface integral term
coupling the pressure and the normal velocities. The model is driven by the initial
velocities and possibly the pressure on inflow/outflow surfaces.

Compared to [44], the mathematical analysis is greatly simplified by the fact that
there is only one variational equation; compared to the Navier-Stokes equations, the
difficulties are twofold. Firstly one has to deal with Sobolev spaces of vector-valued
functions with prescribed tangential velocities, i.e. spaces larger than H1

0 . Secondly,
the problem is nonlinear and as for most existence proofs, infinite sequences must
have converging sub-sequences in the right spaces for the nonlinear term to have a
suitable limit. Despite these difficulties, we prove in this work that the model has a
solution and that a time-discretization converges to it. As η =

∫ t
0

u ·n the result gives
also the regularity of η.

Some hypotheses may be questionable for applications: 1) The boundary is as-
sumed piecewise-C1,1 with no obtuse angle at the edges. A triangulated pipe satisfies
these, but a bifurcating pipe does not; a rugged wall would not either. 2) The parame-
ter b should be large compared to the other visco-elastic parameters of (1.1) otherwise
the transpiration approximation is poor.

The paper is organised as follows. In Section 2 we elaborate on (1.1)-(1.2) and
introduce the simplified coupled model which is the object of this study. Section
3 is devoted to introduce a semi-discretization in time and it is proved to be well
posed in Section 4. In Section 5 we prove the stability and convergence of the semi-
discretization. Finally Section 6 presents some relevant numerical tests and compari-
son to other models.

2. Modelling simplifications. Assume the flow to be Newtonian in the time
varying domain Ωt ⊂ R3 and let Σt be the part of the boundary at the interface
between the solid and the fluid at time t. We denote by Σ (resp Ω) a reference
position of Σt (resp Ωt); Σ could be its initial position Σ0. Let n be the normal to Σ
pointing outside Ω. If η(x, t) denotes the normal displacement of Σt with respect to
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Σ at position x and time t then, Σt = {x + η(x, t)n(x) ; x ∈ Σ}. The Navier-Stokes
equations link the fluid velocity u and the pressure p by

ρf (∂tu + u · ∇u)−∇ · σf = 0, ∇ · u = 0, in Ωt, (2.1)

where ρf is the volumetric mass density of the fluid, σf = −pI +µ(∇u +∇uT ) is the
stress tensor, and µ the viscosity.

Equality of normal components of normal stress tensors at the vessel Σt and
equality of velocities (the so-called no slip condition) give

−σsnn|x = σfnn|x+ηn = [p− µ nT (∇u +∇uT )n]|x+ηn, ∂tηn|x = u|x+ηn. (2.2)

Recall that σsnn is related to η by (1.1), or – if simplified– by bη = σnn. Notice that
the second condition implies u× n = 0 on Σt. Recall also that p being defined up to
a constant, this constant has to be adapted too, at time t = 0 for instance.

A variational formulation for (1.1), (2.1), (2.2) has been given for a similar model
in [65] and studied in [44] for this model. See also in [17] an approximation which
neglects the motion of the moving domain and to which we will compare our numerical
results. However it seems that our use of the following is new:

Proposition 2.1. Assume that Σ is smooth near x̃, i.e. there is a neighborhood
V of x̃ ∈ Σ in which Σ is C2. Asumme that u is C1, ∇·u = 0 in Ωt∩V and u×n = 0
on Σ ∩ V, then at x̃ ∈ Σ ∩ V,

1

2
nT (∇u +∇uT )n =

∂u

∂n
· n = −2

u · n
R

+O(|∇R−1|) +O(|∇r−1|), (2.3)

where R, r are the principal radii of curvature and R = (R−1 + r−1)−1 is the mean
radius of curvature of Σ at x̃.

Proof Let us work with simple toroidal coordinates (r, θ, φ)→ (x = R̃ cosφ, y =
R̃ sinφ, z = r sin θ) where R̃ = R0+r cos θ, so that x̃ is at φ = θ = 0 and Σt is tangent
to the torus (R, r), i.e. r and R := R0 + r are its two principal radii of curvature at
x̃. Recall that (see for example [35] Appendix A)

∇ · u = hrhθhφ(∂r
ur
hθhφ

+ ∂θ
uθ
hφhr

+ ∂φ
uφ
hrhθ

), (2.4)

with hr = 1, hθ =
1

r
, hφ =

1

R̃
because, by definition 1

h2
k

= (∂kx)2 + (∂ky)2 + (∂kz)
2,

k = r, θ, φ. So ∇ · u = 0, uθ = uφ = 0, and u× n = 0 imply

∇·u = ∂rur +ur
R0 + 2r cos θ

r(R0 + r cos θ)
= 0 ⇒ ∂rur = −ur(

1

r
+

cos θ

R̃
) = −2

ur

R
at x̃. (2.5)

Similarly∇u =
∑
i e
iThi⊗∂i

∑
k e

kTuk, i, k ∈ (r, θ, φ), with er = cos θ(cosφ, sinφ, tan θ),
eθ = sin θ(− cosφ,− sinφ, 1

tan θ ), eφ = (− sinφ, cosφ, 0). As uθ = uφ = 0, we have

nT (∇u)n = er
(
er ⊗ erhr∂rur

)
er = ∂rur which is also

∂u

∂n
· n and also 1

2nT (∇u +

∇uT )n, by the fact that it is a scalar. �
Remark 2.1. Note that the argument is local and requires that locally the

surface Σ be tangent to a torus, which is possible when the surface is locally C2;
it does not require Σ to be quasi-toroidal globally. On the other hand the surface
pressure model for b requires a pipe-like shape. If it is not so, then b may have to be
measured or computed by an inverse problem.
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2.1. Transpiration approximation. Following (1.2) and using (2.3), (2.2) be-
comes

−σsnn = p+
4µ

R
u · n + η(

∂p

∂n
+

4µ

R

∂u

∂n
· n), ∂tη = (u + η

∂u

∂n
) · n, on Σ. (2.6)

Thanks to (2.3), setting α =
4µ

R
(1− 2

R
), in the case of the Surface Pressure Model,

bη = p+ αu · n + η
∂p

∂n
, ∂tη = (1− η 2

R
)u · n, on Σ. (2.7)

The last term is second order and may be dropped. In laminar flows at Reynolds

number of a few thousands or less,
1

ρf
∂p

∂n
is not large because p does not vary much

in the boundary layer near Σ. This is not proved mathematically, but is observed
experimentally; so when the problem is adimensionalized (a division by ρf is required)

and the pressure constant is adapted, then both
p

ρf
and

1

ρf
∂p

∂n
are O(1) rather than

O(µ−k) for some k > 0. Hence, it is reasonable to assume the following:

b >>
∂p

∂n
|Σ (Hypothesis 1) (2.8)

If this is true, then the quantity (b − ∂p
∂n )η that appears in the shell model can be

approximated by bη. The matching conditions on Σ then reduce to

u× n = 0, Un :=

∫ t

0

u · n ds, p+ αu · n = bUn + c, with c := p0 + αu0 · n. (2.9)

For the full shell model (1.1), on Σ, u× n = 0, Un :=
∫ t

0
u · n ds and

ρsh∂ttUn −∇c ·
(
T∇cUn

)
−∇c ·

(
C∇c(u · n)

)
+ (a− α)u · n + bUn = p− c. (2.10)

2.2. Other boundary and initial conditions. For a numerical study, the
vessel is usually taken out of its environment and two artificial cross sections Γ are
introduced. We shall assume that the dynamic pressure or the normal stress are given
on Γ; more generally

• On Γp ⊂ Γ the flow is normal, i.e. u × n = 0, and the dynamic pressure is

given by p+ ρf

2 |u|
2 = pΓ;

• on Γf = Γ\Γp the normal stress is given: −pn + µ(∇u +∇uT )n = g.
The difference between the two conditions has been discussed in [3]. Initial conditions
are needed for (2.1), for instance

u(0) = u0 in Ω, p(0) = p0 on Σ. (2.11)

2.3. Energy considerations. Now there is a problem! The system of equations
(2.1)+(2.10)+(2.11) no longer preserves energy because the integral over Ω of u · ∇u
gives a non-zero surface integral; therefore it is necessary to replace the nonlinear
term u · ∇u in (2.1) by −u× (∇× u) according to the identity,

u · ∇u = −u× (∇× u) +∇|u|
2

2
. (2.12)
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Indeed, this will replace the pressure by the dynamic pressure p + 1
2 |u|

2. On Σ this
change is compatible with the small displacement hypothesis because the change is
|u|2|Σ which is second order; it is not so inside Ω. Finally recall the identities

−∇ · (∇u +∇uT ) = −∆u = ∇× (∇× u)−∇(∇ · u). (2.13)

The modified Navier-Stokes system for fluid-structure interactions written in a fixed
domain Ω is now, with u× n|Σ = 0, Un :=

∫ t
0

u · n ds,

∂tu− u× (∇× u) + ν∇× (∇× u) +∇p̃ = 0, ∇ · u = 0,

γ∂ttUn −∇c ·
(
T̃∇cUn

)
−∇c ·

(
C̃∇c(u · n)

)
+ (ã− α̃)u · n + b̃Un = p̃− c,

(2.14)

where c is a compatibility constant, γ := hρs/ρf , ν := µ/ρf , p̃ := p/ρf + |u|2/2, and

for other variables the .̃ indicates a division by ρf ; in particular b̃ :=
b

ρf
.

In the sequel we drop the tilde over p and b and rename a← a− α .
Remark 2.2. Notice that on a fixed domain with zero velocity at the walls,

the Navier-Stokes equations are strictly equivalent to (2.14). For compliant walls this
equivalence holds too but within the approximation of small wall displacements.

2.4. The mathematical problem. Also as is usually the case for the mathe-
matical analysis of Navier-Stokes equations and to some extent without loss of gener-
ality [30], we assume that Γ = ∅, i.e. Σ = ∂Ω and we replace g and pΓ by a volumetric
force f . A remark will be given later concerning the full variational formulation with-
out this hypothesis. Therefore we shall consider the system

∂tu− u× (∇× u) + ν∇× (∇× u) +∇p = f , ∇ · u = 0 in QT ,

u(0) = u0 in Ω, u× n|Σ = 0, Un :=

∫ t

0

u · n ds, on ST ,

γ∂ttUn −∇c ·
(
T∇cUn

)
−∇c ·

(
C∇c(u · n)

)
+ au · n + bUn + c = p on ST ,

(2.15)
where QT = (0, T ) × Ω and ST = (0, T ) × Σ. This complete shell model on a fixed
domain is energy conservative for smooth solutions. This is may be proved in a
standard way from the weak formulation (Definition 5.1).

There have been objections to the numerical use of −u× (∇×u) in [39] as not fit
for boundary layers. But here again by (2.12) the term is identical to u ·∇u− 1

2∇|u|
2;

the two expressions are different only when discretized in space. So this problem will
be addressed later.

2.5. Weak form. We use the Sobolev space W k,p(Ω) and denote its norm by
‖ · ‖k,p,Ω. We denote Wk,p(Ω) = [W k,p(Ω)]3, Hk(Ω) = W k,2(Ω), Hk(Ω) = [Hk(Ω)]3,
Lk(Ω) = [Lk(Ω)]3. In this work, we assume that Ω is a bounded, connected, Lipschitz
domain, but we shall also consider domains which in addition to this property, are
curvilinear polyhedra of class C1,1 (see [19]). Loosely speaking, let us say that the
boundary ∂Ω of Ω consists of a finite number of faces which are open subsets of
surfaces of class Ck,1 (here k = 1), Ω is locally on one side of its boundary, and
any two adjacent faces are connected by smooth edges not forming a cusp. Thus all
dihedral angles of ∂Ω are bounded away from zero and 2π. In this paragraph, C
denotes a generic constant that is independent of the functions involved.

We study problem (2.15) when Σ = ∂Ω to avoid unnecessary technical complexi-
ties. To derive a variational formulation of (2.15), let us consider the space

W̃ = {w ∈ L2(Ω) | ∇ ×w ∈ L2(Ω), ∇ ·w ∈ L2(Ω), w × n|Σ
= 0 }. (2.16)
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Then it holds (Cf. Bernardi et al. [1, Proposition 3.7]):

Lemma 2.2. The space W̃ is well defined and is a Hilbert space endowed with
the norm ‖w‖

W̃
= (‖w‖20,2,Ω + ‖∇ ×w‖20,2,Ω + ‖∇ ·w‖20,2,Ω)1/2. Moreover when Ω is

either convex or C1,1, then W̃ is continuously imbedded into H1(Ω) and there exists

a constant C > 0 such that ‖w‖1,2,Ω ≤ C ‖w‖W̃ ∀w ∈ W̃.

A straightforward extension of Proposition 3.7 in [1] (see [19]) shows that the

continuous imbedding of W̃ into H1(Ω) holds when Ω is a bounded, connected, Lip-
schitz, curvilinear polyhedron of class C1,1 without reentrant corner, i.e., with angles
bounded away from zero and π.

In [30] it is proved that, in a Lipschitz domain, the normal trace w ·n is a bounded
linear mapping from H(div,Ω) into H−1/2(∂Ω). Let us introduce the velocity space

W = {w ∈ W̃ |w · n ∈ H1(∂Ω) }, (2.17)

which is a Hilbert space endowed with the norm ‖w‖2W = ‖w‖2
W̃

+ ‖w · n‖21,2,∂Ω. By

definition, the functions w of W have w = gn on ∂Ω, with g in H1(∂Ω). Thus,
if w ∈ W belongs to H1(Ω) when ∂Ω has corners, then necessarily g vanishes at
the edges of ∂Ω. In other words, if S denotes a face of ∂Ω, then g ∈ H1

0 (S). More
precisely, we have the following characterization.

Lemma 2.3. Let Ω be a bounded, connected, Lipschitz curvilinear polyhedron of
class C1,1 without reentrant corner. Let Si, 1 ≤ i ≤ K, be the faces of ∂Ω and let ni
be the unit exterior normal to Si. Then each function w of W has the decomposition

w = w0 +

K∑
i=1

Gi Ni, (2.18)

where w0 ∈ H1
0(Ω), and for each i, 1 ≤ i ≤ K, Gi ∈ H3/2(Ω), Gi|Si ∈ H1

0 (Si),
Gi|Sj = 0 for j 6= i, Ni ∈W1,∞(Ω), and Ni|Si = ni.

Conversely, all functions of the form (2.18) belong to W.

Proof Let w belong to W. The assumption on ∂Ω implies that w is in H1(Ω)
and satisfies w = gn ∈ H1

0 (Si) on all faces Si of ∂Ω. Let gi ∈ H1(∂Ω) denote the
restriction of g to Si, extended by zero to all other faces. It has a continuous extension
Gi ∈ H

3
2 (Ω). Next, since ni belongs to W1,∞(Si), it has a continuous extension in

W1,∞(∂Ω), and a continuous extension Ni ∈ W1,∞(Ω). Then the product GiNi

belongs to H1(Ω) and we set w0 = w −
∑K
i=1Gi Ni. It is easy to check that this is

the desired decomposition. The converse is obvious. �
The argument of Lemma 2.3 yields the following density result.

Theorem 2.4. Under the assumptions of Lemma 2.3, the space W ∩W1,∞(Ω)
is dense in W.

Proof Let w belong to W. On one hand, w0 can be approximated in H1
0(Ω) by

a sequence wm
0 in D(Ω)3. On the other hand, gi can be approximated in H1

0 (Si) by
a sequence gmi in W 1,∞

0 (Si). As in Lemma 2.3, gmi has an extension Gmi in W 1,∞(Ω)

such that Gmi |Sj = 0 for j 6= i and Gmi |Si = gmi . Then wm = wm
0 +

K∑
i=1

Gmi Ni,

belongs to W ∩W1,∞(Ω) and converges to w in W. �
Note that the normal trace is bounded and linear from H1(Ω) into L4(Σ), such

that w ·n = (γ0w) ·n for all w ∈ H1(Ω) (γ0 denotes the trace, see [14], Lemma A.1).
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3. Semi-discretization in time. In this section we propose a variational for-
mulation for the Navier-Stokes boundary value problem (2.15). Our analysis is in-
spired by the early works on the Stokes and Navier-Stokes equations with boundary
conditions on the pressure (Cf. [3, 18]). We shall assume the following:

Hypothesis 1. The functions γ, a, b, T, C, c satisfy
• γ, a, b ∈ L∞(Σ), T, C ∈ L∞((0, T )× Σ), c ∈ L2((0, T )× Σ);
• γ ≥ 0, a ≥ 0, b ≥ 0 a. e. on Σ, and there exist νT > 0, νC > 0 such that

αT (w,w) ≥ νT ‖∇c(w·n)‖20,2,Σ, αC(w,w) ≥ νC ‖∇c(w · n)‖20,2,Σ, ∀w ∈W, (3.1)

where, for any v and w in W, the forms αT and αC are defined by

αT (v,w) =

∫
Σ

∇Tc (v · n) T∇c(w · n) dΣ , αC(v,w) =

∫
Σ

∇Tc (v · n) C∇c(w · n) dΣ,

and ∇c is the covariant gradient on Σ (intuitively the tangential gradient).
The condition (3.1) formulates the ellipticity of forms αT and αC .

In (2.10) c is a constant; there are cases where it could be a function of time. As
it does not complicate the analysis, here it is assumed to be a function of x, t. We
consider the following implicit semi-discretization in time of (2.15) by linearization of
the convection term. For the pressure, let M = L2(Ω). Assume f ∈ L2(W′), u0 ∈W.
Let N ≥ 1 be an integer and set δt = T/N . Set u0 = u0.
Discretization. For n = 0, 1, · · · , N − 1, find (un+1, pn+1) ∈W ×M such that for
any (w, q) ∈W ×M ,

(
un+1 − un

δt
,w)Ω − (un+1 × (∇× un),w)Ω + ν (∇× un+1,∇×w)Ω − (pn+1,∇ ·w)Ω

+(γ
un+1 − un

δt
· n,w · n)Σ + αT (Un+1,w) + αC(un+1,w)

+(aun+1 · n,w · n)Σ + (bUn+1 · n,w · n)Σ = 〈fn+1,w〉 − (cn+1,w · n)Σ,(3.2)

(∇ · un+1, q)Ω = 0, (3.3)

where Un+1 = δt

n+1∑
k=1

uk, fn+1 =
1

δt

∫ tn+1

tn

f(s) ds, and cn+1 =
1

δt

∫ tn+1

tn

c(s) ds.

4. Analysis of the semi-discrete problem. In this section, for fixed n, we
prove existence and uniqueness of the solution (un+1, pn+1) of (3.2)-(3.3). Estimates
for un+1 and for a primitive in time of the pressure (instead of the pressure itself) will
be obtained in Theorem 5.4 below (See (5.9)). Problem (3.2)-(3.3) is an Oseen-like
problem, however it is non-standard due to the structure of the convection term, and
the presence of the boundary terms issued from the discretization of the vessel shell
model. Its well-posedness is based upon an inf-sup condition:

Lemma 4.1. Assume that the domain Ω is a bounded, connected, Lipschitz,
curvilinear polyhedron of class C1,1. Then for some β > 0,

β ‖q‖0,2,Ω ≤ sup
w∈W

(q,∇ ·w)

‖w‖W
for all q ∈M. (4.1)

Proof Let q ∈M . The idea is to use the argument of Boland-Nicolaides (Cf. [6]).

Thus, we decompose q = q + q0 with q =
1

|Ω|

∫
Ω

q, q0 = q − q. Then

∫
Ω

q0 = 0 and
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the standard theory [30] ensures that there exists w0 ∈ H1
0(Ω) such that

∇ ·w0 = q0, ‖w0‖1,2,Ω ≤
1

β0
‖q0‖0,2,Ω (4.2)

for some β0 > 0 independent of q0. To treat q, we choose a face S of ∂Ω and consider a

function ρ ∈ C2,1(Ω) such that

∫
∂Ω

ρ = 1 , supp(ρ)∩∂Ω ⊂ S. Let κ = supp(ρ)∩S.

We assume that κ is a compact subset of S that does not intersect the edges of ∂Ω.
Let n be the normal to S. Let N in W1,∞(Ω) be an extension of n as in Lemma

2.3, and consider the function w1 = ρN. Then w1 ∈W and moreover

∫
Ω

∇ ·w1 =∫
∂Ω

w1 · n =

∫
∂Ω

ρ = 1. Then, if q > 0,

‖q‖0,2,Ω = |Ω|1/2 |q| = |Ω|1/2 ‖w1‖W
(q ,∇ ·w1)Ω

‖w1‖W
≤ β1 sup

w∈W

(q ,∇ ·w)Ω

‖w‖W
,

where β1 = |Ω|1/2 ‖w1‖W. If q < 0, it suffices to change the sign of w1 in the second
equality. To prove the global inf-sup condition, following Boland-Nicolaides, we set
z = w0 + α qw1 with α ∈ R+ to be determined. Then

(q,∇ · z)Ω = ‖q0‖20,2,Ω + α q (q0,∇ ·w1) + α |q|2

≥ ‖q0‖20,2,Ω +
α

|Ω|
‖q‖20,2,Ω − αC |q| ‖q0‖0,2,Ω

≥ ‖q0‖20,2,Ω +
α

|Ω|
‖q‖20,2,Ω −

αC

2
(γ
‖q‖20,2,Ω
|Ω|

+ γ−1‖q0‖20,2,Ω)

≥ 1

2

(
‖q0‖20,2,Ω +

1

C2

‖q‖20,2,Ω
|Ω|

)
≥ 1

2
min{1, 1

C2|Ω|
} ‖q‖20,2,Ω, (4.3)

where C = ‖∇ ·w1‖0,2,Ω, γ = 1
C and α = 1

C2 . Finally,

‖z‖W ≤ ‖w0‖1,2,Ω + α |q| ‖w1‖W ≤ C ′ ‖q‖0,2,Ω, (4.4)

and (4.1) follows easily from (4.3) and (4.4). �
In the sequel, unless otherwise stated, we shall assume the following:
Hypothesis 2. The domain Ω is a bounded, connected, Lipschitz, curvilinear

polyhedron of class C1,1 with no reentrant corner.

Under Hypothesis 2, W̃ is continuously imbedded into H1(Ω) and Lemma 4.1 holds.
Let us introduce the following multilinear forms for u,w, z ∈W, r ∈M :

d(u,w) = ν (∇× u,∇×w)Ω, e(u; z,w) = −(z× (∇× u),w)Ω, (4.5)

A(v; u,w) =
1

δt
(u,w)Ω + e(v; u,w) + d(u,w) +

1

δt
(γ u · n,w · n)Σ (4.6)

+ δt αT (u,w) + αC (u,w) + (au · n,w · n)Σ + δt (bu · n,w · n)Σ,

B(r,w) = −(r,∇ ·w)Ω, Ln(w) =
1

δt
(un,w)Ω + (fn+1,w)Ω (4.7)

−(cn+1 , w · n)Σ +
1

δt
(γ un · n,w · n)Σ − αT (Un,w)− (bUn · n,w · n)Σ.

Problem (3.2)-(3.3) for (un+1, pn+1) may be re-written as{
A(un; un+1,w) +B(pn+1,w) = Ln(w) for any w ∈W,

B(q,un+1) = 0 for any q ∈M.
(4.8)
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To analyse this problem note that the form Ln is linear and continuous on W, the
form e is trilinear continuous on W×W×W, the form A is trilinear and continuous
on W ×W ×W, and the form B is bilinear continuous on M ×W. More precisely,
under Hypothesis 2, there exists a constant C such that

|e(u; z,w)| ≤ C ‖u‖W ‖z‖W ‖w‖W for all u, z, w ∈W. (4.9)

We are now in a position to prove :
Proposition 4.2. Assume that Hypotheses 1 and 2 hold. Then, given ui in W,

1 ≤ i ≤ n, problem (4.8) admits a unique solution (un+1, pn+1) ∈W ×M .
Proof The forms A(v; ·, ·) and B are bilinear and respectively continuous on

W ×W and M ×W. Also, A(v; ·, ·) is coercive on the kernel Wdiv of B in W,
Wdiv = {w ∈W | ∇ ·w = 0, a. e. in Ω }. Indeed, as e(v; w,w) = 0, the functional
w ∈Wdiv 7→ [w] := A(v; w,w)1/2 is a norm on Wdiv equivalent to the norm of W.
In addition, the inf-sup condition (4.1) holds. As the form Ln is linear and bounded
on W, then problem (4.8) admits a unique solution (Cf. [30]). �

5. Stability and convergence analysis. In this section we establish the sta-
bility of discretization (3.2)-(3.3) in natural norms and prove its convergence to a
weak solution of the boundary value problem (2.15) for the Navier-Stokes equations.
We begin with a weak formulation of this problem with the primitive of the pressure
as an unknown instead of the pressure itself. This primitive is naturally bounded in
L∞(0, T ;L2(Ω)), while it is much harder to bound the pressure in a Banach space.

5.1. Variational formulation. For brevity we shall denote Lp(0, T ;B) by Lp(B),
where B is a Banach space. When B = W k,p(Ω) we denote Lp(W k,p(Ω)) by Lp(W k,p).
As the normal trace is a continuous mapping from H(div,Ω) into H−1/2(Σ), we intro-
duce the spaces H = {v ∈ H(div,Ω) ; v ·n ∈ L2(Σ)} and Hdiv = {v ∈ H ; ∇·v = 0},
with inner product (z,w)H = (z,w)Ω+(∇·z,∇·w)Ω+(γ z·n,w, ·n)Σ, for z, w ∈W,
and associated norm ‖·‖H; in fact (z,w)H = (z,w)Ω+(γ z·n,w, ·n)Σ, for all z, w ∈
Hdiv. It can be shown that W is dense in H and Wdiv is dense in Hdiv. Then
Wdiv ↪→ Hdiv ↪→W′

div. Let us also introduce the mapping U : L2(W) 7→ H1(W) by

U(z)(t) =

∫ t

0

z(s) ds. Assume that the functions γ, a, b, c, T, C satisfy Hypothesis

1. We define the weak formulation of problem (2.15) as follows.
Definition 5.1. Let f ∈ L2(W′), u0 ∈ Hdiv. A pair (u, p) ∈ D′(QT )3×D′(QT )

is a weak solution of the boundary value problem (2.15) if u ∈ L2(Wdiv) ∩ L∞(L2),

there exists P ∈ L2(L2) such that p = ∂tP , i.e., P (t) =
∫ t

0
p(s)ds, and for all w ∈W,

ϕ ∈ C∞([0, T ]) such that ϕ(T ) = 0,

−
∫ T

0

(u(t),w)Ω ϕ
′(t) dt− (u0,w)Ω ϕ(0)

+

∫ T

0

[ e(u(t); u(t),w) dt+ d(u(t),w)]ϕ(t) dt+

∫ T

0

(P (t),∇ ·w)Ω ϕ
′(t) dt

−
∫ T

0

(γ u(t) · n,w · n)Σ ϕ
′(t) dt− (γ u0 · n,w · n)Σ ϕ(0)

+

∫ T

0

[αC(u(t),w) + (au(t) · n,w · n)Σ ] ϕ(t) dt

+

∫ T

0

[αT (U(u)(t),w) + (bU(u)(t) · n,w · n)Σ ] ϕ(t) dt

=

∫ T

0

〈f(t),w〉ϕ(t) dt−
∫ T

0

(c(t),w · n)Σ ϕ(t) dt.

(5.1)
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This definition makes sense because all terms in (5.1) are integrable in (0, T ). The
weak solutions given by this definition are solutions of the Navier-Stokes equations in
the following sense.

Proposition 5.2. Assume that the domain Ω is a bounded, connected, Lipschitz
curvilinear polyhedron of class C1,1. Let (u, p) ∈ D′(QT )3×D′(QT ) be a weak solution
of the boundary value problem (2.15) in the sense of Definition 5.1. Then

i) Equations

∂tu− u× (∇× u) + ν∇× (∇× u) +∇p = f and ∇ · u = 0 (5.2)

hold respectively in D′(QT )3 and in L2(QT ).
ii) The velocity u is weakly continuous from [0, T ] into Hdiv and

u(0) = u0 in L2(Ω), u(0) · n = u0 · n in L2(Σ).
iii) u× n = 0 in L2(L4(Σ)).

iv) If u ∈ L2(H2), ∂tu ∈ L2(H1), and p ∈ L2(H1), then, in L2((0, T )× Σ),

γ∂tu·n−∇c·(T∇c(U(u)·n))−∇c·(C∇c(u·n))+au·n+bU(u)·n+c = p. (5.3)

Proof We skip the classical derivation of (5.2).

ii) Let Φ(t) ∈W′ be defined a. e. in (0, T ) by

〈Φ(t), z〉 = e(u(t); u(t), z) + d(u(t), z) + αT (U(u)(t), z) + αC(u(t), z)

+ (au(t) · n, z · n)Σ + (bU(u)(t) · n, z · n)Σ − 〈f(t), z〉+ (c(t), z · n)Σ.

By estimate (4.9) and the boundedness of all forms appearing in the definition of Φ,
we easily derive that Φ ∈ L1(W′). On one hand, (5.1) implies that for all w ∈Wdiv

and all ϕ ∈ C∞([0, T ]) such that ϕ(T ) = 0∫ T

0

(u(t),w)Hϕ
′(t) dt =

∫ T

0

〈Φ(t),w〉Wdiv
ϕ(t) dt− (u0,w)Hϕ(0). (5.4)

On the other hand, from (5.1) we also deduce that ∀w ∈ Wdiv , ∀ϕ ∈ D(0, T ) ,∫ T

0

(u(t),w)Hϕ
′(t) dt =

∫ T

0

〈Φ(t),w〉Wdiv
ϕ(t) dt. Thus, for all w ∈Wdiv,

d

dt
(u(t),w)H = −〈Φ(t),w〉Wdiv

∈ L1(0, T ) i.e.,
du

dt
= −Φ ∈ L1(W′

div). (5.5)

Since Wdiv ↪→ Hdiv ↪→ W′
div, with dense imbeddings, and u ∈ L2(0, T ; Wdiv),

we infer that u is weakly continuous from [0, T ] into Hdiv. Moreover, by substituting

(5.5) into (5.4),

∫ T

0

( d
dt

(u(t),w)Hϕ(t)+(u(t),w)Hϕ
′(t)
)

dt = −(u0,w)Hϕ(0). Then,

arguing as in [60], we deduce that (u(0) − u0,w)H = 0 for all w ∈ Wdiv. As
u(0) − u0 ∈ Hdiv and Wdiv is dense in Hdiv, we conclude u(0) = u0 in L2(Ω) and
u(0) · n = u0 · n in L2(Σ).

iii) Since W is imbedded into H1(Ω), trace theorems and Sobolev’s imbedding
imply that u|Σ ∈ L2(L4(Σ)). As n ∈ L∞(Σ), then u× n ∈ L2(L4(Σ)).

iv) Assume u ∈ L2(H2), ∂tu ∈ L2(H1) and p ∈ L2(H1). Here, we use the
regularity assumption on ∂Ω and argue as in Lemma 2.3, but separately face by face,
so that we need not exclude reentrant corners. It follows from the proof of Lemma 2.3
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that any function gi ∈ H1
0 (Si) is such that there exists w ∈W satisfying w ·n|Si = gi.

Choose any face Si, any gi ∈ H1
0 (Si) extended by zero to Σ (still denoted gi), and

any w ∈W satisfying w · n|Σ = gi. Integrating by parts in (5.1), yields∫ T

0

(∂tu(t)− u(t)× (∇× u(t)) + ν∇× (∇× u(t)) +∇p(t)− f(t),w)Ω ϕ(t) dt

+

∫ T

0

〈
µ(u)(t), gi

〉
Si
ϕ(t) dt = 0 for all gi ∈ H1

0 (Si), ϕ ∈ D(0, T ),

where µ(u)(t) = γ ∂tu(t) · n − ∇c · (T∇c(U(u)(t) · n)) − ∇c · (C∇c(u(t) · n))
+ au(t) · n + bU(u)(t) · n + c(t) − p(t) ∈ H−1(Si). Using that the first equation
in (5.2) now holds in L2((0, T )× Ω)3, we deduce

∀gi ∈ H1
0 (Si) ,

〈
µ(u)(t), gi

〉
Si

= 0 in L2(0, T ). (5.6)

This implies that for any face Si of Σ, µ(u) = 0 in L2(0, T ;H−1(Si)). Considering
that p belongs to L2((0, T ) × Σ), this yields (5.3) in L2((0, T ) × Si) for any face Si,
and hence in L2((0, T )× Σ). �

For more general domains, the condition µ(u) = 0 a. e. on (0, T ) × Σ will hold
(for smooth enough u, p0 and p) if the set {w · n |w ∈W} is dense in some Lp(Σ).

5.2. Stability. We analyze in this section the stability of discretization (3.2)-
(3.3). Let tn = nδt. We introduce the following functions:
• uδ : [0, T ] 7→W is piecewise linear in time and takes the value un at time t = tn:

∀t ∈ [tn, tn+1], uδ(t) :=
tn+1 − t

δt
un +

t− tn
δt

un+1,

• p̃δ : (0, T ) 7→M is the piecewise constant function with value pn in (tn, tn+1),

• Pδ : [0, T ] 7→M is the primitive of p̃δ: Pδ(t) :=
∫ t

0
p̃δ(s) ds,

• ũδ : (0, T ) 7→W is the piecewise constant function with value un+1 in (tn, tn+1),
• ũ−δ : (0, T ) 7→W is the piecewise constant function with value un in (tn, tn+1),

• Ũδ : (0, T ) 7→W is the piecewise constant function with value Un+1 in (tn, tn+1),
• f̃δ : (0, T ) 7→W′ is the piecewise constant function with value fn+1 in (tn, tn+1),
• c̃δ : (0, T ) 7→ L2(Σ) is the piecewise constant function equal to cn+1 in (tn, tn+1).

We estimate a fractional time derivative of u in the Nikolskii spaces Ns,p(0, T ;B),
which are sub-spaces of Lp(0, T ;B), where B is a Banach space. Setting

τηf(t) = f(t+ η)− f(t), 0 ≤ t ≤ T − η, and ‖f‖Ñr,p = sup
η>0

1

ηr
‖τηf‖Lp(0,T−η;B),

the Nikolskii space of order r ∈ [0, 1] and exponent p ∈ [0,+∞] is defined as

Nr,p(0, T ;B) = {f ∈ Lp(0, T ;B) such that ‖f‖Ñr,p < +∞}.

The space Nr,p(0, T ;B) is a Banach space with the norm

‖f‖Nr,p(0,T ;B) = ‖f‖Lp(0,T ;B) + ‖f‖Ñr,p .

Whenever there is no source of confusion, we shall denote Ns,p(0, T ;B) by Ns,p(B).
We also use the following
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Lemma 5.3. On a Lipschitz domain Ω, the semi-norm(
‖∇ ×w‖20,2,Ω + ‖w · n‖21,2,Σ

)1/2
(5.7)

is a norm equivalent to the ‖·‖W norm on the space Wdiv. If in addition, Σ = ∂Ω is
connected, the same is true for the semi-norm(

‖∇ ×w‖20,2,Ω + ‖∇c(w · n)‖20,2,Σ
)1/2

. (5.8)

Proof. The equivalence between the norm (5.7) and ‖·‖W on Wdiv is a direct

consequence of Corollary 3.19 of [1]. Also, observe that if w ∈Wdiv, then

∫
Σ

w ·n dΣ

=

∫
Ω

∇ ·w dx = 0, and (5.7) is equivalent to (5.8) when Σ is connected. �

We may now state the following stability result:
Theorem 5.4. Assume that Ω satisfies Hypothesis 2, and Σ = ∂Ω is connected.

Assume that u0 ∈W, f ∈ L2(W′). Then the solution of problem (3.2)-(3.3) satisfies:

‖uδ‖L∞(L2)+‖
√
γ uδ · n‖L∞(L2(Σ)) +

√
ν ‖uδ‖L2(W) +

√
νT ‖Ũδ · n‖L∞(H1(Σ)) (5.9)

≤ C1

(
‖u0‖0,2,Ω + ‖√γ u0 · n‖0,2,Σ +

1
√
ν

(
‖f‖L2(W′) + ‖c‖L2((H1(Σ)′)

))
,

‖uδ‖N1/4,2(L2) ≤ C2, ‖Pδ‖L∞(L2) ≤ C2, (5.10)

where ν = min{ν, νC}, for some constant C1 > 0 independent of δt, ν, νC and νT ,
and some constant C2 > 0 independent of δt.

Remark 5.1. As η is a translation of U ·n, (5.10) implies that η ∈ L∞(H1(Σ)).
Proof We proceed in three steps.
Step 1. Velocity. To obtain estimate (5.9) we use

(un+1 − un) · un+1 =
1

2
(un+1 − un) · (un+1 + un) +

1

2
‖un+1 − un‖2, (5.11)

and (Un+1 · n,un+1 · n)Σ =

(
Un+1 · n, Un+1 −Un

δt
· n
)

Σ

, where U0 = 0. Let us

also introduce the semi-norms

[η]C,Σ =

(∫
Σ

∇Tc ηC∇cη dΣ

)1/2

, [η]T,Σ =

(∫
Σ

∇Tc ηT∇cη dΣ

)1/2

, ∀η ∈ H1(Σ).

Then, we obtain by choosing w = un+1, q = pn+1 in (3.2)-(3.3) and using Young’s
inequality and Lemma 5.3,

‖un+1‖20,2,Ω + ‖un+1 − un‖20,2,Ω + δt ν‖∇ × un+1‖20,2,Ω + δt νC ‖∇c(un+1 · n)‖20,2,Σ
‖√γ un+1 · n‖20,2,Σ + ‖√γ (un+1 − un) · n‖20,2,Σ + 2δt ‖

√
aun+1 · n‖20,2,Σ

+‖
√
bUn+1 · n‖20,2,Σ + ‖

√
b (Un+1 −Un) · n‖20,2,Σ (5.12)

+[Un+1 · n]2T,Σ + [(Un+1 −Un) · n]2T,Σ

≤ ‖un‖20,2,Ω + ‖√γ un · n‖20,2,Σ + ‖
√
bUn · n‖20,2,Σ + [Un · n]2T,Σ

+C δt (ν−1 + ν−1
C ) ‖fn+1‖2W′ + C δt ν−1

C ‖c
n+1‖2H1(Σ)′ ,
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for some constant C > 0. By summing (5.12) for n = 0, 1, · · · , k for some k ≤ N − 1,
we recover (5.9), since by Lemma 5.3, for some constant C > 0 independent of δt,

‖uδ‖2L2(W) ≤ C δt
N∑
n=0

(‖∇ × un‖20,2,Ω + ‖∇c(un · n)‖20,2,Σ).

Step 2. Velocity time increment. Let us re-state problem (3.2)-(3.3) as
(∂tuδ(t),w) + e(ũδ(t− δt); ũδ(t),w) + d(ũδ(t),w)− (p̃δ(t),∇ ·w)Ω

+(γ ∂tuδ(t) · n,w · n)Σ + αT (Ũδ(t),w) + αC(ũδ(t),w)

+(a ũδ(t) · n,w · n)Σ + (b Ũδ(t) · n,w · n)Σ

= 〈f̃δ(t),w〉 − (c̃δ(t),w · n)Σ, (∇ · ũδ(t), q)Ω = 0,
(5.13)

a.e. in (0, T ), for all w ∈W. Let us integrate (5.13) in (t, t+ η) for t ∈ [0, T − η],

(τηuδ(t),w)Ω +(γ τη(uδ(t) ·n),w ·n)Σ =

∫ t+η

t

〈Fδ(s),w〉ds+

∫ t+η

t

(p̃δ(s),∇·w)Ω ds,

(5.14)
where τηuδ(t) = uδ(t+ η)− uδ(t), and Fδ(s) ∈W′ is defined a. e. in (0, T ) by

〈Fδ(s),w〉 = −e(ũδ(s− δt); ũδ(s),w)− d(ũδ(s),w)

− αT (Ũδ(s),w)− αC(ũδ(s),w)− (a ũδ(s) · n,w · n)Σ

− (b Ũδ(s) · n,w · n)Σ + 〈f̃δ(s),w〉 − (c̃δ(s),w · n)Σ, for all w ∈W.

Setting w = τηuδ(t) and integrating from 0 to T − η,∫ T−η

0

(
‖τηuδ(t)‖20,2,Ω +

∫
Σ

γ |τη(uδ(t) · n)|2 dΣ

)
dt =

∫ T−η

0

∫ t+η

t

〈Fδ(s), τηuδ(t)〉dsdt,

(5.15)
were we have used that (∇ · τηuδ(t), p̃δ(s)) = 0, a. e. for t, s ∈ (0, T ). The function
Fδ is estimated by

‖Fδ(s)‖W′ ≤ C
(
‖ũδ(s− δt)‖2W + ‖ũδ(s)‖2W + ‖∇ × ũδ(s)‖0,2,Ω + ‖ũδ(s) · n‖0,2,Σ

+‖ũδ(s) · n‖21,2,Σ + ‖Ũδ(s) · n‖0,2,Σ + ‖Ũδ(s) · n‖1,2,Σ + ‖f̃δ(s)‖W′ + ‖c̃δ(s)‖H1(Σ)′
)
.

Due to estimate (5.9), this implies that Fδ ∈ L1(W′), and

‖Fδ‖L1(W′) ≤ C (5.16)

for some constant C > 0 independent of η and δt. Now, we use Fubini’s theorem to
estimate the r.h.s. of (5.15), as follows∫ T−η

0

(
‖τηuδ(t)‖20,2,Ω +

∫
Σ

γ |τη(uδ(t) · n)|2 dΣ

)
dt =

∣∣∣∣∫ T

0

∫ s

s−η
〈Fδ(s), τ̃ηuδ(t)〉 dtds

∣∣∣∣
≤
∫ T

0

‖Fδ(s)‖W′

(∫ s

s−η
‖τ̃ηuδ(t)‖W dt

)
ds (5.17)

≤
∫ T

0

‖Fδ(s)‖W′ η1/2

(∫ s

s−η
‖τ̃ηuδ(t)‖2W dt

)1/2

ds ≤ Cη1/2‖uδ‖L2(W) ≤ C η
1/2,

for some constant C independent of η, where ṽ denotes the extension by zero outside
[0, T −η] of a function v. The last line of estimate (5.17) follows from (5.9) and (5.16).
Estimate (5.17) yields (5.10).
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Step 3. Primitive of the pressure. Let w ∈W. Equation (5.13) yields

(Pδ(t) , ∇ ·w)Ω = (uδ(t)− u0,w)Ω + (γ(uδ(t)− u0) · n,w)Σ −
∫ t

0

〈Fδ(s),w〉ds

≤ C
(
‖uδ‖L∞(L2) + ‖√γ uδ · n‖L∞(L2(Σ)) + ‖u0‖0,2,Ω + ‖√γ u0 · n‖0,2,Σ

+ ‖Fδ‖L1(W′)

)
‖w‖W ≤ C‖w‖W, (5.18)

where the last estimate follows from estimates (5.9) and (5.16). Then, estimate (5.10)
follows from the inf-sup condition (4.1). �

5.3. Convergence. Beforehand, recall the following interpolation inequality, see
e.g. Lemma 3.6 in [57]:

Lemma 5.5. Let O be an open set of Rd, d ≥ 1, let 1 ≤ p ≤ q < ∞, and
h ∈ Lp(O) ∩ Lq(O). Then h belongs to Lm(O) for all m ∈ [p, q] and

‖h‖0,m,O ≤ ‖h‖θ0,p,O‖h‖1−θ0,q,O, (5.19)

where 1
m = θ

p + 1−θ
q , 0 ≤ θ ≤ 1.

This lemma implies in particular for all z in L2(L6) and any r ∈ (2, 6):

‖z‖L2(Lr(Ω)) ≤ ‖z‖θL2(L2(Ω))‖z‖
1−θ
L2(L6(Ω)), (5.20)

whence the next lemma:
Lemma 5.6. Let Ω be bounded, and let {vδ}δ>0 and v in L2(L6) satisfy:

‖vδ‖L2(L6) ≤ C and lim
δ→0
‖vδ − v‖L2(L2) = 0, (5.21)

with C independent of δ. Then for all real r, 1 ≤ r < 6, limδ→0 ‖vδ − v‖L2(Lr) = 0.
Recall also the following result:

Lemma 5.7. Let the domain Ω be bounded. Assume that the sequence {vδ}δ>0 ⊂
L3(QT ) strongly converges to v in L3(QT ), let ϕ ∈ C∞([0, T ]), and w ∈ W. Then
vδ(x, t)⊗w(x)ϕ(t) strongly converges to v(x, t)⊗w(x)ϕ(t) in L2(QT )3×3.
We also need the following compactness result for space-time functions (Cf. [59]).

Lemma 5.8. Let X, E, Y be Banach spaces such that X ↪→ E ↪→ Y where the
imbedding X ↪→ E is compact. Then the imbedding below is compact:
Lp(0, T ;X) ∩Ns,p(0, T ;Y ) ↪→ Lp(0, T ;E) with 0 < s < 1, 1 ≤ p ≤ +∞.

We are now in a position to state the convergence result:
Theorem 5.9. Assume that the domain Ω satisfies Hypothesis 2 and Σ = ∂Ω is

connected. Assume that u0 ∈W, f ∈ L2(W′). Then the sequence (uδ, pδ)δ>0 contains
a sub-sequence (uδ′ , pδ′)δ′>0that is weakly convergent in L2(W)×H−1(L2) to a weak
solution (u, p) of the boundary value problem (2.15) in the sense of Definition 5.1.
Moreover (uδ′)δ′>0 is weakly-* convergent in L∞(L2) to u, strongly in L2(Lr) for
1 ≤ r < 6, and the primitives in time (Pδ′)δ′>0 of the pressures (pδ′)δ′>0 are weakly-*
convergent in L∞(L2) to a primitive in time P of the pressure p.
If the solution of (5.1) is unique, then the whole sequence converges to the solution.

Proof We proceed in three steps.

Step 1. Convergent sub-sequences. By estimates (5.9) and (5.10), uδ
is uniformly bounded in L2(H1), in L∞(L2) and in N1/4,2(L2). The imbedding
H1(Ω) ↪→ Lr(Ω) is compact for 1 ≤ r < 6 (Cf. Brézis [9], Chap. 9), whence the
compactness of the imbedding W ↪→ Lr(Ω). Applying Lemma 5.8 with X = H1(Ω),
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E = Lr(Ω), Y = L2(Ω), p = 2, and s = 1
4 , it follows that the sequence (uδ)δ>0 is

compact in L2(Lr) for 1 ≤ r < 6.

By estimate (5.10), the sequence (Pδ)δ>0 is uniformly bounded in L∞(L2). Then
the sequence (uδ, Pδ)δ>0 contains a sub-sequence (still denoted with δ) such that
(uδ)δ>0 is strongly convergent in L2(Lr) to some v, for any 1 ≤ r < 6, weakly in
L2(H1) and weakly-* in L∞(L2), and (Pδ)δ>0 is weakly-* convergent in L∞(L2) to
some P . We prove in the sequel that the pair (v, ∂tP ) is a weak solution of Navier-
Stokes equations (5.1) in the sense of Definition 5.1. To simplify, in the remainder of
this proof, all convergences below are up to subsequences.

Regarding ũδ, it is easy to prove that the sequence (ũδ)δ>0 is uniformly bounded
in L∞(L2) and L2(H1). Moreover, by summing (5.12) over n, ‖uδ − ũδ‖2L2(L2) =
N−1∑
n=0

∫ tn+1

tn

( tn+1 − t
δt

)2‖un+1 − un‖20,2,Ω dt =
δt

3

N−1∑
n=0

‖un+1 − un‖20,2,Ω ≤ C δt. Since

we have in particular that lim
δt→0

uδ = v in L2(L2), then this estimate implies that

limδt→0 ũδ = v in L2(L2), and Lemma 5.6 implies for any r, 1 ≤ r < 6:
lim
δt→0

ũδ = v in L2(Lr). Clearly, the same limit can be derived for ũ−δ , as

‖uδ − ũ−δ ‖
2
L2(L2) =

N−1∑
n=0

∫ tn+1

tn

( t− tn
δt

)2‖un+1 − un‖20,2,Ω dt ≤ C δt.

Step 2. Limit of (3.3). Let q ∈ L2(Ω) and ϕ ∈ D(0, T ) be arbitrary. As

∇ · uδ weakly converges to ∇ · v in L2(L2), we have

∫ T

0

(∇ · v(t), q)Ω ϕ(t) dt =

lim
δt→0

∫ T

0

(∇·uδ(t), q)Ω ϕ(t) dt. Consequently,

∫ T

0

(∇·v(t), q)Ω ϕ(t) dt = 0, ∀q ∈ L2(Ω),

ϕ ∈ D(0, T ). As D(Ω) ⊗ D(0, T ) is sequentially dense in D(QT ), we deduce that
∇ · v = 0 a. e. in Ω× (0, T ).

Step 3. Limit of (3.2). We re-formulate (5.13) as

−
∫ T

0

(uδ(t),w)Ω ϕ
′(t) dt− (u0,w)Ω ϕ(0) +

∫ T

0

e(ũ−δ (t); ũδ(t),w)ϕ(t) dt

+

∫ T

0

d(ũδ(t),w)ϕ(t) dt+

∫ T

0

(Pδ(t),∇ ·w)Ωϕ
′(t) dt

−
∫ T

0

(γ uδ(t) · n,w · n)Σ ϕ
′(t) dt− (γ u0 · n,w · n)Σ ϕ(0)

+

∫ T

0

αT (Ũδ(t),w)Σ ϕ(t) dt+

∫ T

0

αC(ũδ(t),w)Σ ϕ(t) dt (5.22)

+

∫ T

0

(a ũδ(t) · n,w · n)Σ ϕ(t) dt+

∫ T

0

(b Ũδ(t) · n,w · n)Σ ϕ(t) dt

=

∫ T

0

〈f̃δ(t),w〉ϕ(t) dt−
∫ T

0

(c̃δ,w · n)Σ ϕ(t) dt, for all w ∈W,

and ϕ ∈ C∞([0, T ]) such that ϕ(T ) = 0. The weak convergence of uδ in L2(L2) yields

lim
δt→0

∫ T

0

(uδ(t),w)Ωϕ
′(t) dt =

∫ T

0

(v(t),w)Ωϕ
′(t) dt. Next, we pass to the limit in the

convection term. Since wϕ belongs to L∞(L6) and ũδ converges to v strongly in
L2(L3), then the product ũδ × (wϕ) converges strongly to v × (wϕ) in L2(L2). In
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addition, ∇× ũ−δ tends weakly to ∇× v in L2(L2). Hence

lim
δt→0

∫ T

0

(ũδ(t)×(∇×ũ−δ (t)),w)Ωϕ(t) dt =

∫ T

0

(v(t)×(∇×v(t)),w)Ωϕ(t) dt. As ũδ(t)

weakly converges to v in L2(H1), lim
δt→0

∫ T

0

d(ũδ(t),w)ϕ(t) dt =

∫ T

0

d(v(t),w)ϕ(t) dt.

To treat the boundary terms, the weak convergences of uδ and ũδ in L2(W) and

the continuity of the normal trace for the weak topology in H−
1
2 (Σ) imply that

lim
δt→0

∫ T

0

(uδ(t) · n,w · n)Σ ϕ
′(t) dt =

∫ T

0

(v(t) · n,w · n)Σ ϕ
′(t) dt,

lim
δt→0

∫ T

0

αC(ũδ(t),w)Σ ϕ
′(t) dt =

∫ T

0

αC(v(t),w)Σ ϕ
′(t) dt,

lim
δt→0

∫ T

0

(a ũδ(t) · n,w · n)Σ ϕ
′(t) dt =

∫ T

0

(av(t) · n,w · n)Σ ϕ
′(t) dt.

Now, we turn to Ũδ. According to (5.9), Ũδ · n converges weakly-* to some function
l in L∞(H1(Σ)). Let w ∈ W, ϕ ∈ L1(0, T ). Then w(x) · n(x)ϕ(t) ∈ L1(L2(Σ)),

thus lim
δt→0

∫ T

0

(Ũδ(t) · n,w · n)Σ ϕ(t) dt =

∫ T

0

(l(t),w · n)Σ ϕ(t) dt. To identify the

limit l we first use Green’s formula. As ∇ · ũδ = 0, we can write that for all σ ∈
H1(Ω), (ũδ(t) · n, σ)Σ = (ũδ(t),∇σ)Ω a. e. in (0, T ). Next, we observe that ∀t ∈

(tn, tn+1) , Ũδ(t) =

∫ tn+1

0

ũδ(s) ds =

∫ t

0

ũδ(s) ds +

∫ tn+1

t

ũδ(s) ds. Thus, for all ϕ

in L2(0, T ) and σ in H1(Ω), with R =

N−1∑
n=0

∫ tn+1

tn

(∫ tn+1

t

(ũδ(s),∇σ)Ω ds
)
ϕ(t) dt,

∫ T

0

(Ũδ(t) · n, σ)Σ ϕ(t) dt =

(∫ T

0

∫ t

0

ũδ(s)ϕ(t) dsdt,∇σ

)
Ω

+R.

By interchanging the above integrals, a straightforward computation yields |R| ≤
√
δt
(
T
2

)1/2

‖∇σ‖L2(Ω)‖ũδ‖0,2,QT
. Thus, taking the limit δt→ 0, applying Green’s for-

mula and ∇·v = 0, we infer

∫ T

0

(l(t), σ)Σ ϕ(t) dt =

(∫ T

0

∫ t

0

v(s)ϕ(t) dsdt,∇σ

)
Ω

=∫ T

0

(U(v)(t) · n, σ)Σ ϕ(t) dt. Then (l(t), σ)Σ = (U(v)(t) · n, σ)Σ for all σ ∈ H1(Ω)

a. e. in (0, T ), and hence l = U(v) ·n. Since l ∈ L∞(H1(Σ)), we also have U(v) ·n ∈

L∞(H1(Σ)). Hence lim
δt→0

∫ T

0

αT (Ũδ(t),w)Σ ϕ
′(t) dt =

∫ T

0

αT (U(v)(t),w)Σ ϕ
′(t) dt,

lim
δt→0

∫ T

0

(b Ũδ(t) · n,w · n)Σ ϕ
′(t) dt =

∫ T

0

(bU(v)(t) · n,w · n)Σ ϕ
′(t) dt.

To pass to the limit in the pressure term, observe that owing to (5.10), (Pδ)δ>0 is

weakly-* convergent in L∞(L2) to some function P , lim
δt→0

∫ T

0

(Pδ(t),∇·w)Ω ϕ
′(t) dt =∫ T

0

(P (t),∇ · w)Ω ϕ
′(t) dt. Finally, as f̃δ strongly converges to f in L2(W′) and c̃δ

strongly converges to c in L2(H1(Σ)′), lim
δt→0

∫ T

0

〈f̃δ(t),w〉ϕ(t) dt =

∫ T

0

〈f(t),w〉ϕ(t) dt,
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lim
δt→0

∫ T

0

(c̃δ(t),w ·n)Σ ϕ(t) dt =

∫ T

0

(c(t),w ·n)Σ ϕ(t) dt. This concludes the proof. �

6. Full discretization and numerical tests.

6.1. A finite element method. We introduce in this section a feasible dis-
cretization of problem (2.15) in polyhedral domains. Let Th be a triangulation made
of K tetraedra {Tk}K1 with the usual conformity hypotheses. Consider the P 2–P 1

element, (or the P 1+bubble−P 1, see eg [53] or [30]), built from

Vh = {v ∈ C0(Ω)3 : v|Tk
∈ (P 2)3,∀k ∈ Th}, Qh = {q ∈ C0(Ω) : q|Tk

∈ P 1,∀k ∈ Th}.

Note that the functions of Vh do not satisfy v × n = 0 on the boundary. Indeed,
as shown in [29] it would be vain to require v × n = 0 in strong form unless the
Nedelec elements of degree 2 at least be used. Therefore the constraint u× n|Σ = 0
will be implemented below by penalty. Recall our notation: The compliant boundary
is Σ; Γ denotes the inflow/outflow boundaries and we assume that either the dynamic
pressure is set to pΓ and the flow is normal on Γp or the flux is set to g on Γf ; we
must have Γp∪Γf = Γ. Thus with the surface pressure model a feasible discretization
of (2.15) is: Find un+1 ∈ Vh, p

n+1 ∈ Qh such that for all w ∈ Vh, q ∈ Qh,∫
Ω

[w · (un+1 − un

δt
− un+1 × (∇× un))− pn+1∇ ·w − q∇ · un+1]

+ν

∫
Ω

(∇× un+1) · (∇×w) +
1

ε

∫
Σ∪Γp

(un+1 × n) · (w × n) +

∫
Σ

bw · (un+1δt+ Un)

+

∫
Σ

(
γ

un+1 − un

δt
·w +

(
T∇c(Un · n) + (C + Tδt)∇c(un+1 · n)

)
· ∇c(w · n)

+aun+1 ·w
)

=

∫
Ω

fn+1 ·w −
∫

Γp

pΓ w · n +

∫
Γf

g ·w, Un+1 = Un + un+1δt. (6.1)

For a convenient implementation U is defined everywhere, not just on Σ.
Letting w = un+1, q = −pn+1 gives the following energy estimate:

1

2δt
(‖un+1‖20,2,Ω − ‖un‖20,2,Ω) +

1

2δt
‖un+1 − un‖20,2,Ω + ν‖∇ × un+1‖20,2,Ω

+
1

ε
‖un+1 × n‖20,2,Σ +

bδt

2
‖un+1 · n‖20,2,Σ +

1

2δt
(‖Un+1 · n‖20,2,Σ − ‖Un · n‖20,2,Σ)

+
1

2δt

∫
Σ

(
[∇c((Un+1 −Un) · n)]TT∇c((Un+1 −Un) · n)

+

∫
Σ

[∇c(un+1 · n))]T (C + T
δt

2
)∇c(un+1 · n) +

γ

2δt
‖un+1 − un‖20,2,Σ + a‖un+1‖20,2,Σ

+
γ

2δt
(‖un+1‖20,2,Σ − ‖un‖20,2,Σ) =

∫
Ω

fn+1 · un+1 −
∫

Γ

pΓ un+1 · n +

∫
Γf

g · un+1.(6.2)

An analysis similar to that developed in the preceding section establishes the scheme’s
stability. Moreover, we deduce

‖un+1 × n‖0,2,Σ ≤ C (‖fn+1‖W′ + ‖pΓ‖0,2,Γp
+ ‖g‖0,2,Γf

)
√
ε.

Curved boundaries are approximated by polyhedral surfaces, thus generating an error
of order

√
h in the approximation of un+1×n = 0. Then the optimal choice is ε = h.

Remark 6.1. By replacing all exponents “n + 1” by “n + 1
2” in (6.1) except in

the time derivaties and the pressure term, one builds a stable second order scheme in
time. But it is nonlinear at each time step.
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6.2. Other discretizations of the nonlinear term. If u · ∇u − 1
2∇|u|

2 is
preferred, the following approximation is consistent and preserves energy:∫

Ω

(u · ∇u− 1

2
∇|u|2) ·w ≈

∫
Ω

(un · ∇un+1) ·w − 1

2

∫
Σ

(un · n) (un+1 ·w), (6.3)

Then we can use un+ 1
2 × (∇× un+ 1

2 ) = un+ 1
2 · ∇un+ 1

2 − 1
2∇|u

n+ 1
2 |2. One may use

also Galerkin-Characteristic schemes [53], [58] applied to (6.3), which we recall here
briefly. It is based on the following formula,

∂tu + a · ∇u|x,(m+1)δt =
1

δt

(
um+1(x)− um(x− am(x)δt)

)
+O(δt). (6.4)

While the above is easy to understand, it is better and not harder to use um+1−um ◦
Xm

am with Xm
am(x) = Xam(mδt) the solution of dXdτ (τ) = am(X (τ)), X ((m+1)δt) = x.

Then we need to find un+1 ∈ Vh, p
n+1 ∈ Qh such that for all w ∈ Vh, q ∈ Qh,∫

Ω

[w · (un+1 − un ◦Xm
um

δt
)− pn+1∇ ·w − q∇ · un+1] + ν

∫
Ω

(∇× un+1) · (∇×w)

+
1

ε

∫
Σ∪Γp

(un+1 × n) · (w × n) +

∫
Σ

bw · (un+1δt+ Un)− 1

2

∫
Σ

(un · n) (un ·w)

+

∫
Σ

(
γ

un+1 − un

δt
·w + (T∇c(Un · n) + (C + Tδt)∇c(un+1 · n)) · ∇c(w · n)

+aun+1 ·w =

∫
Ω

fn+1 ·w −
∫

Γp

pΓ w · n +

∫
Γf

g ·w, Un+1 = Un + un+1δt. (6.5)

Each time step requires the solution of a symmetric time independent linear system,
so that the matrices need be constructed only once.

The stability of the Characteristic-Galerkin scheme is addressed in [53, 55, 52].
In practice quadrature rules are needed for computing the integrals of w · (un ◦

Xm
um). The trapezoidal rule is stable [55], but too crude here and, based on our

numerical experience, we use the Gauss rule exact for polynomials of degree 5. Finally
note that second order in time extensions have been proposed (see [8, 58]).

To summarize, consistent energy preserving 1st and 2nd order Characteristic-
Galerkin schemes can be used, but the analysis done for u ·n = 0 needs to be extended.

6.3. Simulation and comparison with a 2D documented case. In Bukač
et al [11] the following test case is proposed:
• Flow between two parallel compliant planes at initial distance 2R: the geometry

is a rectangle (0, L) × (0, R), L = 6, R = 0.5; a symmetry condition is imposed on
the horizontal axis and the two-dimensional Navier-Stokes equations are used coupled
with the full shell model (1.1).
• Zero pressure is imposed at {L} × (0, R) on the right; and on the left

p =
pmax

2
(1− cos(

2π t

tm
)) if t < tm, else 0; here pmax = 2 104, tm = 5 10−3.

• A uniform grid 60× 10 and a time step δt = 10−4 are used.
• The constants of the model are as follows:

ν = 0.035, b̃ = 4 105, T̃ = 2.5 104, h = 0.1,
ρs

ρf
= 1.1.
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• Other constants are zero. The fluid is at rest at time zero.
Our test differs slightly from [11] in that our inflow section height on the left is fixed
while it changes with the mesh motion in [11]. Note also that comparison needs some
adjustment because our mesh is fixed, while the mesh in [11] moves at each time step.

t=6ms t=8ms

t=10ms t=12ms

Figure 1. Zoom near the compliant wall at different times; the motion of the wall is greatly
amplified for clarity. The computational domain used in (6.5) is static and below the light blue line.
For graphics only the mesh is moved by δtd, by solving (6.6). The compliant wall is now in green
while the one of [11] is displayed with a solid dark blue line. The doted lines are other author’s results
(Quaini[56] (dashed red line) and kinematic coupled scheme[11] (dash-doted green)), documented in
[11]). The black lines are the edges of our triangulation moved by δtd.

The full model requires that at each time step Σt be moved along its normal by
a quantity δtun+1 ·n. For comparison and for graphic enhancement of our results we
use an auxiliary triangulation which is moved at each step by δtd as in [20] where

−∆dn+1 = 0 in Ω, dn+1|Σ = un · n, dn+1|Γ = 0. (6.6)

More precisely every vertex qj of the triangulation moves by qj 7→ qj + δt κ dn+1. In
theory κ = 1 but can be adjusted for graphic enhancement; however (6.6) is expensive
and slows down the algorithm; it is also a source of instability when κ is too large and
triangles overlap. Algorithm (6.5) has been used as it is more precise than (6.1) for
this test case because of the singularity at the top left corner due to the incompatibility
of the condition u× n = 0 on Σ ∩ Γ (see sub-section below).

The method is programmed using freefem++ [36]; the script is given in Appendix
A. The results are shown in figure 1; they compare rather well with [11] (and those
to which they are compared). There is a difference at the inflow section on the left,
which is due to the fixed geometry. To draw these graphics we have scanned the
picture in [11] and adapted the aspect ratio to theirs.

6.4. Performance.

Comparison. To compare (6.1) and (6.5) we make a small change to the previous
test case: the mesh is refined near the compliant wall, but the total number of vertices
is unchanged. Figure 2 shows the dynamic pressures and the velocity vectors at t = tm
computed with the two methods (plots for (6.1) are above those of (6.5) on figure 2).
Notice however the singularity at the top left corner which is due to the boundary
conditions. Indeed u×n = 0 on both sides of the corner implies u = 0 but the mesh
is not fine enough to implement it, consequently u is rapidly varying and ∇ × u is
infinite. Yet developments of instability are not observed.
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Figure 2. For the two sets of plots, the results using (6.1), i.e. using −u × ∇ × u are above
the same using (6.5), i.e., Characteristic-Galerkin based on u · ∇u. The level lines of the dynamic
pressures are shown (top 2 figures) together with the velocity vectors at tm (bottom two figures).
Notice the oscillations near the top left corner with (6.1), however these do not develop into an
instability as the convection/diffusion damps them.

Stability. The time step is multiplied by 10, so that 5 steps are needed only to
reach tm, but we still do 50 steps (hence reaching 10tm) and display, on figure 3, the
results after 5 and 50 time steps by the Characteristic-Galerkin method using (6.5).

Method (6.1), based on −u× (∇× u), is equally stable and gives similar results
but with a small singular region near the top left and right corners.

Figure 3. The top plot displays velocity vectors with color code proportional to their norm
computed by (6.5). The time step is ten times larger than previously so that tm is reached with 5
iterations (top two plots). The lower plot corresponds to step 50, i.e. t = 10tm.

Robustness. When ρs = ρf , the computations with the full schemes are difficult.
This is not the case here: both algorithms are stable for very large time steps.

Computing Speed. The computing time of (6.1) is much larger than that of (6.5)
on these meshes. For 50 iterations, it takes 57.4” on a MacBook pro mid-2012 with
(6.1) and only 7.7” with (6.5), because the linear systems for the latter do not change
so we can reuse their factorisation. This is done by the library MUMPS in freefem++.

6.5. Conclusion for the two schemes. Because it is much faster and be-
cause it is not sensitive to the corner singularity, we conclude that the Characteristic-
Galerkin algorithm (6.5) is better than (6.1) which uses −u × ∇ × u. However one
must keep in mind that the mathematical analysis of (6.5) is not complete.
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6.6. A 3-dimensional test. From now on we use only (6.5). The aim of the
test is to demonstrate that even a fairly complex computation can be done on a
standard machine, here an Apple MacBook pro 15” mid-2012 with an intel core i7 at
2.3MHz and 16Mo of RAM. The following simulation takes about 10 minutes using
freefem++ [36] and medit [28] for the display.

The geometry is a pipe coated by a stent-like texture. In practice it means that
b̃ = 100 outside the stent and b̃ = 1000 on the stent; other structure coefficients in the
shell model are all zero (hence it is a surface pressure model). Frédéric Hecht built the
mesh with freefem++ in a quasi torus with parameters: r =1, R =7, length =10, non-
stent region of length 2 at both ends, number of vertices 51 448, number of elements
286 110, number of boundary elements 26 538, number of degrees of freedom of the
linear system 1 064 122. The other parameters are δt = 0.05, ν = 0.001, ε = 0.01, no
change was observed with ε = 0.001. The pressure difference between the two cross
sections as a function of time is: p1 − p0 = 6(cos(πt))2. The results are displayed at
t = 0.5 (after 10 iterations) in figure 4. On the left the pressure iso-lines are shown at
the surface of the vessel on the fixed mesh used for the computations. In the center
the iso-lines of |∇×u| are shown but the geometry has been deformed by δtκd at each
time step by solving (6.6) and with κ = 6. It corresponds to the physical deformation
of the geometry computed in the setting of the simplified model but amplified by a
factor 6. On the right the iso-lines of the norm of the velocity vector on the surface
is shown on a geometry which is deformed only at t = 0.5 by moving all vertices
proportionally to u. It is an instantaneous deformation (while in the center it is the
physical deformation, exaggerated); at t = 0.5 the pressure difference has decreased
to zero so the front region shrinks. It is seen also that in the region of the stent, the
vessel is slightly dilated and in the stent mesh there is a small deformation too.

Figure 4. Computation in a 3D geometry with the surface pressure model and a non-constant
b destined to imitate a stent at t = 0.5 after 10 time steps. Left: pressure iso-lines on the surface.
Center: color map (mostly between 0.006(blue) and 0.28(green))of |∇ × u| shown on a geometry
moved by the physical d blown up by a factor κ = 6, solution of (6.6) and updated from the previous
position at each time step. Note that the computational mesh (shown on the left) is not moved while
the mesh on the center is deformed only for a graphic display corresponding to the physical reality
within the small displacement approximation. Right: isolines of the norm of the (normal) velocity
vector on the surface of the geometry moved proportionally to this vector; the effect of the stent is
seen. In all 3 figures the blue color is for zero and the red is for the maximum value.

7. Summary. By a few minor modifications to the shell model of [44] for fluid-
structure interactions within the small displacement hypothesis, and provided the
normal derivative of the pressure is not too large at the compliant boundary (see
(2.8)), we have obtained a model which gives numerical results that are similar to the
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test case of [11] and which can be fully analyzed mathematically in the continuous case
and after discretization in time, provided that u × (∇× u) is used for the nonlinear

terms. Thus the pressure p is replaced by the dynamic pressure p+ ρf

2 |u|
2. We have

also discussed and compared two discretizations by finite elements and concluded that
the method which uses Characteristic-Galerkin upwinding, though not completely
analysed mathematically (quadrature errors, etc), is more robust. The method is
also computationally not more demanding than a standard Navier-Stokes solver, thus
opening the way to computationally viable inverse problems [54, 38, 43].
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