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Abstract

A particle method with linear transformation of the particle shape functions is studied for the 1d-1v Vlasov-Poisson equation, and a priori error estimates are proven which show that the approximated densities converge in the uniform norm. When compared to standard fixed-shape particle methods, the present approach can be seen as a way to gain one order in the convergence rate of the particle trajectories at the cost of linearly transforming each particle shape. It also allows to compute strongly convergent densities with particles that overlap in a bounded way.

1 Introduction

The particle method is the basis of a variety of popular schemes to transport densities in computational plasma physics and fluid mechanics. It is conceptually simple and straightforward to implement. However it suffers from weak convergence properties which in practice often result in “noisy”, i.e., oscillating solutions. At the theoretical level this is expressed in classical a priori error estimates [4, 21] by the fact that for particle schemes to converge in the uniform norm, the particles radii must tend to zero at a slower rate than the average distance between their centers. In practice this constraint is very expensive as it would dramatically increase the number of overlapping particles, and for that reason it is usually not met.

To improve the accuracy of the method several variants have been developed over the past decades, such as particle remappings [17, 20, 11, 15], weight correction schemes [3, 12, 22] or wavelet filtering [8]. Successful results were also obtained by transforming the particles shape functions to better follow the local variations of the transport flow, see [19, 13, 10, 5]. In [10] for instance, Cohen and Perthame observed that by linearizing the flow around the particle trajectories one obtains a convergent method (in $L^1$) with particles scaled with their initialization grid and hence bounded particle overlapping. In [6] it was then shown that with linearly transformed particles, numerical densities transported along a given velocity field would also converge in the uniform norm with a bounded particle overlapping. In this article we extend this result to the case of a transport (Vlasov) equation coupled with a Poisson potential. The resulting a priori estimates can be seen as an improvement on those established in [14] when applied to fixed-shape particles with bounded overlapping.

The plan is as follows. In Section 2 we recall some known properties of the periodic solutions to the 1d-1v Vlasov-Poisson system, and in Section 3 we describe the main steps of the linearly-transformed particle scheme when coupled with an (exact) Poisson equation for the force field. Section 4 is then devoted to the statement and the proof of the a priori error estimates.
2 The 1d-1v Vlasov Poisson system

We consider periodic solutions of the 1d-1v Vlasov-Poisson system,

\[
\begin{align*}
\{ \partial_t + v \partial_x - E(t, x) \partial_v \} f(t, x, v) &= 0, \quad (t, x, v) \in [0, T] \times \mathbb{R} \times \mathbb{R} \\
\partial_x E(t, x) &= 1 - \int_{\mathbb{R}} f(t, x, v) \, dv, \quad (t, x) \in [0, T] \times \mathbb{R}
\end{align*}
\]

supplemented with an initial condition \( f(0, \cdot, \cdot) = f^0 \geq 0 \) and a zero-mean field condition

\[
\int_0^L E(t, x) \, dx = 0, \quad t \geq 0.
\]

To establish a priori error estimates for the proposed particle method we shall consider that the initial data \( f^0 \)

(i) satisfies a global neutrality relation

\[
\int_0^L \left( \int_{\mathbb{R}} f^0(x, v) \, dv - 1 \right) \, dx = 0,
\]

(ii) is \( L \)-periodic with respect to \( x \),

\[
 f^0(x + L, v) = f^0(x, v),
\]

(iii) has bounded derivatives up to second order,

\[
f^0 \in W^{2,\infty}(\mathbb{R}^2),
\]

(iv) has a bounded support in the \( v \)-dimension,

\[
\text{supp}(f^0) \subset \mathbb{R} \times [-Q_0, Q_0] \quad \text{for some } Q_0 > 0.
\]

Using standard arguments from [23] (see, e.g., [14, Theorem 1]) we easily verify that with the above conditions the system (1)-(2) has a unique solution \((f, E)\). This solution is \( L \)-periodic with respect to \( x \) and has the same order of smoothness than \( f^0 \), namely

\[
(f, E) \in W^{2,\infty}([0, T] \times \mathbb{R}^2) \times W^{2,\infty}([0, T] \times \mathbb{R}).
\]

In particular, for all \((s, x, v) \in [0, T] \times \mathbb{R}^2\), there exists a unique characteristic trajectory \((X, V)(t)\) defined on \([0, T]\), solution to

\[
\begin{cases}
X(s) = x \\
V(s) = v
\end{cases} \quad \text{and} \quad \begin{cases}
X'(t) = V(t) \\
V'(t) = -E(t, X(t))
\end{cases} \quad \text{on } [0, T].
\]

It is then straightforward to verify that \( f \) is transported along the associated characteristic flow \( F_{s,t} : \mathbb{R}^2 \to \mathbb{R}^2, \ (x, v) \mapsto (X, V)(t) \), i.e.,

\[
f(t, x, v) = f(s, F_{s,t}^{-1}(x, v)) =: T_{ex}[F_{s,t}]f(s, \cdot)(x, v), \quad x, v \in \mathbb{R}^2.
\]

Note that here \( F_{s,t}^{-1} = F_{t,s} \), moreover

\[
F_{s,s} = I_{\mathbb{R}^2}
\]

and by differentiating (4) with respect to \( x, v \) a Gronwall argument gives

\[
|F_{s,t}|_{W^{1,\infty}(\mathbb{R}^2)} \leq \exp \left( CT \left( 1 + \|\partial_x E\|_{L^\infty([0, T] \times \mathbb{R})} \right) \right)
\]

with a constant \( C \) that depends on the specific definition of the \( W^{1,\infty} \) semi-norm, see (13) below.

The above properties also give an explicit bound on the support size,

\[
\sup\{|v| : \exists x \in \mathbb{R}, \ f(t, x, v) \neq 0\} \leq Q_T := Q_0 + T\|E\|_{L^\infty([0, T] \times \mathbb{R})}, \quad t \in [0, T],
\]

\[3\]
(with \( \|E\|_{L^\infty([0,T] \times \mathbb{R})} \leq L(1 + Q_0 \|f^0\|_{L^\infty(\mathbb{R}^2)}) \)) as well as on \( f \),

\[
0 \leq f(t, x, v) \leq \|f^0\|_{L^\infty(\mathbb{R}^2)}, \quad (t, x, v) \in [0, T] \times \mathbb{R}^2.
\] (9)

Following [14] it will be convenient to write the electric field as

\[
E(t, x) = \int_0^L K(x, y) \left( 1 - \int_{\mathbb{R}} f(t, y, v) \, dv \right) \, dy
\] (10)

where \( K \) is defined on \([0, L^2 \{x = y\}]\) by

\[
K(x, y) = \begin{cases} 
\frac{y}{L} - 1 & \text{for } 0 \leq x < y \\
\frac{y}{L} & \text{for } y < x < L
\end{cases}
\]

and is extended by periodicity almost everywhere in \( \mathbb{R}^2 \). In particular, \( K \) satisfies

\[
\|K\|_{L^\infty(\mathbb{R}^2)} \leq 1
\] (11)

and

\[
y \mapsto K(x, y) \text{ is Lipschitz with constant } \frac{1}{L} \text{ on } \mathbb{R} \setminus (x + LZ), \text{ for all } x \in \mathbb{R}.
\] (12)

In the sequel we shall use the maximum norm \( \|x\|_\infty := \max_i |x_i| \) for vectors and the associated \( \|A\|_\infty := \max_i \sum_j |A_{i,j}| \) for matrices. For functions in Sobolev spaces \( W^{m,\infty}(\omega) \) with \( \omega \subset \mathbb{R}^d \) and integer index \( m > 0 \), we will use the semi-norm

\[
|u|_{W^{m,\infty}(\omega)} := \max_i \left\{ \sum_{l_1=1}^{d} \cdots \sum_{l_m=1}^{d} \|\partial_{l_1} \cdots \partial_{l_m} u|_{L^\infty(\omega)} \right\}
\] (13)

We will say that a constant depends on the exact solution if it depends only on \( L, T \) and on the \( L^\infty \) norms of \( f, E \) and their derivatives over the respective domains \([0, T] \times \mathbb{R}^2 \) and \([0, T] \times \mathbb{R})\). It will be convenient to use the letter \( C \) to denote such a constant (which value may vary at each occurrence), and to write

\[
a \lesssim b
\] (14)

as a short-hand to \( a \leq Cb \).

3 The linearly-transformed particle method

In this section we describe the main steps of the method. We observe that similar schemes have been developed by several authors to solve the Vlasov-Poisson system. In the Complex Particle Kinetic (CPK) scheme introduced by Bateson and Hewett [2, 18], particles have a Gaussian shape that is transformed by the local shearing of the flow. Moreover they can be fragmented to probe for emerging features, and merged where fine particles are no longer needed. In the Cloud in Mesh (CM) scheme of Alard and Colombi [1] particles also have Gaussian shapes, and they are deformed by local linearizations of the force field, in a manner similar to ours. Finally, the approach considered here is numerically tested in a Linearly Transformed Particle-In-Cell (LTPIC) scheme in [7].

3.1 General form of LTP solutions

As in standard particle methods, we represent the phase-space density \( f \) with weighted collections of finite-size particles \( w_k \varphi_{n,k}^h(z), k \in \mathbb{Z}^2 \), that are pushed along their trajectories \( z_k^h \) on the discrete times \( t_n = n \Delta t, n = 0, 1, \ldots, N_t \) where \( \Delta t = T/N_t \). However, in our method the particles also have their shape transformed to better represent the local shear and rotation flows in phase space, as illustrated in Figure 1. The particles can either be structured or unstructured. The first
case corresponds to the initialization and remapping steps (if any, see Remark 3.1 below), where particles are defined as tensor-product B-splines and centered on regular nodes

\[ z_k^0 = (x_k^0, v_k^0) := (hk, k) \in \mathbb{Z}^2. \]  

Specifically, the univariate (i.e., one-dimensional) centered B-spline \( \mathcal{B}(x) \) is recursively defined as the piecewise polynomial of degree \( p \) satisfying

\[ B_0(x) := \begin{cases} 1, & -\frac{1}{2} \leq x \leq \frac{1}{2} \\ 0 & \text{otherwise} \end{cases} \]  

and

\[ \mathcal{B}_p(x) := \int_{x-\frac{1}{2}}^{x+\frac{1}{2}} \mathcal{B}_{p-1}(\tilde{x}) \, d\tilde{x}, \quad \text{for } p \geq 1. \]  

Thus \( B_1(x) = \max\{1-|x|, 0\} \) is the traditional “hat-function”, \( B_3 \) is the well-known cubic B-spline supported on \([-2, 2]\), and so on, see e.g. Ref. [16]. The fundamental shape function is then defined on the 2\( d \) phase space as a tensor product \( \phi(z) := \mathcal{B}_{p}(x) \mathcal{B}_{p}(v) \) with support \( \text{supp}(\phi) = [-c_p, c_p]^2 \), \( c_p := \frac{p+1}{2} \),

\[ \phi(z) := \mathcal{B}_p(x) \mathcal{B}_p(v) \quad \text{with support} \quad \text{supp}(\phi) = [-c_p, c_p]^2, \quad c_p := \frac{p+1}{2}, \quad \text{for } p \geq 1. \]  

(16)

from which we derive a normalized, grid-scaled shape function \( \phi_h(z) := h^{-2} \phi(h^{-1}z) \) with square supports (here \( B_\infty(z, \rho) \) denotes the open \( \ell^\infty(\mathbb{R}^2) \) ball of center \( z \) and radius \( \rho \)).

\[ B_h^{0,k} := \text{supp}(\phi_h^{0,k}) = B_\infty(z_h^0, hc_p), \quad k \in \mathbb{Z}^2. \]  

(18)

When transported by our method, particles become unstructured in the sense that their centers \( z_h^0 \) leave the nodes of the structured phase-space grid and their shapes are linearly transformed. That is, the different parts of the “cloud” associated with a single particle move with their own particular velocities and the cloud distorts, but the distortion is constrained to be linear. Generic particles are then characterized by the \( 2 \times 2 \) deformation matrices \( D_h^{0,k} \) (initialized with \( D_h^{0,k} = \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right) \)) which determine the linear transformation of their shape, and numerical solutions take the form

\[ f_h^0(z) = \sum_{k \in \mathbb{Z}^2} w_k \phi_h^{0,k}(z) \quad \text{with} \quad \phi_h^{0,k}(z) := \phi_h(D_h^{0,k}(z-z_k^0)). \]

(17)

Figure 1: Structured particles (left) are defined at initialization and remapping steps, as tensor-product B-splines centered on regular nodes \( z_k^0 = (hk, k) \), see (17). Unstructured particles (right) are obtained by pushing the particle centers along their trajectories \( z_k^n \) and transforming their shapes with a matrix \( (D_h^{0,k})^{-1} \) representing the local Jacobian of the characteristic flow.
3.2 Particle initialization with local B-spline quasi-interpolation

Since our particles are scaled with their initialization grid, their weights can be computed with standard approximation schemes that rely on the fact that the space \( \mathcal{P}_p \) of polynomials with coordinate degree less or equal to \( p \) is spanned by the structured particles (17) derived by shifting \( \varphi_h \) on the grid, see, e.g., [16]. Specifically, we may consider quasi-interpolation schemes described by [9] and [24], where high-order B-spline approximations are locally obtained by pointwise evaluations of the target function. In the univariate case they take the form (writing \( \varphi^0_{h,k}(x) = h^{-1} B_p(h^{-1} x - k) \))

\[
A^{(1d)}_h: g(x) \mapsto \sum_{k \in \mathbb{Z}} w_k(g) \varphi^0_{h,k}(x) \quad \text{with normalized weights} \quad w_k(g) := h \sum_{|l| \leq m_p} a_l \varphi^0_{k+l}
\]

and symmetric coefficients \( a_l = a_{-l} \) defined in such a way that \( A^{(1d)}_h \) reproduces the space \( \mathcal{P}^{(1d)}_p \). They can be computed with the iterative algorithm in [9, Section 6]: for the first odd degrees (which may be preferred for symmetry reasons) we obtain

- \( m_p = 0 \) and \( a_0 = 1 \) for \( p = 1 \),
- \( m_p = 1 \) and \( (a_0, a_1) = (\frac{6}{5}, -\frac{1}{5}) \) for \( p = 3 \),
- \( m_p = 4 \) and \( (a_0, a_1, a_2, a_3, a_4) = \left( \frac{503}{288}, -\frac{1469}{256}, \frac{7}{256}, \frac{13}{5760}, \frac{1}{5760} \right) \) for \( p = 5 \).

In the bivariate case we can tensorize the above, as it is easily checked that the operator

\[
A_h: g(z) \mapsto \sum_{k \in \mathbb{Z}^2} w_k(g) \varphi^0_{h,k}(z) \quad \text{with} \quad w_k(g) := h^2 \sum_{|l| \leq m_p} a_l \varphi^0_{k+l}, \quad a_l := a_{l_1} a_{l_2}
\]

reproduces any polynomial \( \pi \in \mathcal{P}_p \). Moreover, we have

\[
\|A_h g\|_{L^\infty(\mathbb{R}^2)} \leq (2c_p)^2 \|\varphi_h\|_{L^\infty(\mathbb{R}^2)} \sup_{k \in \mathbb{Z}^2} |w_k(g)| \leq (2c_p)^2 \|\varphi\|_{L^\infty(\mathbb{R}^2)} \|a\|_{\|l\| \leq m_p} \|g\|_{L^\infty(\mathbb{R}^2)}
\]

(20)

with \( \|a\|_{\|l\|} = \sum_{|l| \leq m_p} |a_l| \), by using the fact that no more than \( (2c_p)^2 \) B-splines overlap. It follows that \( A_h \) is uniformly bounded in \( L^\infty \), with

\[
\|A_h\|_{L(\mathbb{R}^2)} := \sup_{g \neq 0} \frac{\|A_h g\|_{L^\infty(\mathbb{R}^2)}}{\|g\|_{L^\infty(\mathbb{R}^2)}} \leq (2c_p)^2 \|\varphi\|_{L^\infty(\mathbb{R}^2)} \|a\|_{\|l\| \leq m_p}.
\]

Using a localized version of (20), we write that for an arbitrary \( \pi \in \mathcal{P}_q, q \leq p \),

\[
\|A_h g - g\|_{L^\infty(B_{\mathbb{R}^2}(z_k^0, h))} \leq \|A_h (g - \pi)\|_{L^\infty(B_{\mathbb{R}^2}(z_k^0, h))} + \|g - \pi\|_{L^\infty(B_{\mathbb{R}^2}(z_k^0, h))} \leq (\|A_h\|_{L(\mathbb{R}^2)} + 1) \|g - \pi\|_{L^\infty(B_{\mathbb{R}^2}(z_k^0, h(m_p+c_p)))}.
\]

Taking for \( \pi \) the \( q \)-th Taylor expansion of \( g \) around \( z_k^0 \), we thus find for all \( q \leq p \),

\[
\|A_h g - g\|_{L^\infty(\mathbb{R}^2)} \leq h^{q+1} c_A |g|_{W^{q+1}(\mathbb{R}^2)} \quad \text{with} \quad c_A = (\|A_h\|_{L(\mathbb{R}^2)} + 1) \frac{(m_p+c_p)^{q+1}}{(q+1)!}.
\]

(21)

3.3 Particle transport with linear transformations

Our scheme is based on a linearly-transformed particle (LTP) transport operator \( T_h[F] \) that transforms the particles through local linearizations of a given characteristic flow \( F \) that is assumed measure preserving. Applied to a generic particle \( \varphi_{h,k}^n \) with deformation matrix \( D^k_h \), the LTP transport operator reads

\[
T_h[F]: \varphi_{h,k}^n := \varphi_h(D^k_h (z_k^n)) \mapsto \varphi_{h,k}^{n+1} := \varphi_h(D^{n+1}_k (z_k^{n+1})) \quad \text{with} \quad \left\{ \begin{array}{l}
    z_k^{n+1} := F(z_k^n) \\
    D^{n+1}_k := D^n_k J_k^{-1}
\end{array} \right.
\]
where $J^n_k$ is an approximation of the flow Jacobian matrix at $z^n_k$. Note that this amounts to applying to the particle $\varphi^n_{h,k}$ the exact transport operator associated to the linearized flow at $z^n_k$,

$$F_{h,z^n_k} : z \mapsto F(z^n_k) + J^n_k(z - z^n_k)$$

indeed we have $\varphi^{n+1}_{h,k} = \varphi^n_{h,k} \circ (F_{h,z^n_k})^{-1}$. In other terms, the LTP transport operator (when applied to a particle with associated node $z^n_k$) can be equivalently defined as

$$T_h[F]|_{\varphi^n_{h,k}} = T_{ex}[F_{h,z^n_k}]|_{\varphi^n_{h,k}},$$

see (5). In [6] a generic scheme was used for the approximated Jacobian matrix, that we shall indeed we have

$$\phi$$

3.4 The numerical scheme

In order to have periodic numerical solutions we consider the following grid spacing for the particles,

$$h = L/N_x$$

for some positive integer $N_x$. We begin with a particle approximation of the initial data, i.e.,

$$f_0^0 = \sum_{k \in \mathbb{Z}^2} w_k \varphi^0_{h,k} = \sum_{k \in \mathbb{Z}^2} w_k \varphi_h(\cdot - z^0_k) := A_h f^0$$

where $z^0_k = (x^0_k, v^0_k) = h k$,

see (15), (17), (19). Since $f^0$ is assumed to have a bounded support in the $v$ dimension (3), so is the case for its numerical approximation. Specifically, using (19) and $h \le L$ we see that the non-vanishing weights $w_k$ have their indices in the set

$$\mathbb{Z}^2_{tw} := \{ k = (k_x, k_v) \in \mathbb{Z}^2 : |k_v| \le Q_0 + m_p L \}.$$  

Thus, from the localized supports (18) of the initial particles we infer that

$$\sup \{|v| : \exists x \in \mathbb{R}, \; f^0_0(x, v) \neq 0\} \le Q_0^* = Q_0 + (m_p + c_p) L.$$  

For $n = 0, \ldots, N_t - 1$, we then advance the solutions with a leap-frog scheme involving two LTP transports per time step, as follows.

1. An intermediate solution

$$f^{n+1}_h = \sum_{k \in \mathbb{Z}^2} w_k \varphi^{n+1}_{h,k} := T_h[F_{\frac{1}{2}}]f^n_h$$

is first obtained by transporting the particles along the flow

$$F_{\frac{1}{2}} : (x, v) \mapsto (x + \frac{\Delta t}{2} v, v).$$

Since this flow is linear, $T_h[F_{\frac{1}{2}}]$ coincides with the exact transport $T_{ex}[F_{\frac{1}{2}}]$. In particular we have $\varphi^{n+1}_{h,k} = \varphi^n_{h,k} \circ (F_{\frac{1}{2}})^{-1}$ for all $k \in \mathbb{Z}^2$. Note that (28) also involves a forward transport of the particle centers, namely

$$z^{n+1}_k := F_{\frac{1}{2}}(z^n_k) = (x^n_k + \frac{\Delta t}{2} v^n_k, v^n_k).$$

(29)
Proposition 3.3. For respect to \( x \) approximation of the field, obtained by solving numerically the Poisson equation similar to the one considered in [14]. In practice one does rather use a piecewise polynomial when their shapes deform too much. The scheme reads then (with an ad-hoc remapping criterion)

\[
E_h^{n+1}(x) := \int_0^L K(x, y) \left( 1 - \int_{-Q_T}^{Q_T} f_h^{n+1}(y, v) \, dv \right) \, dy.
\]

(30)

2. The time step is then completed by transporting the particles along the flow

\[
F_h^{n+1} : (x, v) \mapsto (x + \Delta t \hat{v}, \hat{v} := v - \Delta t E_h^{n+1}(x)),
\]

(31)

i.e., by computing

\[
f_h^{n+1} = \sum_{k \in \mathbb{Z}^2} w_k \varphi_h^{n+1} := T_h[F_h^{n+1}] f_h^{n+1}.
\]

(32)

Consistent with the definition (22), this amounts to transporting the particles with

\[
\varphi_{h,k}^{n+1} := T_h[F_h^{n+1}] \varphi_{h,k}^{n+1} = T_{ex}[F_{h,k}] \varphi_{h,k}^{n+1} = \varphi_{h,k}^{n+1} \circ (F_{h,k}^{n+1})^{-1}, \quad k \in \mathbb{Z}^2,
\]

where the local linearization of the flow around the particle center \( z_{h,k}^{n+1} \) is given by

\[
F_{h,k}^{n+1} : z \mapsto F_{h,k}^{n+1}(z_{k}^{n+1}) + J_{k}^{n+1}(z - z_{k}^{n+1})
\]

(33)

and where the numerical Jacobian matrix is defined as follows. Denoting the finite difference operator by \( \Delta_h u(x) = (2h)^{-1} (u(x + h) - u(x - h)) \) and motivated by the fact that the exact electric field satisfies an a priori estimate

\[
1 - 2Q_T \| f^0 \|_{L^\infty} \leq \partial_x E(t, x) \leq 1 \quad (t, x) \in [0, T] \times [0, L]
\]

(easily derived from the Poisson equation (2) and the bounds (8), (9)), we introduce a truncated finite difference operator

\[
\Delta_h^* u(x) := \min \left\{ \max \{1 - 2Q_T \| f^0 \|_{L^\infty}, \Delta_h u(x)\}, 1 \right\}.
\]

(34)

The numerical Jacobian matrix is then the truncated finite differentiation of (31), i.e.,

\[
J_{k}^{n+1} := \begin{pmatrix}
1 - \frac{\Delta t}{\Delta x^2} \Delta^*_h E_h^{n+1}(x_{k}^{n+1}) & \frac{\Delta t}{\Delta x} \\
\frac{\Delta t}{\Delta x} E_h^{n+1}(x_{k}^{n+1}) & 1
\end{pmatrix}.
\]

(35)

Note that we have \( \det(J_{k}^{n+1}) = 1 \), hence the normalization step (23) is not needed here. Moreover, we observe that (32) also involves a forward transport of the particle centers, namely

\[
\varphi_{h,k}^{n+1} = F_{h,k}^{n+1}(z_{k}^{n+1}) = (x_{k}^{n+1} + \frac{\Delta t}{\Delta x^2} v_{k}^{n+1}, v_{k}^{n+1} := v_{k}^{n+1} - \Delta t E_h^{n+1}(x_{k}^{n+1})
\]

which, given (29), gives

\[
z_{k}^{n+1} = (x_{k}^{n} + \frac{\Delta t}{\Delta x} (v_{k}^{n} + v_{k}^{n+1}), v_{k}^{n+1} := v_{k}^{n} - \Delta t E_h^{n+1}(x_{k}^{n+1}) + \frac{\Delta t}{\Delta x} v_{k}^{n}).
\]

Remark 3.1. In practice the accuracy of the method is greatly improved by remapping the particles when their shapes deform too much. The scheme reads then (with an ad-hoc remapping criterion)

\[
f_h^{n+1} := T_h[F_h^{n+1}] T_k[F_k^{n}] f_h^n \quad \text{with} \quad f_h^n := \begin{cases}
A_h f_h^n & \text{if } n \text{ is a remapping step}, \\
f_h^n & \text{otherwise}.
\end{cases}
\]

Remark 3.2. Transporting the particles with the electric field (30) is of course a simplification, similar to the one considered in [14]. In practice one does rather use a piecewise polynomial approximation of the field, obtained by solving numerically the Poisson equation (2).

Proposition 3.3. For \( n = 0, \ldots, N_t \), the numerical densities \( f_h^n \) and \( f_h^{n+1} \) are \( L \)-periodic with respect to \( x \).
Proof. Using (25) and (19), we easily derive from (24) that
\[ w_k = w_{k-k_L} \quad \text{for} \quad k \in \mathbb{Z}^2, \quad \text{where} \quad k_L := (N_x, 0). \]

Turning next to the particles we claim that
\[ E_{n}^{0} = z_{k}^{n} + (L, 0) \quad \text{and} \quad \varphi_{h,k}^{n}(x + L, v) = \varphi_{h,k}^{n}(x, v) \] (36)
hold for all \( k \) and \( n \), as well as the analog property on the intermediate centers \( z_{k}^{n,1} \) and particles \( \varphi_{h,k}^{n,1} \). Note that one readily infers the desired result from the second half of claim, indeed
\[ f_{h}^{n}(x + L, v) = \sum_{k \in \mathbb{Z}^2} w_k \varphi_{h,k}^{n}(x + L, v) = \sum_{k \in \mathbb{Z}^2} w_{k-k_L} \varphi_{h,k-k_L}^{n}(x, v) = f_{h}^{n}(x, v). \]

For \( n = 0 \) the property (36) is easily checked from the definition \( z_{k}^{0} = h k \) and the tensor-product structure (16)-(17) of the initial particles, so let us assume that it holds for some \( n \geq 0 \). Since the flow \( F_{\frac{t}{2}} \) satisfies
\[ F_{\frac{t}{2}}(x + L, v) = (x + L + \frac{\Delta t}{2} v, v) = F_{\frac{t}{2}}(x, v) + (L, 0), \]
we have
\[ z_{k}^{n,1} = F_{\frac{t}{2}}(z_{k}^{n}) = F_{\frac{t}{2}}(z_{k-k_L}^{n} + (L, 0)) = F_{\frac{t}{2}}(z_{k-k_L}^{n}) + (L, 0) = z_{k-k_L}^{n} + (L, 0). \] (38)

Moreover, we also have \((F_{\frac{t}{2}})^{-1}(x + L, v) = (F_{\frac{t}{2}})^{-1}(x, v) + (L, 0)\), hence using the transport structure \( \varphi_{h,k}^{n,1} = \varphi_{h,k}^{n} \circ (F_{\frac{t}{2}})^{-1} \) we derive that
\[ \varphi_{h,k}^{n,1}(x + L, v) = \varphi_{h,k}^{n}((F_{\frac{t}{2}})^{-1}(x + L, v)) \]
\[ = \varphi_{h,k}^{n}((F_{\frac{t}{2}})^{-1}(x, v) + (L, 0)) \]
\[ = \varphi_{h,k-k_L}^{n}((F_{\frac{t}{2}})^{-1}(x, v)) \]
\[ = \varphi_{h,k-k_L}^{n,1}(x, v). \] (39)

To verify that (36) also holds for the centers and particles on the time step \((n + 1)\), we use the \( L \)-periodicity of the field \( E_{n}^{1} \) (inferred from that of the kernel \( K \)) to observe that
\[ F_{h}^{n,1}(x + L, v) = F_{h}^{n,1}(x, v) + (L, 0). \]

Firstly, this shows that the centers \( z_{k}^{n+1} \) do satisfy the first half of the claim. Secondly, together with (38) it allows to compute that the linearized flows (33) satisfy
\[ F_{h,k}^{n,1}(x + L, v) = F_{h,k}^{n,1}(z_{k}^{n}) + J_{k}^{n,1}((x + L, v) - z_{k}^{n}) \]
\[ = F_{h,k}^{n,1}(z_{k-k_L}^{n} + (L, 0)) + J_{k}^{n,1}((x, v) - z_{k-k_L}^{n}) \]
\[ = F_{h,k-k_L}^{n,1}(x, v) + (L, 0) \] (40)

where we have used again (38) together with the periodicity of \( E_{n}^{1} \) to identify \( J_{k}^{n,1} = J_{k-k_L}^{n,1} \) in the third equality. Finally, computing as in (39) shows that the second half of our claim also holds for the intermediate particles \( \varphi_{h,k}^{n,1} \), and the result follows by induction on \( n \).

4 A priori error estimates

In this section we establish several a priori estimates for the errors resulting from the above scheme. Our analysis goes as follows. We first establish an a priori bound for the numerical electric field \( E_{h}^{n,1} \) and for the flow error \( \epsilon_{h}^{n} \) corresponding to the approximation of the exact flow \( F_{0,t,h} \) by the local linearizations involved in the particle transformations, see (43) and (44) below. We then
control the error on the electric field by this flow error. The main task is to bound this error flow according to $h$ and $\Delta t$; to do so we distinguish the error resulting from the approximation of Jacobian matrix $J_{y^n}^{n+1}(z^n_k)$ and the one from the splitting scheme. Finally, we relate the error done on the phase space density with that on the flow.

This eventually allows us to prove that, under a mild condition $\Delta t \lesssim \sqrt{h}$, the particle centers and the electric field, and in addition

$$\sup_{k \in \mathbb{Z}^2} \|z^n_k - F_{0,t_n}(z^n_k)\| + \|E^{n+1}_h - E(t_{n+\frac{1}{2}})\|_{L^\infty(\mathbb{R})} \leq C(T)(h^2 + \Delta t^2), \quad n \leq T/\Delta t \quad (41)$$

whereas the particle density satisfies

$$\|f^n_h - f^n_{ex}\|_{L^\infty(\mathbb{R}^2)} \leq C(T)(h + h^{-1}\Delta t^2), \quad n \leq T/\Delta t \quad (42)$$

for constants independent of $h$, see Corollary 4.7 and Theorem 4.2 below.

We may compare the above estimates with those established for classical (fixed-shape) particles in [14]. In this work the authors consider a time-continuous method similar to ours, where smooth particles of fixed radius $\varepsilon$ follow trajectories $Z^h_k = (X^h_k, V^h_k)$, $k \in \mathbb{Z}^2$, accelerated by the exact electrostatic field $E_h$ they create, i.e.,

$$\begin{align*}
\frac{d}{dt} X^h_k(t) &= V^h_k(t), \\
\frac{d}{dt} V^h_k(t) &= -E^h(t, X^h_k(t)) \\
(X^h_k, V^h_k)(0) &= z^0_k = h k \\
E^h(t, x) &= \int_0^L K(x, y) \rho^c_h(t, y) \, dy.
\end{align*}$$

Here,

$$\rho^c_h(t, x) := 1 - \sum_{k \in \mathbb{Z}^2} w_k \zeta_\varepsilon(x - X^h_k(t))$$

corresponds to the space charge density carried by smooth particles with shape function $\varphi_\varepsilon(z) = \zeta_\varepsilon(x)\zeta_\varepsilon(y)$ where $\zeta_\varepsilon := \frac{1}{\varepsilon}\zeta(\frac{\cdot}{\varepsilon})$. Thus, in the case considered here where the particle radius $\varepsilon$ is proportional to the initial grid size $h$, the error estimate stated in [14, Th. 3] reads

$$\|E^h(t) - E(t)\|_{L^\infty(\mathbb{R})} + \sup_{k \in \mathbb{Z}^2} \|Z^h_k(t) - F_{0,t}(z^0_k)\| \leq C(T)h, \quad t \leq T.$$  

In particular we see that by transporting the smooth particles along local linearizations of the flow, we gain one order of convergence for the particle trajectories and the electric field, and in addition the resulting phase space density converges in $L^\infty$.

**Remark 4.1.** *In fact the error estimate given in [14, Th. 3] covers arbitrary orders of convergence, but for particle radii $\varepsilon$ that tend to 0 at a much slower rate than $h$. This results in an extended particle overlapping and yields expensive computations for the particle interactions. In the present study the particle overlapping is bounded by only considering shape functions of radius $\varepsilon \sim h$.***

As explained just above, a central piece of our error analysis consists of estimating the error between the exact (non-linear) flow and its local linearizations over $[0, t_n]$, namely

$$\bar{F}_{ex}^n := F_{0,t_n} \quad \text{and} \quad \bar{F}^n_{h,k} := F^{n-1,1}_{h,k} F^{n-1}_{h,k} \bar{F}_{ex}^n, \quad k \in \mathbb{Z}^2 \quad (43)$$

where $\bar{F}_{h,k}^0 := I_{\mathbb{R}^2}$ consistent with (6) (here and in what follows we will use a bar to distinguish time-integrated flows). More precisely, what we are interested in is to estimate this error where the numerical flows are actually used in the scheme, which is on the initial particle supports $B^n_{h,k}$, see (18). Restricting ourselves to the particles to non vanishing weights, (26), we thus let

$$e^n_F := \sup_{k \in \mathbb{Z}^2} \left\| \bar{F}_{h,k}^n - \bar{F}_{ex}^n \|_{L^\infty(B^n_{h,k})} \right\| \quad (44)$$

In order to give a first a priori bound for $e^n_F$ (in Corollary 4.3 below) it will be convenient to reduce this supremum to a finite subset of $\mathbb{Z}^2$. Indeed, from the periodicity (37), (40) of the numerical flows we derive that

$$\bar{F}_{h,k}^n(x + L, v) = \bar{F}_{h,k-k_z}^n(x, v) + (L, 0),$$
hence
\[ \|F_{h,k} - I\|_{L^\infty(B_0^0)} = \|\hat{F}_{h,k} - I\|_{L^\infty(B_0^0)} \]
holds with \( k_L = (N_x,0) \), under the assumption (24). Moreover, as is easily checked using (4) and the periodicity of \( E \) the exact flow satisfies \( \hat{F}_{ex}^n(x + L, v) = \hat{F}_{ex}^n(x, v) + (L, 0) \), therefore \( \|\hat{F}_{ex}^n - I\|_{L^\infty(B_0^0)} \) does not depend on \( m \in \mathbb{Z} \). In particular, we have
\[ e^n_k = \sup_{k \in \mathbb{Z}^2} \|\hat{F}_{h,k}^n - \hat{F}_{ex}^n\|_{L^\infty(B_0^0)} \]
with (compare with (26))
\[ \mathbb{Z}^2_{w,L} = \{ k = (k_x, k_v) \in \mathbb{Z}^2 : 0 \leq k_x h < L \text{ and } |k_v h| \leq Q_0 + m h L \} \] (45)

### 4.1 Preliminary estimates

To study the numerical errors it will be convenient to define reference entities parallel to the ones involved in the splitted numerical scheme (28)-(31). Thus, for all \( n \) we let
\[ f_{ex}^n(x, v) := T_F f_{ex}^n(x, v) = f_{ex}^n(F_{ex}^{-1}(x, v)) = f(t_n, x - \Delta t, v, v) \] (46)
where \( f_{ex}^n = f(t_n, \cdot, \cdot) \) is the exact solution of (1). Accordingly we define an auxiliary reference field
\[ E_{ex}^n(x) := \int_0^L K(x, y) \left( 1 - \int_{\mathbb{R}} f_{ex}^n(y, v) \, dy \right) \, dy \] (47)
and the associated reference flow
\[ \hat{F}_{ex}^n: (x, v) \mapsto (x + \Delta t \hat{v}, \hat{v} := v - \Delta t E_{ex}^n(x)) \] (48)
From \( (E_{ex}^n)'(x) = 1 - \int_{\mathbb{R}} f_{ex}^n(x, v) \, dv = 1 - \int_{\mathbb{R}} f(t_n, x - \Delta t, v, v) \, dv \), we easily derive
\[ \|E_{ex}^n\|_{W^{1,\infty}} \leq 1 + 2Q_T \|f^0\|_{L^\infty} \quad \text{and} \quad \|E_{ex}^n\|_{W^{2,\infty}} \leq 2Q_T \|\partial_x f(t_n)\|_{L^\infty} \] (49)
Moreover, the Jacobian matrix of the reference flow (48) reads
\[ J_{\hat{F}_{ex}^n}(z) = \begin{pmatrix} 1 - \Delta t \frac{(E_{ex}^n)'(x)}{2} & \Delta t \frac{(E_{ex}^n)'(x)}{2} \\ -\Delta t \frac{(E_{ex}^n)'(x)}{2} & 1 \end{pmatrix} \] (50)
Therefore
\[ \|\hat{F}_{ex}^n\|_{W^{1,\infty}} \leq 1 + C \Delta t \|E_{ex}^n\|_{W^{1,\infty}} \leq 1 + C \Delta t \] (51)
and
\[ \|\hat{F}_{ex}^n\|_{W^{2,\infty}} \leq C \Delta t \|E_{ex}^n\|_{W^{2,\infty}} \leq C \Delta t. \] (52)

**Lemma 4.2.** The approximate electric field satisfies
\[ \|E_{ex}^n\|_{L^\infty} \leq L(1 + C \|f^0\|_{L^\infty}) \] (53)
for \( n = 0, \ldots, N_t \), with a constant \( C \) that only depends on \( p \) and will be specified in the proof.

**Proof.** According to Proposition 3.3 we know that both \( f^0_h \) and \( f_{ex}^n \) are \( L \)-periodic in \( x \), and the same arguments show that this is also the case for the functions \( \hat{f}^0_h(z) := \sum_{k \in \mathbb{Z}} \hat{w}_k \varphi_{h,k}^0(z) \) and \( \hat{f}_{ex}^n(z) := \sum_{k \in \mathbb{Z}} |w_k \varphi_{h,k}^n(z)| \). In particular, the average integrals on \( \Omega_m := [-m L, m L] \times \mathbb{R} \),
\[ M_h^0(m) := \frac{1}{2m} \int_{\Omega_m} \hat{f}_h^0(z) \, dz \quad \text{and} \quad M_h^n(m) := \frac{1}{2m} \int_{\Omega_m} \hat{f}_h^n(z) \, dz \]
do not depend on \( m \). We claim that they actually coincide, i.e., \( M_k^0(1) = M_k^{n,1}(1) \). Or equivalently,
\[
\int_{[0,L] \times \mathbb{R}} \hat{f}_k^0(z) \, dz = \int_{[0,L] \times \mathbb{R}} \hat{f}_k^{n,1}(z) \, dz
\]  
(54)

(the same result holds for \( f_k^0 \) and \( f_k^{n,1} \) as well, but we shall not need it). To show our claim we first derive from (37) and (40) that
\[
F_{\frac{1}{2}} \hat{F}_{\frac{1}{2}}^n(x + L, v) = F_{\frac{1}{2}} \hat{F}_{\frac{1}{2}}^{n} (x, v) + (L, 0)
\]  
(55)

holds for all \( n \) and \( k \), and it follows that
\[
\|F_{\frac{1}{2}} \hat{F}_{\frac{1}{2}}^n - I\|_{L^\infty(B_{\frac{1}{2}k} \cap \Omega)} = \|F_{\frac{1}{2}} \hat{F}_{\frac{1}{2}}^{n} - I\|_{L^\infty(B_{\frac{1}{2}k} \cap \Omega)} , \quad k \in \mathbb{Z}^2.
\]
This implies that for a given value of \( h \), the supremum
\[
\eta_h^n := \sup_{k \in \mathbb{Z}^2} \|F_{\frac{1}{2}} \hat{F}_{\frac{1}{2}}^n - I\|_{L^\infty(B_{\frac{1}{2}k} \cap \Omega)}
\]

involves a finite number of indices and hence it is finite. We thus observe that any \( z = (x, v) \in B_{\frac{1}{2}k} \cap \Omega_m \) satisfies
\[
-mL - \eta_h^n \leq z - x - \eta_h^n \leq F_{\frac{1}{2}} \hat{F}_{\frac{1}{2}}^n(z) - x \leq \eta_h^n \leq mL - \eta_h^n,
\]
i.e.,
\[
F_{\frac{1}{2}} \hat{F}_{\frac{1}{2}}^n(B_{\frac{1}{2}k} \cap \Omega_m) \subset \Omega_{m'} \quad \text{with} \quad m' = m + \lceil \eta_h^n L^{-1} \rceil.
\]
This allows to compute
\[
M_k^0(m) = \frac{1}{2m} \sum_{k \in \mathbb{Z}^2} \int_{B_{\frac{1}{2}k} \cap \Omega_m} |w_k \phi_{k, h}^0(z)| \, dz
\]
\[
= \frac{1}{2m} \sum_{k \in \mathbb{Z}^2} \int_{\hat{F}_{\frac{1}{2}}^{n,1}(B_{\frac{1}{2}k} \cap \Omega_m)} |w_k \phi_{k, h}^{n,1}(z)| \, dz
\]
\[
\leq \frac{1}{m} \int_{\Omega_{m'}} \int_{k \in \mathbb{Z}^2} |w_k \phi_{k, h}^{n,1}(z)| \, dz
\]
\[
\leq \frac{m'}{m} M_k^{n,1}(m),
\]
from which we infer that \( \lim_m M_k^0(m) \leq \lim_m M_k^{n,1}(m) \). Or, since these quantities do not depend on \( m \), that \( M_k^0(1) \leq M_k^{n,1}(1) \). Finally we observe that (55) readily holds for \( (\hat{F}_{\frac{1}{2}, k}^{n,1})^{-1} \), and by symmetry this gives \( M_k^{n,1}(1) \leq M_k^0(1) \) which proves our claim. Using the \( L^\infty \) bound (11) on \( K \), our claim (54) and the bounded support (27) we compute then
\[
|E_{k, h}^{n,1}(x)| \leq \int_0^L \left(1 + \int_{\mathbb{R}} \hat{f}_{k, h}^{n,1}(y, v) \, dv\right) \, dy \leq L + \int_{[0,L] \times \mathbb{R}} \hat{f}_k^{0}(z) \, dz \leq L(1 + 2Q_k^0 \| \hat{f}_k^{0} \|_{L^\infty(\mathbb{R}^2)} )
\]
Now, using the same arguments as in (20) we find
\[
\| \hat{f}_k^{0} \|_{L^\infty(\mathbb{R}^2)} \leq (2c^p)^2 \| a \|_{L^\infty(\mathbb{R}^2)} \| \phi \|_{L^\infty(\mathbb{R}^2)} \| a \|_{L^\infty(\mathbb{R}^2)},
\]
(56)
which completes the proof with \( C = 2Q_k^0(2c^p)^2 \| \phi \|_{L^\infty(\mathbb{R}^2)}\| a \|_{L^\infty(\mathbb{R}^2)} \). \( \square \)

**Corollary 4.3.** The numerical flow error satisfies an a priori bound
\[
e_k^p \leq C
\]
(57)
with a constant \( C \) that depends only on the exact solution.
Proof. Using the $L^\infty$ estimate (53) on the electric field, one finds that the approximate flow (31) satisfies
\[ \| F^{n,1}_h(z) \|_{\infty} \leq (1 + \frac{\Delta t}{2}) \| z \|_{\infty} + C \Delta t \]
with a constant $C$ that only depends on $p$ and on the exact solution. Since one clearly has
\[ \| F_z^0(z) \|_{\infty} \leq (1 + \frac{\Delta t}{2}) \| z \|_{\infty}, \tag{58} \]
a discrete Gronwall lemma gives
\[ \| F_{h}^{n-1,1}F_z^{1} \cdots F_{h}^{0,1}F_z^{1}(z) \|_{\infty} \leq C(\| z \|_{\infty} + 1) \]
for $n \leq N_f$, with another such constant $C$. In particular, applying the above estimate to $z = z_k^0$ and considering only the particle centers with indices in the finite set (45) gives (up to changing the constant)
\[ \| z_k^n \|_{\infty} \leq C \tag{59} \]
for all $n \leq N_f$ and $k \in \mathbb{Z}^2_{w,L}$. Turning to the linearized flow (43), we next compute
\[
\| \tilde{F}_{h,k}^n(z) - z_k^n \|_{\infty} = \| F_{h,k}^{n-1,1}F_z^{1} \cdots F_{h,k}^{0,1}F_z^{1}(z) - z_k^n \|_{\infty} \\
= \| J_k^{n-1,1}(F_z^{1} \cdots F_{h,k}^{0,1}F_z^{1}(z) - z_k^{n-1,1}) \|_{\infty} \\
= \| J_k^{n-1,1}F_z^{1}(F_{h,k}^{0,1}F_z^{1}(z) - z_k^{n-1,1}) \|_{\infty} \\
\leq \| J_k^{n-1,1} \|_{\infty}(1 + \frac{\Delta t}{2}) \| F_{h,k}^{0,1}F_z^{1}(z) - z_k^{n-1,1} \|_{\infty} \\
\leq (1 + C \Delta t)(1 + \frac{\Delta t}{2}) \| F_{h,k}^{0,1}F_z^{1}(z) - z_k^{n-1,1} \|_{\infty}.
\]
Here we have used (33) and $z_k^n = F_{h,k}^{n-1,1}(z_k^{n-1,1})$ in the second equality, $z_k^{n-1,1} = F_z^{1}z_k^{n-1}$ in the third one, (58) in the first inequality and the definition of the truncated finite difference operator (34) on the last one. For $n \leq N_f$ this readily gives $\| \tilde{F}_{h,k}^n(z) - z_k^n \|_{\infty} \leq C \| z - z_k^0 \|_{\infty}$, and with (59) we find that
\[ \| \tilde{F}_{h,k}^n(z) \|_{L^\infty(B_{h,k})} \leq C + \| z_k^n \|_{\infty} \leq C \]
holds again with constants that only depend on $p$ and on the exact solution. Clearly this is also the case for the exact flow, hence the a priori bound (57). \qed

4.2 Field error estimate

An important step is to control the error on the electric field by the flow error.

Lemma 4.4. We have
\[ \| E_{ex}^{n,1} - E_h^{n,1} \|_{L^\infty(\mathbb{R})} \leq C(e_F^n + h^2) \]
with a constant that only depends on the spline degree $p \geq 1$ and on the exact solution.

Proof. For conciseness we write $F = F_{ex}^n \tilde{F}_{ex}$ and $\tilde{F}_k = F_{ex}^n \tilde{F}_{h,k}^n$ in this proof. The main argument relies on the transport structure of the auxiliary particle solution, namely
\[ f_h^{n,1}(z) = \sum_{k \in \mathbb{Z}^2} w_k f_h^{n,1}(z) = \sum_{k \in \mathbb{Z}^2} w_k f_h^{0}(\tilde{F}_{h,k}^n(z)), \quad z \in \mathbb{R}^2 \tag{60} \]
and on that of the reference one (readily derived from (5), (46)),
\[ f_{ex}^{n,1}(z) = f^{0}(F^{-1}(z)), \quad z \in \mathbb{R}^2. \tag{61} \]
Given $x \in \mathbb{R}$ and $\varepsilon > 0$, it will be convenient to define $\Omega_x := [x, x + L] \times [-Q_T, Q_T]$ and
\[ \Omega_x^\varepsilon := \Omega_x \setminus (\partial \Omega_x + B_{\infty}(0, \varepsilon)) = [x + \varepsilon, x + L - \varepsilon] \times [-Q_T + \varepsilon, Q_T - \varepsilon]. \tag{62} \]
For later use we take $\varepsilon := (1 + \Delta t)e_F^n$, so that
\[ \| F - \tilde{F}_k \|_{L^\infty(B_{h,k})} \leq (1 + \frac{\Delta t}{2})e_F^n < \varepsilon. \]
In particular, if some \( z^0 \in B^0_{h,k} \) is such that its image \( \tilde{F}_k(z^0) \) by the linearized flow is in a given domain \( \omega \subset \mathbb{R}^2 \), then its image \( F(z^0) \) by the reference flow is in \( \omega + B_\infty(0,\varepsilon) \). In other terms, we have

\[
B^0_{h,k} \cap (\tilde{F}_k)^{-1}(\omega) \subset F^{-1}(\omega + B_\infty(0,\varepsilon)).
\] (63)

With the above tools we handle the electric field as follows:

\[
\begin{align*}
\int_x^{x+L} K(x, \tilde{y}) \, dy - E_m^{n,1}(x) &= \int_{\partial \Omega_x} K(x, \tilde{y}) f^{n,1}(\tilde{y}, \tilde{v}) \, d\tilde{v} \\
&= \int_{\partial \Omega_x} K(x, \tilde{y}) \sum_{k \in \mathbb{Z}^2} w_k \phi^0_{h,k}(\tilde{F}_k^{-1}(\tilde{y}, \tilde{v})) \, d\tilde{v} \\
&= \sum_{k \in \mathbb{Z}^2} w_k \int_{\tilde{F}_k^{-1}(\Omega_x)} K(x, \tilde{F}_k(z^0)_x) \phi^0_{h,k}(z^0) \, dz^0 \\
&= R_1 + \sum_{k \in \mathbb{Z}^2} w_k \int_{\tilde{F}_k^{-1}(\Omega_x)} K(x, \tilde{F}_k(z^0)_x) \phi^0_{h,k}(z^0) \, dz^0 \\
&= R_1 + R_2 + R_3 + \sum_{k \in \mathbb{Z}^2} w_k \int_{\tilde{F}_k^{-1}(\Omega_x)} K(x, F(z^0)_x) \phi^0_{h,k}(z^0) \, dz^0 \\
&= R_1 + R_2 + R_3 + R_4 + \int_{\Omega_x} K(x, y) f^{n,1}(y, v) \, dv \\
&= R_1 + R_2 + R_3 + R_4 + \int_{\Omega_x} K(x, y) f^{n,1}(y, v) \, dv \\
&= R_1 + R_2 + R_3 + R_4 + \int_0^L K(x, y) \, dy - E_m^{n,1}(x).
\end{align*}
\]

Here we have used the periodicity of \( K \) and \( f^{n,1} \) (see Prop. 3.3) in the first equality, the transport structure (60) in the second one, the measure preserving change of variable \( (\tilde{y}, \tilde{v}) = \tilde{F}_k(z^0) \) in the third one, the change of variable \( (y, v) = F(z^0) \) (also measure preserving) together with the transport structure (61) in the eighth one, and finally the periodicity of \( f^{n,1}_{ex} \) in the last one. The remainders are estimated as follows. From the definition (62) we see that \( \Omega_x \subset \Omega_x \) and also \( (\Omega_x \setminus \Omega^c_x) \subset \partial \Omega_x + B_\infty(0,\varepsilon) \). Using the embedding (63) (with \( \omega = \partial \Omega_x + B_\infty(0,\varepsilon) \)), this gives

\[
|R_1| = \left| \sum_{k \in \mathbb{Z}^2} \int_{\tilde{F}_k^{-1}(\Omega_x \setminus \Omega^c_x)} K(x, \tilde{F}_k(z^0)_x) w_k \phi^0_{h,k}(z^0) \, dz^0 \right| \\
\leq \sum_{k \in \mathbb{Z}^2} \int_{\tilde{F}_k^{-1}(\partial \Omega_x + B_\infty(0,\varepsilon))} |w_k \phi^0_{h,k}(z^0)| \, dz^0 \leq \int_{F^{-1}(\partial \Omega_x + B_\infty(0,\varepsilon))} \tilde{f}^0_h(z^0) \, dz^0 \leq C\varepsilon\|\tilde{f}^0_h\|_{L^\infty(\mathbb{R}^2)}.
\]

where we have denoted \( \tilde{f}^0_h = \sum_{k \in \mathbb{Z}^2} w_k \phi^0_{h,k} \) as in the proof of Lemma 4.2. Here we have used the \( L^\infty \) bound (11) on \( K \), the fact that \( \text{supp}(\phi^0_{h,k}) = B^0_{h,k} \) and the estimate \( |\partial \Omega_x + B_\infty(0,2\varepsilon)| \leq C(\varepsilon + \varepsilon^2) \leq C\varepsilon \), derived from the stability bound (57). To estimate \( R_2 \) we next observe that taking \( \omega = \Omega^c_x \) in (63) yields

\[
B^0_{h,k} \cap (\tilde{F}_k)^{-1}(\Omega^c_x) \subset F^{-1}(\Omega_x).
\] (64)

Thus for all \( z^0 \in B^0_{h,k} \cap (\tilde{F}_k)^{-1}(\Omega^c_x) \), we find that both \( F(z^0)_x \) and \( \tilde{F}_k(z^0)_x \) are in the interval \([x, x + L]\) where \( K(x, \cdot) \) is \( \frac{1}{L} \)-Lipschitz, see (12). Hence,

\[
|K(x, \tilde{F}_k(z^0)_x) - K(x, F(z^0)_x)| \leq \frac{1}{L} \|\tilde{F}_k(z^0) - F(z^0)\|_\infty \leq \frac{\varepsilon}{L} \quad \text{for} \quad z^0 \in B^0_{h,k} \cap \tilde{F}_k^{-1}(S_x(\varepsilon)),
\]
and it follows that
\[
|R_2| = \left| \sum_{k \in \mathbb{Z}^2} w_k \int \int_{\overline{\Delta}_n^2} [K(x, \tilde{F}_h(z_0)^{0}) - K(x, F(z_0)^{0})]\varphi_{h,k}(z_0) \, dz_0^0 \right|
\]
\[
\leq \frac{\varepsilon}{L} \int \int_{\Omega_x} \sum_{k \in \mathbb{Z}^2} |w_k \varphi_{h,k}(z_0)| \, dz_0^0 \leq \frac{\varepsilon}{L} \| F^{-1}(\Omega_x) \| \| \tilde{f}_h^0 \|_{L^{\infty} (\mathbb{R}^2)} \leq 2Q_T \varepsilon \| \tilde{f}_h^0 \|_{L^{\infty} (\mathbb{R}^2)},
\]
where we have used \(| F^{-1}(\Omega_x) | = | \Omega_x | = 2LQ_T .
Turning to \(R_3\), we use again (64) to write that
\[
R_3 = - \sum_{k \in \mathbb{Z}^2} w_k \int \int_{B_{h,k}(\Omega_x) \cap (F^{-1}(\Omega_x) \setminus \overline{\Delta}_n^2)} K(x, F(z_0)^0) \varphi_{h,k}(z_0) \, dz_0^0,
\]
and we observe that the embedding (63) with \(\omega = (\Omega_x)^c := \mathbb{R}^2 \setminus \Omega_x \) now gives
\[
B_{h,k} \cap \tilde{F}_h^{-1}(\Omega_x)^c \subset F^{-1}(\Omega_x)^c + B_{\infty}(0, \varepsilon) \subset F^{-1}(((\Omega_x)^c + B_{\infty}(0, \varepsilon)) \cup (\partial \Omega_x + B_{\infty}(0, 2\varepsilon))).
\]
Hence, writing \(F^{-1}(\Omega_x) \setminus \tilde{F}_h^{-1}(\Omega_x)^c \cap B_{h,k}(\Omega_x) \cap (F^{-1}(\Omega_x)^c + B_{\infty}(0, \varepsilon)) \subset F^{-1}(\partial \Omega_x + B_{\infty}(0, 2\varepsilon))\).

As a result we proceed with our estimate (65) as follows,
\[
|R_3| \leq \int \int_{F^{-1}(\Omega_x) \setminus \overline{\Delta}_n^2} \sum_{k \in \mathbb{Z}^2} |w_k \varphi_{h,k}(z_0)| \, dz_0^0 \leq C\varepsilon \| \tilde{f}_h^0 \|_{L^{\infty} (\mathbb{R}^2)}
\]
where again \(C\) is a constant depending on \(p\) and on the exact solution. The remaining term \(R_4\) is finally bounded using the initial approximation estimate (21),
\[
|R_4| = \left| \int \int_{F^{-1}(\Omega_x)} K(x, F(z_0)^0) (f_h^0(z_0) - f^0(z_0)) \, dz_0^0 \right| \leq |F^{-1}(\Omega_x) \| f_h^0 - f^0 \|_{L^{\infty} (\mathbb{R}^2)} \leq C\varepsilon^2
\]
with a constant that depends on \(p\) and on the exact solution. Gathering the above estimates with the \(L^{\infty}\) bound (56) on \(f_h^0\) and observing that \(\varepsilon \leq C\varepsilon^2\) yields the announced result.

\[\text{Lemma 4.5. We have}\]
\[
\| J_k^{n+1} - J_{P_{\varepsilon}^{n+1}}^{n+1} (z_k^{n+1}) \| \leq C\Delta t \min \{ 1, h^{-1}e_F + h \}
\]
with a constant that only depends on \(p\) and on the exact solution.

\[\text{Proof.}\ 
\text{By definition of the numerical (35) and reference (50) Jacobian matrices, i.e.,}\]
\[
J_k^{n+1} = \begin{pmatrix} 1 - \frac{\Delta t^2}{2} \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1}(x_k^{n+1}) \Delta t \frac{\Delta t}{2} & \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1}(x_k^{n+1}) \Delta t \frac{\Delta t}{2} \\
-\Delta t \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1}(x_k^{n+1}) & 1 \end{pmatrix},
J_{P_{\varepsilon}^{n+1}}(z) = \begin{pmatrix} 1 - \frac{\Delta t^2}{2} (E_{\varepsilon}^{n+1})^\prime (x) \Delta t \frac{\Delta t}{2} & \Delta t (E_{\varepsilon}^{n+1})^\prime (x) \Delta t \frac{\Delta t}{2} \\
-\Delta t (E_{\varepsilon}^{n+1})^\prime (x) & 1 \end{pmatrix},
\]

the Jacobian error consists of an error on the derivative of the field,
\[
\| J_k^{n+1} - J_{P_{\varepsilon}^{n+1}}^{n+1} (z_k^{n+1}) \| \leq \Delta t | \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1}(x_k^{n+1}) - (E_{\varepsilon}^{n+1})^\prime (x_k^{n+1}) |.
\]

Here the use of a truncated finite difference (34) gives the first a priori estimate (see (49)),
\[
\| \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1} - (E_{\varepsilon}^{n+1})^\prime \|_{L^{\infty}} \leq (2 + 2Q_T \| f^0 \|_{L^{\infty}}) \leq 1.
\]

Moreover, we see from (47) and (8)-(9) that \((E_{\varepsilon}^{n+1})^\prime\) is always in the interval \([1 - Q_T \| f^0 \|_{L^{\infty}}, 1]\). Hence by using a truncated finite difference \(\Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1}\) we can only reduce the error, in the sense that \(\| \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1} - (E_{\varepsilon}^{n+1})^\prime \|_{L^{\infty}} \leq \| \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1} - (E_{\varepsilon}^{n+1})^\prime \|_{L^{\infty}}\). Using the mean value theorem we then obtain
\[
\| \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1} - (E_{\varepsilon}^{n+1})^\prime \|_{L^{\infty}} \leq \| \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1} - (E_{\varepsilon}^{n+1})^\prime \|_{L^{\infty}} + \| \Delta t \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1} - (E_{\varepsilon}^{n+1})^\prime \|_{L^{\infty}}
\]
\[
\leq \Delta t \| \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1} - h \|_{L^{\infty}} + h \| (E_{\varepsilon}^{n+1})^\prime \|_{L^{\infty}}
\]
\[
\leq \Delta t \| \tilde{E}_{h,1} \tilde{E}_{h,1}^{n+1} - h \|_{L^{\infty}} + h \| (E_{\varepsilon}^{n+1})^\prime \|_{L^{\infty}}
\]
where the last inequality follows from Lemma 4.4 and (49). This completes the proof. \[\square\]
Lemma 4.6. The splitting scheme satisfies
\[ |f_{t_n, t_{n+1}} - F_{t_n}^{n+1} F_{t_n}^{1/2} | \leq C \Delta t^3 \]
for every \( k \in \mathbb{Z}_w \), with a constant that only depends on \( p \) and on the exact solution.

Proof. For \((X_n, V_n)\) fixed in \( F_{t_n}^{n} (B_{t_n}) \), we denote
\[ (X, V)(t) = F_{t_n}^{n} (X_n, V_n), \quad t \in [t_n, t_{n+1}] \]
(that is, \((X, V)'(t) = (V(t), -E(t, X(t)))\) and \((X, V)(t_n) = (X_n, V_n)\), and define
\[ (X_{n+1}, V_{n+1}) := F_{t_n}^{n+1} F_{t_n}^{1/2} (X_n, V_n) = (X_n + \Delta t V_n - \frac{\Delta t}{2} E_{t_n}^{n+1} (X_n + \frac{\Delta t}{2} V_n), V_n - \Delta t E_{t_n}^{n+1} (X_n + \frac{\Delta t}{2} V_n)). \]
Thus, we need to prove that \(|X_{n+1} - X(t_{n+1})|, |V_{n+1} - V(t_{n+1})| \leq C \Delta t^3\). Letting \( E_X(t) := E(t, X(t)) \) be the exact field along the characteristic curve, we derive from the definition of \((X, V)\) that
\[
\left\{ \begin{array}{ll}
E_X & \leq \|E\|_L \lesssim C \Delta t^3 \\
E_X & \leq \|E\|_L + \|V\|_L + \|E_X\|_L \\
E_X & \leq \|E_X\|_L + \|E\|_L + \|E_{xx}\|_L + \|E_{x}\|_L \lesssim C \Delta t^3
\end{array} \right.
\]
Here the \(L^\infty\) norms of \( V\) are taken of \([t_n, t_{n+1}]\) and those of \( E\) and its derivatives over the whole \([0, T] \times \mathbb{R} \). Now, since \((X_n, V_n) = F_{t_n}^{n+1} (X_0, V_0) = F_{0, t_n}^{n+1} (X_0, V_0)\) for some \((X_0, V_0) \in B_{t_n}^n\), we have
\( (X, V)(t) = F_{0, t_n}^{n+1} (X_0, V_0) \) and hence
\[ |V(t)| \leq |V_0| + \int_0^t |E_X(s)| \, ds \leq Q_0 + T \|E\|_L. \]
for \( t \leq T\), see (26), (27). It follows that
\[ \|E_X\|_2, (t_n, t_{n+1}) \leq C \]
holds with a constant depending only on \( p \) and on the exact solution. We next decompose
\[
\begin{align*}
X_{n+1} - X(t_{n+1}) &= E_1 + \frac{\Delta t^2}{2} (E_2 + E_3) \\
V_{n+1} - V(t_{n+1}) &= E_4 + \Delta t E_2 + E_3
\end{align*}
\]
with error terms defined as follows (writing \( t_{n+1} := (n + \frac{1}{2}) \Delta t\),
\[
\begin{align*}
E_1 &= X_n + \Delta t V_n - \frac{\Delta t^2}{2} E_X (t_{n+1} - X(t_{n+1}) \\
E_2 &= E_X (t_{n+1} - X_n + \frac{\Delta t}{2} V_n) \\
E_3 &= E(t_{n+1} - X_n + \frac{\Delta t}{2} V_n) - E_{t_n}^{n+1} (X_n + \frac{\Delta t}{2} V_n) \\
E_4 &= V(t_n) - \Delta t E_X (t_{n+1} - V(t_{n+1})
\end{align*}
\]
It thus remains to show that \(|E_1|, |E_2| \leq \Delta t^3\) and \(|E_3|, |E_4| \leq \Delta t^2\). For the first term we have
\[ E_1 = \int_{t_n}^{t_{n+1}} (V(t_n) - V(t)) \, dt - \frac{\Delta t^2}{2} E_X (t_{n+1} - X(t_{n+1}) = \int_{t_n}^{t_{n+1}} \int_{t_n}^{t} (E_X(s) - E_X(t_{n+1} - X(t_{n+1}) \, ds \, dt,
\]
hence \(|E_1| \leq C \Delta t^3\) readily follows from (66). For the second term, we compute
\[
\begin{align*}
|E_2| &= \left| E(t_{n+1} - X(t_{n+1})) - E(t_{n+1} - X_n + \frac{\Delta t}{2} V_n) \right| \\
&\leq \|\partial_x E\|_L \|X(t_{n+1} - X(t_{n+1}) - \Delta t V(t_n) \|_L \\
&\leq C \int_t^{t_{n+1}} |V(t) - V(t_n)| \, dt \\
&\leq C \int_{t_n}^{t_{n+1}} \int_{t_n}^{t} |E_X(s)| \, ds \, dt \lesssim \Delta t^2
\end{align*}
\]
where the last inequality follows from (66). Turning to $E_3$, we next use the integral formulations (10) and (47) of $E(t_{n+\frac{1}{2}}, \cdot)$ and $E_{n,1}^0$ and the $L^\infty$ bound (11) on $K$ to write

$$|E_3| = \int_0^L K(X_n + \frac{\Delta t}{2} V_n, y) \int_0^L \left| f(t_{n+\frac{1}{2}}, y, v) - f(t_n, y - \frac{\Delta t}{2} v, v) \right| dv \, dy \leq \int_0^L \left| \Phi(y, v) \right| dv \, dy$$

with $\Phi(y, v) := f(t_{n+\frac{1}{2}}, y, v) - f(t_n, y - \frac{\Delta t}{2} v, v)$. Denoting $\tilde{t}_s = t_n + s$ and $\tilde{y}_s(v) = y + (s - \frac{\Delta t}{2})v$, we then derive from the Vlasov equation that

$$\Phi(y, v) = \int_0^{\frac{\Delta t}{2}} \frac{d}{ds} \left( f(\tilde{t}_s, \tilde{y}_s(v), v) \right) ds = \int_0^{\frac{\Delta t}{2}} (\partial_t f + v \partial_x f)(\tilde{t}_s, \tilde{y}_s(v), v) ds = \int_0^{\frac{\Delta t}{2}} \Theta(s, y, v) ds$$

with $\Theta(s, y, v) := E(\tilde{t}_s, \tilde{y}_s(v)) \partial_{\tilde{t}} f(\tilde{t}_s, \tilde{y}_s(v), v)$. Now, instead of writing a straightforward bound $|E_3| \lesssim \Delta t$ (which is not enough for our purposes), we integrate by parts using $\tilde{y}_s'(v) = s$ (and the bounded support of $f$ in the $v$ dimension),

$$\int_{\mathbb{R}} s \partial_v E(\tilde{t}_s, \tilde{y}_s(v), v) f(\tilde{t}_s, \tilde{y}_s(v), v) dv = \int_{\mathbb{R}} \left. \frac{d}{dv} \left( E(\tilde{t}_s, \tilde{y}_s(v)) \right) \right|_0^{\frac{\Delta t}{2}} dv f(\tilde{t}_s, \tilde{y}_s(v), v) dv$$

$$= -\int_{\mathbb{R}} E(\tilde{t}_s, \tilde{y}_s(v)) \left. \frac{d}{dv} \right|_0^{\frac{\Delta t}{2}} (f(\tilde{t}_s, \tilde{y}_s(v), v)) dv$$

$$= -\int_{\mathbb{R}} E(\tilde{t}_s, \tilde{y}_s(v)) \left[ (s \partial_v f + \partial_v f)(\tilde{t}_s, \tilde{y}_s(v), v) \right] dv.$$

This gives $\int_{\mathbb{R}} \Theta(s, y, v) dv = -s \int_{\mathbb{R}} \partial_x (Ef)(\tilde{t}_s, \tilde{y}_s(v), v) dv$, hence

$$|E_3| \leq \int_0^L \left| \int_{\mathbb{R}} \Phi(y, v) dv \right| dy + \int_0^L \left| \int_{\mathbb{R}} \Theta(s, y, v) dv ds \right| dy \leq C \Delta t^2 Q T \| \partial_x (Ef) \|_{L^\infty}$$

which yields $|E_3| \lesssim (\Delta t)^2$ with a constant that only depends on the exact solution. Finally, the last term $E_4$ is a midpoint formula ($E_X = -V'$), hence it is bounded by

$$|E_4| \leq \frac{\Delta t^3}{24} \| V^{(3)} \|_{L^\infty} = \frac{\Delta t^3}{24} \| E_X^{n} \|_{L^\infty} \lesssim \Delta t^3$$

according to (66). This completes the proof. \hfill \Box

### 4.3 Main estimates

We are now in position to state and prove the error estimates announced in (41) and (42).

**Theorem 4.1.** Provided

$$\Delta t \lesssim \sqrt{h},$$

the numerical flow error $e_F^n := \sup_{k \in \mathbb{Z}^2} \| F^n_{h,k} - F^n_{ex} \|_{L^\infty(B^0_{h,k})}$ satisfies

$$e_F^n \lesssim h^2 + \Delta t^2$$

for $n \leq T/\Delta t$, with a constant that only depends on the spline degree $p \geq 1$ and on the exact solution, see (14).

**Corollary 4.7.** The particle centers approximate the exact trajectories $\tilde{F}_{ex}^n(z_k^0) := F_{0,t_n}(z_k^0)$ according to the estimate

$$\sup_{k \in \mathbb{Z}^2} \| z_k^n - \tilde{F}_{ex}^n(z_k^0) \| \lesssim h^2 + \Delta t^2,$$

and the auxiliary (leap-frog) approximate field satisfies

$$\| E_{h}^{n,1} - E(t_{n+\frac{1}{2}}) \|_{L^\infty(\mathbb{R})} \lesssim h^2 + \Delta t^2.$$
Theorem 4.2. Under the assumption (67), the particle approximation of the phase space density satisfies
\[ \|f_h^n - f_{ex}^n\|_{L^\infty(\mathbb{R}^2)} \lesssim h + h^{-1} \Delta t^2 \]
with a constant only depending on the spline degree \(p \geq 1\) and on the exact solution.

Proof of Theorem 4.1. Let \(n \in \{0, \ldots, N_1 - 1\}\), \(k \in \mathbb{Z}^2\) and \(z^0 \in B_{h,k}^0\). For conciseness we denote
\[ z^{n,1} := F_{\frac{h}{2}} \tilde{f}_{ex}^n(z^0) \quad \text{and} \quad \tilde{z}^{n,1} := F_{\frac{h}{2}} \tilde{f}_{h,k}^n(z^0). \]

Keeping in mind that the numerical (linearized) flow for the \(k\)-th trajectory reads \(\tilde{f}_{h,k}^{n+1} = F_{h,k}^{n+1} F_{\frac{h}{2}} \tilde{f}_{h,k}^n\) and using the expression (33) for \(F_{h,k}^{n+1}\), we decompose the flow error according to
\[
(\tilde{f}_{h,k}^{n+1} - F_{ex}^{n+1})(z^0) = F_{h,k}^{n+1}(z^{n,1}) - \tilde{f}_{ex}^{n+1}(z^0)
= \frac{F_{h,k}^{n+1}(z^{n,1}) + J_{n,k}^{\frac{h}{2}}(z^{n,1} - z_k^{n,1}) - \tilde{f}_{ex}^{n+1}(z^0)}{A} + \frac{F_{ex}^{n+1}(z^{n,1}) + J_{n,k}^{\frac{h}{2}}(z^{n,1} - z_k^{n,1}) - \tilde{f}_{ex}^{n+1}(z^0)}{B}
= \frac{F_{ex}^{n+1}(z^{n,1}) - \tilde{f}_{ex}^{n+1}(z^0)}{C} + \frac{J_{n,k}^{\frac{h}{2}}(z^{n,1} - z_k^{n,1}) - \tilde{f}_{ex}^{n+1}(z^0)}{B}.
\]

From the definitions (32) and (48) of \(F_{h,k}^{n+1}\) and \(F_{ex}^{n+1}\), and using Lemma 4.4 we find then
\[ \|A\| \leq \|F_{h,k}^{n+1} - F_{ex}^{n+1}\|_{L^\infty} \lesssim \Delta t \|F_{h,k}^{n+1} - F_{ex}^{n+1}\|_{L^\infty} \lesssim \Delta t (e_F^n + h^2) \]
with a constant that only depends on \(p\) and on the exact solution. Using (52) we bound
\[ \|B\| \lesssim \|F_{ex}^{n+1}\|_{W^{2,\infty}} \lesssim \|\tilde{z}^{n,1} - z_k^{n,1}\|^2 \lesssim \Delta t \|\tilde{z}^{n,1} - z_k^{n,1}\|^2, \]
and we estimate \(\|\tilde{z}^{n,1} - z_k^{n,1}\| = \|F_{\frac{h}{2}} \tilde{f}_{h,k}^{n+1}(z^0) - F_{\frac{h}{2}} \tilde{f}_{h,k}^n(z_k^0)\|\) as
\[
\|\tilde{z}^{n,1} - z_k^{n,1}\| \leq \|F_{\frac{h}{2}} (\tilde{f}_{h,k}^{n+1} - \tilde{f}_{ex}^n(z^0))\| + \|F_{\frac{h}{2}} (\tilde{f}_{ex}^n(z^0) - \tilde{f}_{ex}^n(z_k^0))\| + \|F_{\frac{h}{2}} (\tilde{f}_{ex}^n - \tilde{f}_{h,k}^n)(z_k^0)\|
\leq 2(1 + \Delta t^2) \|F_{\frac{h}{2}} (\tilde{f}_{ex}^n - \tilde{f}_{h,k}^n)(z_k^0)\| \lesssim e_F^n + h
\]
where we have used that \(z_0, z_k^0 \in B_{h,k}^0\), and that the exact flow \(\tilde{f}_{ex}^n = F_{0,t_n}\) has a Lipschitz constant that only depends on \(T\) and on the norm \(\|\partial_x E\|_{L^\infty([0,T] \times \mathbb{R})}\). Combined with (71) and (71), this gives
\[ \|B\| \lesssim \Delta t (e_F^n + h)^2 \lesssim \Delta t (e_F^n + h)^2. \]
The term \(C\) is bounded using Lemma 4.5 and (72),
\[ \|C\| \leq \|J_{n,k}^{\frac{h}{2}}(z^{n,1} - z_k^{n,1})\| \|\tilde{z}^{n,1} - z_k^{n,1}\| \lesssim \Delta t \min\{1, h^{-1} e_F^n + h\} (e_F^n + h). \]

Turning to the term \(D\) we infer from (51) that \(\|F_{ex}^{n+1}\|_{W^{1,\infty}} \leq 1 + C \Delta t\), hence
\[
\|D\| \leq \|F_{ex}^{n+1}(z^{n,1}) - F_{ex}^{n+1}(z_k^{n,1})\| + \|F_{ex}^{n+1}(z^{n,1}) - \tilde{f}_{ex}^{n+1}(z^0)\|
\leq \|F_{ex}^{n+1}\|_{W^{1,\infty}} \|F_{\frac{h}{2}} (\tilde{f}_{h,k}^{n+1} - \tilde{f}_{ex}^n(z_k^0))\| + \|F_{ex}^{n+1}(F_{\frac{h}{2}} - F_{t_n,t_{n+1}})(\tilde{f}_{ex}^n(z^0))\|
\leq (1 + C \Delta t)(1 + \Delta t^2) e_F^n + \|F_{ex}^{n+1}(F_{\frac{h}{2}} - F_{t_n,t_{n+1}})\|_{L^\infty(B_{h,k}^0)} \lesssim e_F^n + C \Delta t (e_F^n + h + \Delta t^2)
\]
where the last inequality follows from Lemma 4.6. Our error estimate is then obtained by a two-stage Gronwall argument. Gathering (70), (73), \(\|C\| \lesssim \Delta t (e_F^n + h)\) from (74) and (75) we first write
\[
e_F^{n+1} \leq e_F^n + C \Delta t (e_F^n + h + \Delta t^2)
\]
moreover we have $e_F^0 = 0$ since both $\bar{F}_{h,k}^0$ and $\bar{F}_{n,h,k}^0$ are initialized to $I_{\mathbb{R}^2}$, see (6). Thus, a discrete Gronwall Lemma and condition (67) on $\Delta t$ yield

$$e_F^n \lesssim h + \Delta t^2 \lesssim h.$$  

With this result we next see that (74) gives $|C| \lesssim \Delta t (t^{-1} e_F^n + h)(e_F^n + h) \lesssim \Delta t (e_F^n + h^2)$. Combined with (70), (73) and (75) this allows to update (76) into

$$e_F^{n+1} \leq e_F^n + C \Delta t (e_F^n + h^2 + \Delta t^2),$$

and a second use of the discrete Gronwall Lemma gives the desired estimate. \hfill \Box

**Proof of Corollary 4.7.** Estimate (68) is straightforward from the definition of the numerical trajectories, $z^n_k := F_{h,k}^n F_{x}^1 (z_k^{n-1}) = \cdots = F_{h,k}^n (z_k^0)$, and estimate (69) follows from the observation that the bound $|E_4| \lesssim \Delta t^2$ in the proof of Lemma 4.6 is easily established for any $(X_n, V_n) \in \mathbb{R} \times \{0\}$, yielding $\|E_{n,x}^{i,n} - E(t_{n+1/2})\|_{L^\infty(\mathbb{R})} \lesssim \Delta t^2$. \hfill \Box

**Proof of Theorem 4.2.** Given $z \in \mathbb{R}^2$, we let $\hat{z}^n = (\hat{F}_{ex}^n)^{-1}(z)$ and $\hat{z}^n_k = (\hat{F}_{h,k}^n)^{-1}(z)$. We have

$$|(f_x^n - f_h^n)(z)| = |f_{ex}^n(z) - \sum_{k \in \mathbb{Z}^2} w_k \phi_{h,k}(z_k^n)|$$

$$= |f_{ex}^n(\hat{z}^n) - \sum_{k \in \mathbb{Z}^2} w_k \phi_{h,k}(\hat{z}^n_k)|$$

$$\leq |(f_{ex}^n - f_h^n)(\hat{z}^n)| + \sum_{k \in \mathbb{Z}^2} |w_k| |\phi_{h,k}(\hat{z}^n) - \phi_{h,k}(\hat{z}^n_k)|$$

$$\leq \|f_{ex}^n - f_h^n\|_{L^\infty} + \sum_{k \in \mathbb{Z}^2} |w_k| |\phi_{h,k}|_{W^{1,\infty}} \|\hat{z}^n_k - \hat{z}^n\|$$

$$\lesssim h^2 + \#(\mathcal{K}^n(z) \cup \mathcal{K}_{ex}^n(z)) h^{-1} \|\hat{z}^n_k - \hat{z}^n\|$$

where $\mathcal{K}^n(z) = \{k : \hat{z}^n_k \in B_{h,k}^0\} = \{k : z \in \hat{F}_{h,k}^n(B_{h,k}^0)\}$ denotes the *overlapping set* of the numerical particles, while $\mathcal{K}_{ex}^n(z) = \{k : \hat{z}^n_k \in B_{h,k}^0\} = \{k : z \in \hat{F}_{ex}^n(B_{h,k}^0)\}$ corresponds to the one of the auxiliary particles transported along the exact flow. Note that in the last inequality we have used the initial spline approximation estimate (21) for $p \geq 1$, the fact that the spline weights satisfy $w_k \lesssim \|f_{ex}^n\|_{L^\infty} h^2$ and the scaling $|\phi_{h,k}|_{W^{1,\infty}} \lesssim h^{-3}$, see (17). Now, from (18) one easily derives that $\#(\mathcal{K}_{ex}^n(z))$ is uniformly bounded by a constant depending on $p$, namely $C = (2c_p)^2$. We next observe that

$$\|\hat{z}^n_k - \hat{z}^n\| = \|\hat{z}^n_k - (\hat{F}_{ex}^n)^{-1}(\hat{F}_{h,k}^n(\hat{z}^n_k))\| \lesssim \|(\hat{F}_{ex}^n)^{-1}\|_{W^{1,\infty}} \|\hat{F}_{ex}^n(\hat{z}^n_k) - \hat{F}_{h,k}^n(\hat{z}^n_k)\| \lesssim C e_F^n$$

where we have used the Lipschitz estimate (7) for the exact flow. Thus any $k \in \mathcal{K}^n(z)$ satisfies

$$\|h_k - \hat{z}^n\| \leq c_p h + \|\hat{z}^n_k - \hat{z}^n\| \lesssim h + e_F^n,$$

which yields $\#(\mathcal{K}^n(z)) \lesssim (1 + h^{-1} e_F^n)^2$. Using (76) this shows that $\#(\mathcal{K}^n(z) \cup \mathcal{K}_{ex}^n(z)) \lesssim 1$ for all $z$, and we obtain that (77) gives

$$\|f_x^n - f_h^n\|_{L^\infty} \lesssim h^2 + h^{-1} e_F^n.$$

The claimed estimate follows then from Theorem 4.1. \hfill \Box

**5 Conclusion**

In this article we have extended the analysis of the Linearly-Transformed Particle scheme (LTP) introduced in [6] to the case where the transport (Vlasov) equation is coupled with a 1d Poisson potential. This method can be seen as a variant of the standard fixed-shape particle method [14] where the particles radii coincide with the initial inter-particle distance, and where each particle is
transported along the local linearization of the characteristic flow. By studying the error resulting from these local linearizations we have established that the numerical trajectories converge towards the exact ones with one order higher compared to the standard case. Moreover, we have shown that the phase space density converges in the uniform norm towards the exact one without resorting to an increasing number of overlapping (i.e., interacting) particles as $h$ tends to 0. These a priori estimates can be seen as an improvement on those established in [14] when applied to fixed-shape particles with bounded overlapping.
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