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Abstract 

Segmentation of the seabed is addressed by exploiting the local angular backscatter acoustic responses of the bottom. The 
study is based on data collected at sea with an experimental front-scan sonar system (COSMOS – Project partially funded 
by the European Commission in the MAST III program – Contract n° MAS3-CT97-0090 – DG12 – ESCY). Data were 
recorded during a three day survey in the Mediterranean Sea in high variability sediment areas. The front-looking geome-
try of the COSMOS system enables the collection of the local angular responses of the bottom over a wide range of inci-
dence angles. The angular responses are projected on a principal components basis and subsequently classified by means 
of a density-based cluster identification method. The resulting segmentation maps delineate properly homogeneous zones 
of the seafloor that are in agreement with the ground-truth information provided by samples collected at sea. 
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1. Introduction 

Knowledge regarding the type of seabed is of interest 
to various groups and organizations, including those that 
concern defense (mine countermeasures), the environment 
(habitat mapping and protection), the economy (fishing, 
mining), and maritime issues (dredging of harbors and 
channels). The analysis of core samples and video observa-
tions provide an accurate characterization of the seafloor. 
However, the collection of such observations is a time 
consuming, and therefore costly, process, which can give 
only a very sparse sampling of the surveyed areas. Acous-
tic methods offer an alternative to these direct methods. 
Efforts tend toward the automatic classification and seg-
mentation of the seafloor, attempting to establish an opti-
mized balance between the reliability of the results and the 
large amount of saved time when covering large areas. 

The methods that are developed depend on the geome-
try and the performance of the acoustical systems of acqui-

sition. The algorithms are usually model-based by match-
ing the signals acquired at sea with the output of models 
that mimic the measurement setup [1]-[8]. Our interest is 
restricted to the acoustic methods for seafloor characteriza-
tion based on sonar systems. With systems delivering 
backscattering images (e.g., sidescan sonar systems), sev-
eral algorithms, mostly based on textural analysis, attempt 
to provide the automatic discrimination of seafloor classes 
and segmentation maps [9]-[17]. A different approach is 
carried out when the incident angle of the backscattered 
echoes from the seafloor is known (e.g., with multibeam 
echosounders). The angular response depends on the geo-
logical/biological nature and upper morphology of the 
seabed, such as the roughness of the water/sediment inter-
face and the volume structure of the sediment. This de-
pendency is exploited to classify the seafloor [17]-[26]. A 
bibliography listing references to papers, reports, abstracts 
and proceedings dealing with seabed classification or habi-
tat mapping using acoustic techniques, is in [27]. 
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Classical surveying systems (sidescan sonar and multi-
beam echo sounders) scan the seafloor along successive 
bands in the across-track direction [28]-[30]. Hence, each 
individual patch of the seafloor is observed under very few 
incidence angles [19], [31] because usual operating condi-
tions do not provide much overlap of the seafloor cover-
age. It is difficult to infer the angular backscatter respons-
es: measurements are spatially scattered, which implies 
assessing homogeneous areas by searching for responses 
that match reference models (e.g., theoretical sediment 
models). 

The prototype of a forward-looking multi-beam sonar 
system has been developed within the European MAST III 
program (COSMOS Project - Contract no. MAS3-CT97-
0090) [32]. The COSMOS system was designed for study-
ing innovative ways of observing and analyzing the sea-
floor (backscatter imaging [33], bathymetry [34], and 
characterization). Because of the forward geometry (Fig. 
1), the same parts of the bottom are repeatedly insonified 
under different incidence angles while the sonar is moving 
forward. This overlap provides the unique capability to 
map the local angular dependence of the backscattered 
strength. The question addressed here is the feasibility of 
performing a blind classification when this information is 
available. The potential interest is the possibility to achieve 
preliminary segmentation without needing a sonar system 
whose sensitivity is calibrated. 

The COSMOS system is described in section 2. The 
main steps in the conditioning of the recorded data leading 
to multilayered backscatter images (i.e., sorted by grazing 
angles) are also addressed. Section 3 is devoted to the 
practical problems involved in sorting the angles of view. 
The distribution of the angular sampling is studied. The 
binning of the selected angular range is designed to opti-
mize the amount of complete angular responses. To keep 
the processes as simple as possible, the acoustic data are 
not draped on a sophisticated numerical terrain model. One 
uses, instead, a local plane bottom assumption. However, it 
is shown that the resulting errors and biases are not critical 
if the relief is smooth enough. Section 4 describes the 
classification process; it is performed in the space derived 
from a Principal Component Analysis, and clusters of 
angular responses are detected and merged to form classes. 
Section 5 presents the experimental results. Segmentation 
maps built with data acquired at sea are shown. Ground 
truth is addressed by using sample data provided by Insti-
tuto de Ciencias del Mar (ICM) of Barcelona and samples 
collected in the COSMOS campaign. Limits and perspec-
tives of this study are discussed in the conclusions (Section 
6). 

2. COSMOS System 

2.1 General description 
The COSMOS system is a forward-looking sonar 

whose dimensions and range capabilities are sized by the 

100 kHz central frequency. The maximal slant range is 
thus a few hundred meters. The main difference from most 
of the off-the-shelf forward-looking systems is the shape 
of the solid angle covered by the acoustic beams (Fig. 1): 
the aperture in elevation is large (> 80°), starting from near 
nadir to near horizontal; the aperture in azimuth is limited 
to 2φmax ≈ 25°. This design is meant to obtain a large cov-
erage for the backscatter angular responses of the seafloor 
over the along-track central band that is surveyed. 
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Fig. 1. (a) schematic representation of the COSMOS beams pattern. 

(b) partial cross section of the sonar system. 
     The active face of the transmitter is shaded; 
     Rx1 and  Rx2 denote the receiving antennas. 
(c) COSMOS downside unit. 

The transmitting antenna is a circular arc, 80 cm long 
with a 1.4 m radius. The plane of the circle is slanted 40° 
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below the horizontal. The transmitted beam pattern is thus 
about 0.8/1.4 rad ≈ 32° in the plane of the arc, and de-
creases when elevation departs from 40°. The measured 
source level is 207 dB re 1 µParms @ 1 m. 

The receiving antenna consists of two parallel linear ar-
rays to allow beamforming in azimuth and to enable inter-
ferometric measurements (elevation angle). The boresight 
direction of the receiving antenna is slanted at the same 
angle as the transmitting antenna (40°). The length of each 
array is 72 cm (32 elements with a pitch of 22.5 mm). In 
the frequency band around 100 kHz, this geometry gives 
an angular resolution in azimuth of 1 48 rad 1φ∆ ≈ ≈ °  
at −3 dB (the array length is 48 wavelengths). The for-
mation of 31 beams is then sufficient to fully cover the 
total aperture in azimuth. 

The transmitted signal is a linear frequency modulated 
pulse (chirp) whose amplitude is shaded by a truncated 
Gaussian window (20% of max amplitude at the ends). 
The bandwidth is B = 3 kHz and the Chirp duration is 
8 ms. Thus, the echographic radial resolution δr ≈ c/(2B) 
obtained after pulse compression is approximately 25 cm. 
A comprehensive description of the COSMOS system can 
be found in [33]. 

2.2 Data preprocessing 

2.2.1 Signal processing and beamforming 
The digitized signals received from the array elements 

are processed to build sets of beamformed data that are 
eventually used in studies on backscatter imaging, ba-
thymetry, and seafloor characterization. The main steps of 
the process are: 
− compensation based on the calibration of each ele-

ment (amplitude and phase); 
− removal of the time varying gain (TVG) that was 

applied in-line; 
− pulse compression; 
− beam-forming with dynamic focusing using the Fres-

nel approximation (31 beams per receiving array); 
− correction to compensate for propagation losses; 
− coding of the data to reduce significantly the size of 

the post-processed files; 
− search for the instant of the first bottom echoes; 
− estimate of the maximal useful range (related to sig-

nal-to-noise ratio); 
− synchronization and interpolation of navigation and 

attitude information. 

The propagation losses and the size of the insonified 
footprint contribute to the evolution of the backscattered 
intensities according to the law: 

 
echo 3

exp( 4 )
cos

r rA
r
α φδ

e
− ∆

∝ . (1) 

where r is the range, α is the absorption coefficient and 
g is the grazing angle. At this stage of the processing, the 
relief is not known. Consequently, the time evolution of 
the grazing angle is not known either. Hence, the multipli-
cative factor that is actually applied (in terms of ampli-
tudes) before archiving the beamformed data is based on 
the only part of equation (1) that depends on range, i.e., 
( ) ( ) 1 23 2exp 2 r r rα φ δ −∆  . This correction is mandatory 

to enable the comparison of angular responses from the 
bottom at depths that differ. On the other hand, no correc-
tion depending on the directivity patterns of the antennae 
(elevation angle) is performed. This is justified because the 
classification scheme presented here does not rely on a 
comparison with the theoretical angular backscatter index-
es of sediments. 

2.2.2 Projection 
The bottom is assumed to locally be a horizontal plane 

for mapping the beamformed acoustic data. For each ping, 
the reference altitude of the antennae is estimated with the 
delay of arrival of the first bottom return that is derived in 
processing the central beam. Because of the slow ship 
speed (V ≈ 3 knots), the Doppler effect is neglected. The 
surveyed area is in shallow waters thus the refraction is 
neglected as well (the measured sound speed variation is 
less than 0.3% in the water column). Attitude and naviga-
tion data are synchronized with acoustic data. The process 
includes interpolations based on the least-squares fitting 
method. For each ping, a single set of non-acoustic data is 
computed at the time of the pulse transmission. The map-
ping process is handled with the stop and hop scenario 
(i.e., the system is assumed to be static during every ping), 
which leads to a horizontal placement bias smaller than 
half the translation of the ship between ping transmit and 
echo receive. With a maximal slant range of 300 m (round-
trip delay ∆t ≈ 400 ms), the upper limit of the along-track 
bias is V∆t/2 = 30 cm (with V = 3 knots), i.e., less than the 
chosen grid pitch (40 cm). 

2.2.3 Multilayered imaging 
In the process of projecting the backscattered echoes - 

as described above, with the horizontal, flat bottom as-
sumption - into geo-referenced mosaic images, an approx-
imation of the local grazing angle of each data point is 
available. The main interest of the geometry of acquisition 
is the multiplicity of the angles of view afforded by the 
large overlap between the sectors scanned during succes-
sive pings. Hence, the acoustic data are sorted into a multi-
layered map, with each layer corresponding to a small 
range of grazing angles. Within each layer, beamformed 
data filling the same pixel are merged (intensity average). 
Thus, each layer provides a backscatter image of the bot-
tom observed under a restricted range of grazing angle. 

For control purposes, all of these layers are eventually 
merged as described in [33] to provide a single global 
image. 
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3. Angular sampling of the bottom 

3.1 Distribution of the surveyed grazing angles 
Let us consider a right-handed coordinate system 

(O, x, y, z). The antennas are located at the origin O, with 
the linear arrays being oriented along the y-axis. The z-axis 
is vertical and oriented downward. The x-axis is directed 
horizontally along the trajectory of the sonar. Each beam 
steered at an angle φ emphasizes the reception of echoes 
coming from the cone defined by the y-axis and the apex 
angle π/2 − φ (Fig. 2). 

Assuming a plane horizontal floor at depth h, the com-
plete ping footprint is limited across-track by the hyperbo-
lae corresponding to the maximum steering angles 
|φmax| ≈ 12.5° (Fig. 3-bottom). Hence, the width of the 
scanned sector ranges from 2ymin = 2h tanφmax ≈ 0.4 h at 
the nadir of the sonar, up to 2ymin = 2h sinφmax / singmin at 
the minimum grazing angle, gmin. When gmin and φmax share 
the same order of magnitude, the maximal width of the 
ping footprint is around the water depth, i.e., 2ymin ≈ 2h. 
The minimum grazing angle, gmin, depends mostly on the 
signal-to-noise ratio that characterizes a maximal useful 
range rmax, i.e., gmin = arcsin(h/rmax). With rmax = 300 m and 
h = 40 m, it gives gmin = 8°. 
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Fig. 2. Geometry of acquisition. When steering a beam at angle 

φ with a receiving linear array located along the y-axis, 
the directions of maximal sensitivity are given by the 
cone defined by the y-axis and the apex angle π/2 − φ. 
The intersection of this cone with a plane bottom draws 
a hyperbola. 

The reverberation caused by multiple echoes between 
the surface and the bottom contributes also to reduce the 
signal-to-noise ratio. With the antennae being located at 
depth d below the surface (4 m with the settings of the 
survey) and altitude h above the bottom, the first multiple 
is embedded with backscattered echoes coming from the 
grazing angle gc = arcsin[h/(2h+d)]. Whatever is the value 
of h, there is always gc ≤ 30°. These interferences have a 
dramatic effect on the phase measurements that cannot be 
performed with the interferometer below this critical angle. 
However, no evidence has been found of a significant 
statistical bias in the backscattered intensities caused by 

this phenomenon. Practically, the noise levels inferred 
from the evolution of the backscattered echoes with range 
led to choose the conservative value gmin = 14° in our anal-
ysis of the angular responses. 

 2ymin 

 
Fig. 3. (Top) limit of the accessible grazing angle in function of 

dimensionless across-track position y/h. (Bottom) Print 
of a ping in function of grazing angle (grey scale). 

The range of grazing angles, under which a point of the 
floor is observed as the sonar moves ahead, depends on its 
lateral position, y (Fig. 3-top). The largest ranges are ob-
tained in the central band (|y| ≤ ymin), with 
g ∈ [gmin, π/2 − arctan(y/h)]. Out of this band, i.e., with 
|y| ≤ [ymin, ymax], the range of grazing angles decreases 
g ∈ [gmin, arcsin(h sinφmax/y)]. The narrowest interval is 
reached at the maximal lateral distance |y| = ymax, for which 
the bottom is observed only once, at the grazing angle gmin. 

3.2 Angular bining 
The different angles of view are generated by the trans-

lation of the sonar. Because of the discrete steps involved 
by the sequential pings, the angular sampling of the bottom 
within the ranges described in the previous section is not 
continuous. We are looking here at the optimal binning of 
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the grazing angles {gi} used to sort the backscatter angular 
responses, to provide a gapless coverage. 

The trajectory of the platform is assumed to be a 
straight line, with the forward step being a constant, ∆x, 
between successive pings. For the sake of clarity, one 
considers the stop and hop scenario. In addition, the angu-
lar sampling is studied in the vertical plane that contains 
the platform track, the ground profile being horizontal, at 
depth h below the antenna. 

A point of the bottom lying at the abscissa x ahead of 
the sonar nadir (y = 0) during a ping is viewed under the 
grazing angle g = π/2 − arctan(x/h) . Because ∆x ≪ h, the 
change between successive pings in the angle of view of 
the same area is approximately ∆g ≈ (∆x/h)sin2g (Fig. 4). 

 

 
Fig. 4. Variation in the angles of view ∆g and binning δg 

(case δg < ∆g) 

To provide a gapless angular sampling of the bottom, the 
longitudinal extent δx of the segments intercepted on the 
bottom by the sectors δγ corresponding to the bin that 
contains the grazing angle g must be larger than the for-
ward step ∆x of the sonar between pings, i.e., there must be 
δg ≥ ∆g. An upper bound of the bin widths is given by the 
change of view of the nadir area, ∆g ≈ ∆x/h. With data 
acquired at sea, the distance ∆x is typically a few meters, 
and the water level, h, is a few tens of meters. Statistics 
made on the processed surveys yield the order of magni-
tude ∆gmax = 1/12 ≈ 5°. Given an initial grazing angle 
γ0 (= 69°), the first part of the partition is thus built recur-
sively by considering constant longitudinal footprints, i.e., 
cotgi+1−cotgi ≈ ∆gmax: 

 ( )0 maxarccot coti iγγγ  = + ∆  

so that  2 1
1 1 max sin

2
i i

i i i
γγ δγγγγ    +

+ +
+

= − ≈ ∆ . (2) 

For low grazing angles, the width of the bins dictated by a 
constant longitudinal interval δx = ∆x turns out to be very 
small, which is not justified by the experimental accuracy 
and increases unnecessarily the number of bins. Conse-
quently, the second part of the partition is built with a 
constant angular bin width when it reaches a chosen 
threshold, δgend = 2° (Fig. 5). The resulting grazing angles 
at the limit of the bins are displayed in Fig. 6. 

 

 
Fig. 5. Binning of the grazing angles in the interval [69°, 14°], 

with ∆γmax = 5º and δγend = 2º. (top) Angular bin width 
δγ. (bottom) Longitudinal extension of the bins. 

 

 
Fig. 6. Grazing angles at the limits between bins. 

3.3 Errors and biases caused 
by the bottom slope 

The effect of the slope and its orientation on the accu-
racy of the grazing angles and of the horizontal positioning 
is analyzed here. One assumes that the relief is smooth 
enough so that the bottom can be modeled by planes – but 
not necessarily horizontal – at the range scale of each indi-
vidual ping. The normal to the seafloor plane (oriented 
downwards) is given by: 

 
sin cos
sin sin

cos

α ϕ
α ϕ

α

 
 =  
  

n , (3) 
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where α denotes the small positive slope angle between 
the floor plane and the horizontal (cosα = n.z), and ϕ  
(∈ [−π, π]) denotes the orientation of the slope (rotation 
around the z-axis). The intersection of the floor with the 
plane y = 0 is the straight line (Dy)  (Fig. 7). 
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Fig. 7. Geometry of the intersection of the floor plane 

with the central beam. 

This line makes the angle β with the horizontal plane such 
that: 

 tan tan cosβ a ϕ= . (4) 

The time delay of the first bottom echo received by the 
central beam from the point H yields the apparent depth h 
used in the mapping process: 

 
sin

OH 0
cos

h
β

β

 
 =  
  

β . (5) 

3.3.1 Grazing angle error 
Let us consider the point P belonging to the plane bot-

tom, observed at range r of the antennae. Defining the unit 
vector u such that OP r= u


, there is 

 0HP⋅ =n


  ⇒  r OH⋅ = ⋅n u n


. (6) 

The actual grazing angle, g, of the ray OP with the plane 
bottom is such that sin g = u.n. However, the angle g that 
is estimated from the time delay of the echoes arrivals (r) 
and by assuming a horizontal plane bottom at distance h 
from the sonar is given by sin g = h/r. The relation between 
this angle g and the actual grazing angle g reads with (3)(4)
(5)(6): 

 2 2cossin sin sin 1 sin sin
cos

g αg g α ϕ
β

= ⋅ = = −u n . (7) 

There is no error (γ = g) when the system runs straight 
uphill or downhill (β = ±α, i.e., φ = 0 mod π). Alternately, 
the error is maximal, sin g = sin g cos α, when the trajecto-
ry follows an isobath (β = 0, i.e., |ϕ| = π/2). Because the 
slope is assumed to be small (α ≪ 1), (7) implies that the 
worst case error ∆γ = γ − g is given by 

 ( )
2

2 2 2

2

sin tansin
cos 1 1 tan tan tan

tan
2

aγ γ
aaaγ  

aγγ

∆ =
+ + +

⇒ ∆ ≈

 (8) 

provided the condition α2 tan2g ≪ 1 holds. Although the 
relative error increases with g, it is still negligible up to 
g = 85º, for which ∆g/g < 1%, with α = 3°. Hence, because 
the distance h between the sonar and the plane bottom is 
measured by means of the first bottom echo received with 
the central beam, the actual grazing angle g is closely 
approximated by the angle (fig. 7) g = arcsin(h/r), for 
whatever the orientation ϕ of the slope is, provided the 
slope angle α is small. 

3.3.2 Error in the location of the scattering area 
The assumption that the seafloor is a horizontal plane 

also induces biases in the cartographic projection. For the 
sake of simplicity, the analysis is performed in the vertical 
plan y = 0 containing the trajectory of the platform, i.e., P 
belongs here to the straight line (Dy): 

 
cos

0
sin

u
ζ

ζ

 
 
 =  
  

, (9) 

where z = g − β denotes the inclination of the ray OP with 
the horizontal. The scatterer P is assigned the incorrect 
abscissa HP cospx r γ′= =  from nadir, instead of the cor-
rect one xP = r cos z (Fig. 7). The longitudinal tracking 
error is given by: 

 tan
21 sin

tanP P p px x x z

β

β
x

    ′ ∆ = − = +     

, (10) 

where zP is the depth of the scatterer at point P. There is 
indeed no longitudinal tracking error when the apparent 
slope β is null, i.e., the floor is horizontal (α = 0) or the 
slope is oriented perpendicular to the trajectory (|ϕ| = π/2). 
Otherwise, because one assumes that the slope α is small 
(so that |β| ≪ 1) and excluding very small grazing angles 
(2z significantly larger than |β|), (10) is simply reduced to 

 
p Px z β∆ ≈ . (11) 

Hence, the error in the longitudinal localization does not 
depend on the depression angle ζ, but only on the apparent 
slope β and on the depth zP of the scanned area. With an 
average depth of 40 m, and with a slope of 3°, the longitu-
dinal error in the localization of the scattering area reaches 
2 m, which is not negligible compared to the size of the 
resolution cell. 

On the other hand, the validity of the local angular 
backscatter response depends rather on the differential 
shift of this error versus the angle of view. The first order 
approximation (11) of ∆xP (10) does not depend on z, so 
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the differential shift is one order of magnitude smaller than 
the shift given by (11). Hence, looking back at (10), the 
error ∆xP decreases when g increases so that the maximal 
differential shift reads as the difference ∆2x = ∆xmax − ∆xmin 
between the extreme angles of view. Noting that the hori-
zontal range of point P observed with the depression angle 
z is xP(z) = zP/tanz (10) yields 

 ( ) ( )( )2 min max

max

sin tan
2

sin tan
2

P Px x x

x

ββ ζζ

ββ

∆ = −

<

 (12) 

where xmax = xP(zmin)  is the largest horizontal range from 
where the bottom can be observed by the system. Taking 
into account that the apparent slope β is small compared to 
unity, there is finally: 

 
2 2

max max
2 2 2

x rx β β
∆ < < , (13) 

where rmax is the maximum slant range of the system. 
Eq.(13) is indeed one order of magnitude smaller than (11)
. With rmax = 300 m and β = 3°, the slippage in the longitu-
dinal localization of a floor point in the effective range of 
the viewing angles is not larger than the size of the cell 
used in the construction of the mosaic images (40 cm). 
Although the mapping of the backscatterred echoes can be 
shifted because of the local slope (11), the differential shift 
does not impede the local nature of the angular responses 
that are built. 

4. Method for classification 
The problem consists of grouping the local angular 

backscatter responses according to a limited number of 
classes, with the ultimate goal of achieving the seafloor 
segmentation. Each sample is a vector whose dimension is 
the number of angular bins (24 with the example in Fig. 6). 
However, the useful information can be definitively pro-
jected into a space whose dimension is much smaller. A 
classical technique to identify a pertinent basis is the Prin-
cipal Component Analysis. Classes are defined within the 
space made of the first eigenvectors. 

4.1 Principal Component Analysis (PCA) 
One processes only the pixels for which the complete 

angular response in the range of grazing angles displayed 
in Fig. 6 is available. These points belong indeed to the 
central band depicted in Fig. 3. Acoustic data are sorted 
into a matrix X = [xi, j] (i = 1, …p and j = 1,…,n), with p 
rows (pixels) and n columns (angles of view). Each ele-
ment xi, j of X represents the intensity that is backscattered 
by the pixel #i observed under the grazing angle γj. The 
matrix X is converted into logarithmic scale (dB), and then 
rescaled at zero mean and unit variance to build a matrix 
Z. The correlation matrix C = ZTZ is computed; its eigen-
values and eigenvectors are found. With data collected at 

sea (see Section 5), it is found that keeping the first three 
eigenvectors is quite sufficient to account for the diversity 
of the responses. All the pixels of the Z matrix (columns) 
are then projected on the eigenvectors base. Fig. 11a shows 
an example of such projection. 

4.2 Cluster identification 
The data distribution in the Principal Component (PC) 

space is very heterogeneous, and the order of magnitude of 
the number of points is 106. The number and the shapes of 
the clusters are not known a priori, thus partitioning meth-
ods are ruled out. For cluster identification in the PC 
space, a density-based algorithm is developed. A first set 
of clusters is identified by means of the level set method 
[35]. Spurious local minima generate a large number of 
clusters. This number is eventually reduced by concatenat-
ing adjacent clusters whose allowed density gap is user-
defined with a single parameter ε. 

4.2.1 Maxima of density 
In order to build the field of density ρ(r), the axis of 

the PC space are discretized, so that the parallelepipedic 
volume V that encloses the cloud of data is divided into Nc 
cubic cells. The field ρ  is given by the number of data 
points within each cell, which is eventually smoothed with 
a spatial filter. The discretized densities are then processed 
by means of the level set method: the algorithm can be 
compared to a water level that decreases, revealing isolated 
peaks, and then the adjacent islets that emerge. 

The discretization of the PC space must comply with 
two constraints: the step should not be too large to avoid 
the possible fusions of distinct classes; on the other hand, a 
too small step would spread the data into a large amount of 
isolated unit clusters. Because the cloud of data does not 
fill the entire parallelepipedic volume V, a proper balance 
is obtained by setting the number Nc of cubic cells equal to 
the number Ns of samples. 

Practically, the cells are sorted by decreasing order of 
density, and then successively assigned a label. This label 
depends on the labels that may have been already assigned 
to its 26 cubic neighbors at previous iterations. If no label 
has been yet assigned to any neighbor, a new cluster label 
is created: this is a local maximum. If all the labels as-
signed to the neighbors are identical, then the analyzed cell 
receives the same label. Otherwise, the neighbors have 
different labels so that the cell is labeled as a "frontier". 
Fig. 8 illustrates the process with two clusters in a one-
dimensional space. Fig. 11b shows an example with data 
acquired at sea. 
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Fig. 8. Cluster identification – Stage 1: Points are indexed 

according to the decreasing order of density. The gray 
points belong to the cluster opened by the density ρ1, black 
points belong to the cluster opened by ρ3. The white point 
ρ5 is labeled as a “frontier point”. 

4.2.2 Merging clusters 
The field ρ has many minor maxima, leading to the 

creation of a large number of clusters. Fig 9 shows a one 
dimensional example for which the above described algo-
rithm would create four clusters corresponding to the max-
imas a, b, c and d. Neglecting the minor maxima a and d 
would reduce the set into two clusters. That is the purpose 
of the cluster merging process described in the following. 

 Cluster 1 Cluster 2 

a 

b c 
d 

D
en
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ty

 

 
Fig. 9. Minor maxima that lead to identif 

 a large number of clusters at stage 1. 

Let us consider two adjacent clusters, #i and #j  (i.e., with 
a common frontier), whose maxima density are noted as, 
respectively, ρi and ρj, such that ρi > ρj (Fig. 10) Let us 
denote ρij the highest density observed at the frontier be-
tween these two clusters, and dij = ρj − ρij the difference 
with the smallest of the maxima. The fusion algorithm is 
based on the principle that two clusters are candidates to 
merge if the relative difference is small enough, i.e., 
dij/ρj < ε. The parameter ε is user-defined in the interval 
]0,1[. It determines the sensitivity of the merging process: 
a small value will not allow many connections, resulting in 

a large number of clusters; conversely, too large a value 
tends to merge all the clusters. Hence, the determination of 
the parameter ε must be supervised (ε = ½ is chosen with 
the processed data). 

 

 

Frontier 

dij 

Ci 

Cj 

ri 

rj 

rij 

c 

d 

 
Fig. 10. Parameters to reduce the classes associated to minor 

maxima. The class Cj is a candidate to merge with the 
class Ci if dij < ρj/2. 

 

The merging process is implemented hierarchically to 
avoid ambiguities or degeneration. The clusters are 
scanned sequentially by decreasing order of mass to check 
the candidates for fusion with clusters of lesser mass. If 
such candidates exist, the fusion is performed with the 
candidate that shares the largest inter-cluster surface with 
the calling cluster (i.e., of higher mass). This candidate is 
then not eligible to be called by other classes of higher 
mass, but still remains in the scanning process to call for 
possible connection with classes of smaller mass. When 
the scanning is complete, all the clusters featuring transi-
tive connections are merged. Less than ten clusters result 
from this process (Fig. 11c). 

The barycenter of each cluster can be computed, and 
the inverse of the conditioning transform described in 
Section 4.1 gives the typical angular backscatter responses 
associated with each class. Finally, a segmentation map 
can be built in assigning to each geo-referenced pixel the 
color associated to its class in the PC space. 



S. Haniotis, P. Cervenka, C. Negreira, J. Marchal, Seafloor Segmentation Using Angular Backscatter Responses 
Obtained at Sea with a Forward-Looking Sonar System, Applied Acoustics 89  9 , 306-319, 2015.

 
Fig. 11 The parameter ε must be adjusted empirically. 

Setting ε = ½ leads to sort most of the processed data 
into less than ten clusters the Blanes area. 
    (a) Projection on the first three main components, 
    (b) clusters derived from the level set method, 
    (c) clusters remaining after the merging process 

5. Experimental results 

5.1 Studied areas 
Data were acquired during a three-day campaign 

(26-28 Oct. 1999) in the Mediterranean Sea off the coast of 
Barcelona, in the Blanes and Besos regions which feature a 
large variety of bottom sedimentary characteristics. These 
areas are well documented [36] [37][38][39]. Sediment 
samples have been collected (Box Corer, Van Veen Grab, 
Multicorer) before and during the COSMOS project (see 
Appendix). 

The area of Besos (Rio Besos: 41°25' N - 41°22' N; 
2°14' E - 2°19' E) was covered in 13 transects completing 
34 km, with depths ranging between 25 m and 60 m. The 
area is divided into three regions: East-Besos (EB), Cen-
tral-Besos (CB) and West-Besos (WB). EB region is the 
deepest of them (45 m to 60 m). It has small slopes, soft 
sediment, and presents a well-defined sand body located 
towards the southeast region of the area. It displays a len-
ticular shape of 1.5 km long and 5 ms thick in cross-
sections of 3.5 kHz seismic profile [37].  

The CB region is characterized by highly variable sed-
iments with subtle transitions. Its main feature is the pres-
ence of a large area of anthropogenic sediment deposit of 
sewers emissions, and a region with abundant trawling 
marks. The WB region has a soft and uniform relief. 

The Blanes area (41°41' N - 41°39' N; 2°47' E - 
2°50  E) was surveyed in 14 transects, totaling a distance 
of 25 km. The depth varies between 15 m and 55 m. The 
background is diverse, consisting of sandy gravel and rock 
deposits, with abrupt transitions. 

In each studied area (Blanes, EB, CB and WB), the 
number of pixels is commensurate to 105. The range of 
grazing angles [14º, 69°] is divided into 24 angular bins 
(section 2.3). To limit the error discussed in Section 3.3, 
areas whose slope is greater than 3° are excluded (most of 
the surveyed areas are pretty flat, but for the southeast part 
of the Blanes zone displayed Fig. 15). 

5.2 Classification and Segmentation  
For producing segmented maps of the surveyed areas, 

the approach presented in this paper consists of four steps: 
1) Construction of a common principal component basis 
(CPCB) with data belonging to all four areas; 2) the clus-
tering process is performed in the CPCB; 3) All the data 
collected during the entire survey are projected on the 
CPCB and then classified.; and finally, 4) the segmentation 
is performed. 

5.2.1 Basis of reference and clustering 
The first issue is thus to build the vector basis. If using 

any random data set to perform the PCA that produces this 
common basis, a potential problem is the possible domina-
tion of a particular sediment type, or the lack of diversity. 
Thus, the data set is made of a supervised selection of 
patches, featuring a balanced variety of sediments as much 
as possible. Actually, the supervision task has been pre-
pared by processing each surveyed area independently of 
each other with the scheme described in section 4. The 
resulting local segmentation maps helped to select the 
various homogeneous areas. 

This reduced reference data set is then used to build a 
reference basis (§ 4.1), i.e., the CPCB. The selection of the 
sampling patches is performed such that the total volume 
of the discretized space (§ 4.2.1) in the CPCB contains the 
projections of all campaign data. Thus, the patch sampling 
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is an iterative process.  The first eigenvalues of the CPCB 
are [0.884, 0.030, 0.009], which shows that 92% of the 
information can be described by the space made by the 
first three eigenvectors. The clustering process is per-
formed on this reference basis, using the method described 
in §4.2 discovering seven main clusters containing 99% of 
the data (Fig. 12). The remaining points are distributed in 
marginal clusters such as the small dark green cluster in 
figure 12. 

 

 
Fig. 12. Clusters in the common principal component basis 

Performing the inverse of the barycenter of each clus-
ter, the angular response for each class is obtained, thus 
determining a set of class-response for all survey areas 
(Fig. 13). Because of the predominant importance of the 
first basis vector (92% of the variance) the responses are 
very similar – with the only exception of Class #7 –, i.e., 
differing essentially by the amplitude. 

 

 
Fig. 13. Angular responses by class (in color). 

5.2.2 Classification 
Each cluster discovered in the previous stage delimits a 

bounded region, thus defining a class in the CPCB. The 
classification task is performed by projecting all the col-
lected data of each area onto the common PC basis. The 
data take the labels associated to the projections. Fig-
ures 14-b-c-d-e shows the classification of each of the four 
zones according to the categories defined by the clusters 
within the reference area Fig. 14-a. More than 99% of the 
data of every zone is classified. 

 
  

(a)Reference  
zone 

(b) Blanes 

(c) East 
      Besos 

(d) Central 
      Besos 

(e) West     
      Besos 
 

 
Fig. 14. Projection over the first and second PC and clusters of 

(a) reference zone, (b) Blanes, (c) EB, (d) CB, (e) WB. 

 

Finally, segmentation is performed by assigning to each 
classed data the geo-referenced pixel with the color associ-
ated with its class. Segmentation maps of Blanes and Be-
sos areas are shown from figure 15 to 20. 
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As already mentioned, the responses of the four classes 
that are identified in the Blanes area (Classes #2 to #5) are 
quite similar, but for the average reflectivity that spreads in 
a 12 dB interval. There is visual evidence of this fact in 
observing the matching between the segmentation map and 
the grey levels in the classical backscatter mosaic image 
(Figs. 15-16). According to the available information, the 
seabed ranges from rocky (Class #2) to muddy sand 
(Class #5). 

 

 
Fig. 15. Blanes Zone. Classes map superimposed to the 

backscattering image and location of the sediment 
samples (see Appendix for details of the sampling). 
South part located below the dashed line is not proces-
sed because there is a steep slope (10°) 
in SW-NE direction. 

 
 

 
Fig. 16. Blanes area detail. 

Compared to the Blanes area, two additional classes are 
present in the CB area (Figs. 17-18). Class #1 (yellow) 
corresponds to soils with very high reflectivity (sediments 
deposition caused by anthropogenic emissions from Barce-
lona’s sewers). The atypical angular response of Class #7 
(cyan) corresponds to an abrasion platform [36] with 
abundant trawling marks (Fig. 18). 

  

 
Fig. 17. Central-Besos Area. 

Class map superimposed on the backscattering image 
and location of the sediment samples. 
(see Appendix for details of the sampling) 

  

 
Fig. 18. Central Besos detail. 
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Fig. 19 Location of cores and grabs (see Appendix) 

superimposed on backscattering image 
and segmentation map of East-Besos. 

Class #6 (brown) appears only in the WB area (Fig.20). 
With Class #5 (pink), these low reflectivity responses 
correspond to a mixture of fine sand, slit and mud. 

 

 
Fig. 20 Location of cores and grabs (see Appendix) 

superimposed on backscattering image 
and segmentation map of West-Besos. 

5.3 Ground truth 
Core and grab sediment samples [38] [39] were used to 

evaluate the quality of the segmentation. Folk scheme [40] 
is used to classify the samples from the grain size analysis, 
and the same color code of the responses is associated with 
each sample (Fig. 21). The geographical location of the 
samples appears in the figures 15, 17, 19 and 20. The 
grain-size analysis of the samples and their classification 
are displayed in the Appendix. 
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Fig. 21. Folk diagram. The sediment samples are placed 

in the diagram according to their composition. 
The color corresponds to the class found 
with the classification scheme. 

Table 1. Folk Sediment-nomenclature 

Symbol Folk's Name sediment 

M Mud 

sM Sandy mud 

(g)M Slightly gravelly mud 

(g)sM Slightly gravelly sandy mud 

gM Gravelly mud 

S Sand 

mS Muddy sand 

(g)S Slightly gravelly sand 

(g)mS Slightly gravelly muddy sand 

gmS Gravelly muddy sand 

gS Gravelly sand 

G Gravel 

mG Muddy gravel  

msG Muddy sandy gravel 

sG Sandy gravel 
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Seafloor charts and analysis of samples indicates that 
the sediment in the area where class #1(yellow) is present 
corresponds to sediment deposition caused by anthropo-
genic emissions from Barcelona’s sewers. Therefore, class 
# 1 is well segmented but is shown separately on the dia-
gram of Fig. 21. The remaining classes can be identified 
with the help of the Folk scheme. Thus, class #2→gS; 
class #3→(g)S-(g)mS; class #4→S; class #5→mS-S; class 
#6→M; class #7→M-g(M). 

The classes are grouped into well-defined regions of 
the Folk triangle with the exception of some points spread 
within the bottom of the triangle from sM to mS region 
and were classed into classes #3 and #4. These samples 
(DC76-79, TG3 and TC81A) belong to the EB zone where 
abundance of bivalves was reported [37]. This could ex-
plain the location of classes #3 and #4 ((g)S, (g)mS and S) 
inside the region corresponding to sM and mS.  

For reference purposes, Figure 22 displays the 
backscatter indexes given by the APL-UW model [41] at 
100 kHz. The nomenclature is different from the Folk’s 
one, and the nominal responses of the classes derived from 
the PCA (Fig. 13) are only relative; so that a straight for-
ward comparison with Fig. 22 is not possible. However, it 
can be observed that the shape of the APL-UW indexes are 
very similar in the limited range of grazing angles used in 
Fig. 13, but for a scaling factor. In addition, the ordering of 
the strengths is also coherent when comparing both fig-
ures. 

 
Fig. 22. APL-UW model of backscattering strengths 

at 100 kHz [41] 

6. Conclusions 
The presented study shows that segmentation maps can 

be obtained with the local angular responses collected with 
a forward looking sonar system (the grazing angles are 
estimated with a simple method based on locally plane 
seabed). Experimental data collected over known homoge-
neous areas are selected. This learning data set is used to 

identify classes without needing taking into account the 
calibration of the system (sensitivity and directivity in 
elevation of the antennas). Segmentation of the entire 
survey is performed by labelling the projected angular 
responses with these classes. 

The limit of the presented results is the lack of dimen-
sional extension observed in the distribution of the re-
sponses: most of the extracted information is carried by the 
first component of the Principal Component Analysis. This 
means that the shapes of the responses are very similar 
within the selected range of grazing angles, but for a pro-
portional factor. A better discrimination could be expected 
with an enlarged range of grazing angles because the larg-
est variations in the backscattered strengths occur at both 
ends of this range. This is indeed what the theoretical 
models exhibit (Fig. 22). However, the larger gradients of 
the responses at the ends of the angular domain strengthen 
the accuracy requirement in the measured angles. On one 
hand, it calls for draping the backscattered echoes on a 
digital terrain model (e.g., [42]). On the other hand, the 
limited range resolution deteriorates severely the angular 
resolution close to nadir, whereas the limited signal-to-
noise ratio deteriorates the accuracy in the estimated 
backscattered strength at long range (thus at low grazing 
angles). In addition, increasing the upper limit of the graz-
ing angles reduces the size of the seafloor for which the 
complete, local angular response is collected. A way to 
overcome this limitation is to relax the condition to esti-
mate the local responses, by using different size of pixels 
in the multilayered images. 

The response at large grazing angles cannot be meas-
ured outside the central, along-track band. Enlarging the 
lateral coverage would call for other techniques, e.g., 
based on processing incomplete angular responses (but 
using the classes derived from the complete responses). 
The problem has not been addressed here. 

Using a calibrated system to collect the angular re-
sponses is indeed an asset as it enables to match the meas-
urements with theoretical models. The capability of the 
forward-looking system to provide complete – local – 
angular responses should definitively improve the reliabil-
ity of the comparisons. Another perspective is the joint 
operation of a forward-looking system with a classical 
surveying system (e.g., multibeam echosounders), both 
systems being inter-calibrated. The reference information 
about the angular responses provided by the forward-
looking system should be helpful in the segmentation of 
the areas observed with the companion system. 
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Appendix 
 

 

Table A.1 Location, sediment composition and classification of samples provided by the ICM 
 

Long. Latitude Sample Gravel Sand% Silt % Clay% Folk Class 

BESOS East 

2º17’00’’ 41º23’18’’ TC-30 GC-87-1 4 71 20 (g)sM 3 

2º18’47’’ 41º22’39’’ TG-3 GC-85-6 bio-muddy sands mS 3 

BESOS central 

2º15’32’’ 41º23’44’’ TR-222 GC-84-1  fetid muds 1 

2º16’14’’ 41º23’11’’ TC-3   GC-87-1 3 57 40 (g)mS 4 3 

2º15’51’’ 41º23’19’’ TG-10 GC-87-1 Brown muds (top and bottom) M 7 

2º15’50’’ 41º23’27’’ TC-4 GC-87-1 0 4 96 (black mud) M 7 

BESOS West 

   Gravel Sand Silt Clay Folk  

2º14’14’’ 41º23’52’’ TC-26 GC-87-1 0 10 90 M 6 5 

2º13’32’’ 41º23’26’’ DC 12GC 84-1 0 5 59 36 M 6 

2º13’37’’ 41º23’30’’ TR 9 GC 84-1 0 8 65 27 M 6 

2º13’24’’ 41º23’03’’ TR 8 GC 84-1 0 7 51 42 M 6 

BLANES 

2º48’11’’ 41º39’26’’ TR 153 GC 84-1 12 85 2 1 gS 2 

2º47’51’’ 41º39’56’’ TR 154 GC 84-1 1 97 2 S 5 
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Table A.2 Location, sediment composition and classification of samples collected in COSMOS campaign. East-Besos area. 
 

Long. Latitude Sample Special characteristics Gravel Sand Silt Clay Folk Cass 

2º17’12’’ 41º24’48’’ DC-76 abundant remains of bivalves 
and  turritellas  

0 9 61 30 sM 4 

2º17’16’’ 41º24’28’’ DC-77 0 28 54 18 sM 3 

2º17’19’’ 41º24’02’’ DC-78 0 42 38 16 sM 4 3 

2º17’16’’ 41º23’35’’ DC-79 0 25 57 18 sM 3 

2º17’25’’ 41º22’44’’ TC-81A 0 59 24 13 mS 3 

 

 

 

 

Table A3. Location, sediment composition and classification of samples collected in COSMOS campaign. Blanes area. 
 

Long. Latitude Sample Gravel Sand Silt Clay Folk Class 

2º47’24’’ 41º39’41’’ DC15 0 98 2 0 S 4 

2º47’28’’ 41º39’37’’ DC16 0 98 2 0 S 4 

2º47’34’’ 41º39’35’’ DC17 1 81 18 0 mS 5 

2º47’39’’ 41º39’31’’ DC18 2 96 2 0 (g)mS 3 

2º47’44’’ 41º39’29’’ DC19 17 82 2 0 gS 2 

2º47’43’’ 41º40’01’’ DC21 0 96 4 0 S 5 

2º47’49’’ 41º39’56’’ DC22 0 97 3 0 S 5 

2º47’53’’ 41º39’52’’ DC23 5 91 4 0 gS 2 

2º48’01’’ 41º39’47’’ DC24 21 77 2 0 gS 2 

2º48’07’’ 41º39’43’’ DC25 16 81 3 0 gS 2 

2º48’13’’ 41º39’39’’ DC26 49 45 6 0 msG 2 

2º48’34’’ 41º40’20’’ DC29 29 69 2 0 gS 2 

2º48’42’’ 41º40’15’’ DC30 4 93 2 0 (g)S 3 

2º48’50’’ 41º40’08’’ DC31 14 84 1 0 gS 3 

2º48’55’’ 41º40’02’’ DC32 12 86 2 0 gS 3 

 


