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Abstract

We obtain existence and conormal Sobolev regularity of strong solutions to the 3D com-
pressible isentropic Navier-Stokes system on the half-space with a Navier boundary condi-
tion, over a time that is uniform with respect to the viscosity parameters when these are
small. These solutions then converge globally and strongly in L2 towards the solution of the
compressible isentropic Euler system when the viscosity parameters go to zero.

Key words: inviscid limit problem, compressible NSE, Navier boundary condition, conor-
mal Sobolev spaces
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1 Introduction

1.1 The isentropic compressible Navier-Stokes system and the inviscid limit

problem

We consider the motion of a compressible fluid in the half-space Ω = R
2 × R

+. The density
of the fluid is a scalar function ρ(t, x) with t being the time variable and x ∈ Ω, its velocity is
u(t) : Ω → R

3: these will be the unknowns of the system. The temperature of the fluid, θ, is
constant throughout the paper, and the pressure P will follow a barotropic law: P = P (ρ) =
k
γρ

γ , with k > 0 and the adiabatic constant γ > 1. The motion of the fluid is governed by the
isentropic compressible Navier-Stokes system, which consists of two conservation laws:

• conservation of mass
∂tρ+ div (ρu) = 0, (1)

• and conservation of momentum

∂t(ρu) + div (ρu⊗ u) = div Σ + ρF, (2)

with F (t, x) a force term. To avoid technical complications with compatibility conditions, we
consider that the force is smooth and that fluid is at rest for negative times: F (t, x) = 0 and
(ρ, u)(t, x) = (1, 0) for t < 0.
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In these equations, Σ is the internal stress tensor,

Σ = 2εµSu+ (ελ0div u− P (ρ))I3,

in which ε > 0 will be arbitrarily small, Su = 1
2(∇u+∇uT ) is the symmetric gradient, and I3

is the 3 × 3 identity matrix. The parameters µ > 0 (dynamic viscosity) and λ := λ0 + µ > 0
(bulk viscosity) will be given regular functions of ρ. In equation (2), we will write

div Σ = ε(µ∆u+ λ∇div u)−∇(P (ρ)) + εσ(∇ρ,∇u).

The final term σ is non-zero only when λ′(ρ) and µ′(ρ) are non-zero (λ, µ not constant).

We shall not go into detailed historics about the isentropic system; a survey of existence
and regularity results up to 1998 was put together by B. Desjardins and C-K. Lin, [9]. We shall
quickly cite the emblematic result on the subject: the global existence theorem for weak solu-
tions, as proved by P-L. Lions in the 1990s ([22] or [23]), a result that has since been improved,
for instance, by E. Feireisl, A. Novotný and H. Petzeltová, [11], and extended to some cases with
density-dependent (variable, therefore) viscosity coefficients by D. Bresch, B. Desjardins and
D. Gérard-Varet [5]. In the latter paper, a nonlinear drag force, written as F = F (u) = r0|u|u,
is considered. We also refer to the local strong existence theory, initiated in the 1960s and 70s
by J. Nash and then V.A. Solonnikov [29, 38] and improved on by R. Danchin (for instance, see
survey [8]). In this framework, blowup can occur [43].

In this article, we will aim to obtain local-in-time existence of strong solutions to the isen-
tropic Navier-Stokes system, with a lower bound for the time of existence that does not depend
on the viscosity parameters when these are small, and work on the inviscid limit problem. As
we are on the half-space, we will have some boundary conditions.

Notation. Throughout the paper, we will use the notation x = (y, z), with y ∈ R
2 and z ∈ R

+;
the boundary is therefore the set {x = (y, z) ∈ R

3 | z = 0}.
Moreover, for a vector field v(x), the tangential part to the boundary is, for x on the bound-

ary, vτ (x) = v(x) + (v(x) · ~n(x))~n(x), where ~n(x) is the outer normal vector to ∂Ω at point x.
As ~n(x) ≡ (0,−1), we extend the notation to all Ω: vτ (x) = (v1(x), v2(x)).

The boundary conditions on u are the standard non-penetration condition on the boundary,

u · ~n|z=0 = u3|z=0 = 0, (3)

and the Navier (slip) boundary condition
[(

1
εΣ~n+ au

)

τ

]

|z=0 = 0 in which a > 0. In our case,
with a flat boundary, the Navier condition can be rewritten as

[µ(ρ)∂zuτ ]|z=0 = 2auτ |z=0 (4)

for t > 0 and y ∈ R
2. As opposed to the Dirichlet or no-slip condition, which, in our setting,

would be u|z=0 = 0, the Navier condition, proposed by H. Navier himself in the XIXth century
[30], allows the fluid to slip along the boundary, and this occurs wherever interaction at the
boundary is non negligeable. For instance, the slip phenomenon can be observed on the con-
tact line of two immiscible flows [33], and in capillary blood vessels, which are the microscopic,
tissue-irrigating vessels where molecular exchanges with the neighbouring cells take place [32].
It also appears when homogenising rough and porous boundaries ([20] and [12]), and can be
derived mathematically from a Boltzmann microscopic model with a Maxwell reflection bound-
ary condition [27]. To be physically pertinent, the slip coefficient a should be chosen positive,
but our results do not technically require a to have a specific sign, so we take a ∈ R.
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We also impose the limit condition

U(t, x) := (ρ(t, x)− 1, u(t, x))
|x|→+∞→ 0 (5)

so that U(t) ∈ L2(Ω).

Formally, taking ε = 0 leads to the compressible Euler equations

{

∂tρ+ div (ρu) = 0
ρ∂tu+ ρu · ∇u+∇P (ρ) = ρF.

(6)

The Euler equation is of order one, so it only requires one boundary condition equation, which
is (3). This leads to the appearance of boundary layers: if the solutions of low-viscosity Navier-
Stokes equations are expected to behave like a solution of the Euler equation far away enough
from the boundary, solutions of Navier-Stokes are still required to satisfy a second boundary
condition, whereas the reference solution of the Euler equation is not. A typical boundary layer
expansion for solutions to Navier-Stokes will read

uε(t, y, z) = uE(t, y, z) + V

(

t, y,
z√
ε

)

, (7)

with uE solving the Euler equation, and V , acting on a shorter scale, picking up the boundary
condition.

The inviscid limit problem is a major challenge for mathematicians, whether one considers
compressible or incompressible fluids. We remind the reader of the (non-forced) incompressible
system:







div u = 0
∂tu+ u · ∇u− εν∆u+∇q = 0

u|t=0 = u0,

in which ν = µ
ρ , with ρ constant, is the kinematic viscosity and q is the kinematic pressure. Re-

garding the inviscid limit results on the incompressible system with Navier boundary conditions,
the problem is solved in L2 framework in 2D (see [2], [7], [21]), and convergence of weak solutions
of the Navier-Stokes equation towards a strong solution of the Euler equation, when the limit
initial condition is regular enough, has been obtained for a range of Navier slip coefficients of
the form a = a′ε−β : starting with D. Iftimie and G. Planas [18] (β = 0), [40] (β < 1/2) and [31]
(β < 1 for positive slip coefficients and β ≤ 1/2 regardless of sign) have extended the range of
numbers β for which convergence occurs. C. Bardos, F. Golse and L. Paillard recently obtained
weak convergence results for Leray solutions of Navier-Stokes towards dissipative solutions of
the Euler equation [3].

The solutions to the 3D incompressible Navier-Stokes equations with a Navier boundary
condition that does not depend on ε have a better asymptotic expansion than (7); D. Iftimie
and F. Sueur showed in [19] that the boundary layer V has a smaller amplitude:

uε(t, y, z) = uE(t, y, z) +
√
εV (t, y, ε−1/2z). (8)

The problems of local existence of strong solutions on a time interval that does not depend on ε,
and of the corresponding inviscid limit, showing behaviour in agreement with this ansatz, have
been solved by N. Masmoudi and F. Rousset [26]. Their approach is based on energy estimates
in conormal Sobolev spaces, and the same technique has allowed them to prove similar results
for the corresponding free-boundary system [25], and we will see that a similar approach for the
isentropic system is valid. We refer the reader to [42] and [4] for other studies in 3D.
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In the incompressible case also, a variable viscosity coefficient, ν = ν(q, |Su|2), can be consid-
ered. This appears in elastohydrodynamics or the mechanics of granular materials for example.
Existence of weak solutions for such equations on a bounded domain with the Navier boundary
condition has been obtained by M. Buĺıček, J. Málek and K. Rajagopal [6].

On the 3D isentropic Navier-Stokes system with Navier boundary conditions that we are
interested in, F. Sueur recently showed the convergence of weak solutions to a strong solution
of the Euler equation when the limit initial condition is smooth, and for slip coefficients that
can depend on ε, such as a/εβ with β < 1 [39]. In the case where the slip coefficient does not
depend on ε, D. Hoff obtained global solutions with intermediate regularity (more regularity
than weak solutions à-la-Lions, but not classical solutions) in 2005 [15], while Y-G. Wang and
M. Williams justified a WKB expansion for strong solutions [41] in 2012. In particular, Wang
and Williams show that solutions to the isentropic Navier-Stokes system behave similarly to
their incompressible counterparts in the inviscid limit, in the sense that we have the asymptotic
expansion (8). As we aim to get existence of strong solutions of the Navier-Stokes equation
through uniform a priori estimates, we will make use of conormal derivatives that we introduce
below.

To complete the references on the inviscid limit problem for compressible fluids, we cite
F. Huang, Y. Wang and T. Yang (ideal gas, [17]), and Feireisl and Novotný (weak-strong
convergence in the Navier-Stokes-Fourier setting, [10]), for advances on the full compressible
Navier-Stokes equations, with an extra equation on the internal energy, temperature or entropy.
We also refer to [44] for results on the linearised 2D system, [35] and [14] for boundary layer
analysis with characteristic and non-characteristic boundary conditions respectively, and [28],
[1] for results on more general parabolic-hyperbolic systems.

1.2 The conormal functional setting

If we consider a boundary-layer expansion of the form (8), which the solutions of the equation
we will study satisfy, we see that we can expect uniform control of uε, its derivatives, but
not its second derivatives: a factor ε−1/2 results from the differentiation of the boundary layer
V . Thus, the functional setting used in this paper will be that of conormal Sobolev spaces.
Introduced in the mid-60s [16], these spaces have been used to work on hyperbolic systems with
characteristic boundaries (see, for example, [34], [13], [36]). Such spaces on a domain Ω, which
has a boundary, are constructed by differentiating functions following a finite set of generators
of vector fields that are tangent to the boundary of Ω. Namely, in the case of the half-space,
we can choose

Z1,2 = ∂y1,y2 , Z3 = φ(z)∂z ,

with φ a smooth, positive, bounded function of R+ such that φ(0) = 0 and φ′(0) 6= 0 - typically,
consider φ(z) = z

1+z .
Conormal derivatives will allow us to get high-order uniform-in-ε estimates. Considering an

expansion like (8), if we look at the conormal derivatives of ∂zu
ε, the boundary-layer term is

written as
Z3(∂V (ε−1/2z)) = ε−1/2φ(z)∂2V (ε−1/2z),

and this is of amplitude O(1) in a neighbourhood of the boundary of size
√
ε thanks to the

factor φ(z). Thus the conormal setting is the only one in which we can expect uniform bounds
on a large number of derivatives.
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The conormal Sobolev space on Ω, Wm,p
co (Ω), is then naturally defined as the set of func-

tions f(x) ∈ Lp(Ω) such that the conormal derivatives of order at most m of f are also in Lp(Ω).

As part of their estimation process in [26], Masmoudi and Rousset used the incompressibility
equation to express ∂zu3 as a combination of conormal derivatives:

∂zu3 = −∂y1u1 − ∂y2u2 = −Z1u1 − Z2u2.

We will be able to use a similar trick, but with the equation of conservation of mass (1), in
which ∂tρ intervenes. Also, we will regularly use equation (2) to replace terms with two normal
derivatives (∂zzu), and there, ∂tu is involved. For these reasons, we add Z0 = ∂t for functions
that depend on (t, x), and introduce the conormal Sobolev spaces on [0, T ] × Ω in the sense of
O.Guès [13], for a set time T . For α ∈ N

4, we write Zα = Zα0

0 Zα1

1 Zα2

2 Zα3

3 , and |α| = ∑3
i=0 αi:

the conormal Sobolev space Wm,p
co ([0, T ] × Ω) is the set of functions f : [0, T ] × Ω → R

d such
that Zαf ∈ Lp([0, T ]×Ω), for every α with |α| ≤ m. We will only use p = +∞ and p = 2, with
the notation Hm

co =Wm,2
co . We therefore have

Hm
co([0, T ] × Ω) = {f(t, x) | ∀ 0 ≤ k ≤ m, ∂kt f ∈ L2([0, T ],Hm−k

co (Ω))}.

Compared to Wm,p
co (Ω), the notation is slightly abusive, in that Wm,p

co ([0, T ]×Ω) is not a space
whose conormal derivatives are tangent to the boundary (Z0 = ∂t is not tangent to the boundary
of [0, T ]).

In our a priori estimation process, we will be interested in the following space:

Xm
T (Ω) = {f(t, x) | ∀ 0 ≤ k ≤ m, ∂kt f ∈ L∞([0, T ],Hm−k

co (Ω)}.

This is more restrictive than asking for f ∈ Hm
co([0, T ] × Ω). For a set t ≥ 0, we introduce the

semi-norms

‖f(t)‖2m =
∑

|α|≤m

‖Zαf(t)‖2L2(Ω) and ‖f(t)‖m,∞ =
∑

|α|≤m

‖Zαf(t)‖∞ .

Note that these semi-norms coincide with the Hm
co(Ω) and Wm,∞

co (Ω) norms if f is stationary.
Based on these semi-norms, we construct two norms on Xm

T and Wm,∞
co ([0, T ]×Ω) respectively,

which are essentially L∞-in-time norms,

9f9m,T := sup
t∈[0,T ]

‖f(t)‖m and 9 f9m,∞,T := sup
t∈[0,T ]

‖f(t)‖m,∞ ,

the latter of which coincides with the Wm,∞
co ([0, T ] × Ω) norm, and L2-in-time norms

∫ T

0
‖f(t)‖2m dt and

∫ T

0
‖f(t)‖2m,∞ dt,

the former of which is the natural norm for Hm
co([0, T ] × Ω). We will prefer not to abbreviate

these last norms, as the forms we have given will make the a priori estimation process clearer.
We add the following abbreviations: ‖f(t)‖∞ := ‖f(t)‖0,∞, 9f9∞,T := 9f90,∞,T , and we

denote by 9f9Lip,T the standard Lipschitz norm on [0, T ]× Ω.
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1.3 Results and proof strategy

We introduce the notation U(t, x) = (ρ − 1, u)(t, x), and will consider the class of solutions
satisfying the following property:

Em(T,U) := 9U 92
m,T + 9 ∂zuτ 92

m−1,T +

∫ T

0
‖∂zu3(s)‖2m−1 + ‖∂zρ(s)‖2m−1 ds

+ 9 ∂zuτ 92
1,∞,T +

∫ T

0
‖∂zρ(s)‖21,∞ + ‖∂t∂zρ(s)‖21,∞ ds < +∞. (9)

In terms of our functional setting in the previous section, if we have U ∈ Xm
T and ∂zU ∈

Xm−1
T ∩W 2,∞

co ([0, T ] × Ω) (with L∞ in time norms only), then Em(T,U) is also finite.
Note that in Em(T,U) we only have control of L2-in-time norms on the derivatives of u3 and

ρ. Simply using |f(t, x)|2 = |f(0, x)|2 +
∫ t
0 ∂t(|f(s, x)|2) ds, we get that

9∂zρ9
2
1,∞,T ≤ ‖∂zρ(0)‖21,∞ + C

∫ t

0
‖∂zρ(s)‖21,∞ + ‖∂t∂zρ(s)‖21,∞ ds, (10)

thus the final integral in Em(T,U) acts to control the W 1,∞
co norm of ∂zρ. Requiring control of

the W 1,∞
co norm of ∇U is typical of characteristic hyperbolic problems, see [13].

The force must be smooth on R× Ω, hence we introduce the notation:

Nm(T, F ) = sup
t∈[−T,T ]

‖F (t)‖2m + ‖∇F (t)‖2m−1 + ‖∇F (t)‖22,∞ .

Theorem 1.1. Uniform existence of solutions to the Navier-Stokes system.
Let m ≥ 7, F = (0, F ) be such that Nm(t, F ) < +∞ for any t > 0, and µ and λ be positive
and bounded Cm functions of ρ. Then, for ε0 > 0, there exists T ∗ > 0 such that, for every
0 < ε < ε0, there is a unique U ε satisfying Em(T ∗, ·) < +∞, solution to (1)-(2)-(3)-(4)-(5), the
isentropic compressible Navier-Stokes system on (0, T ∗) × Ω with Navier boundary conditions.
Moreover, there is no vacuum on this time interval: there exists c > 0 such that ρ(t, x) ≥ c for
t ∈ [0, T ∗] and x ∈ Ω.

Theorem 1.2. Inviscid limit.
Under the same conditions as above, the family (U ε = (ρε − 1, uε))0<ε<ε0 of solutions to

the Navier-Stokes system converges in L2([0, T ∗] × Ω) and L∞([0, T ∗]× Ω), towards V = (ρ −
1, u), the unique solution to the isentropic compressible Euler system, (6)-(3)-(5), that satisfies
Em(T ∗, V ) < +∞.

Note that there are no restrictions on the viscosity parameters other than positiveness and
sufficient regularity (Cm). It seems physically justified to ask µ(ρ) and λ(ρ) to be increasing
with the density, but, like the sign of the slip coefficient, the signs of µ′ and λ′ do no intervene
technically. Also, the results are shown for a barotropic pressure law, but we can extend them
to any positive, increasing C1 pressure law.

Finally, we expect that our results are also valid in any domain of R3 with a Cm′
boundary,

for m′ large enough, locally characterised by equations of type z = ψ(y). As shown in [26],
the differences are technical, and extra difficulties arise only because the normal vector to the
boundary is no longer constant.

Our results are obtained by classical arguments once a uniform estimate is shown. The key
bound is the following.
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Theorem 1.3. Uniform energy bound.
Let m ≥ 7 and M0 > 0. We assume that Nm(t, F ) < +∞ for every t > 0, and that the

initial value of U satisfies Nm(0, U) ≤ M0. Then, there exist ε0 > 0, T ∗ > 0 and a positive
increasing function Q : R+ → R

+, with Q(z) ≥ z, such that, for ε ≤ ε0 and 0 ≤ t ≤ T ∗,

Em(t, U) + 9∂zu3 92
1,∞,t +ε

∫ t

0
‖∇u(s)‖2m +

∥

∥∇2uτ (s)
∥

∥

2

m−1
ds ≤ Q(2M0) (11)

Let us outline the proof of Theorem 1.3. It is proved by showing that the left-hand side of
(11) is bounded by

Q(M0) + (t+ ε)Q(Em(t, U) +Nm(t, F )).

The energy function we consider, Em, contains L2 in space norms with many derivatives, on
the first line of (9), and conormal-Lipschitz norms on the second line. The first type of term is
dealt with by performing energy estimates, in which we will have to control the commutators
between the conormal derivatives and the operators that appear in the equation. In particular,
we will make use of the symmetrisable hyperbolic-parabolic structure of the compressible model
to get the energy estimates on U . For the L∞ norms, we will widely use an anisotropic Sobolev
embedding theorem (Theorem 3.3), which is the main contributor to the restriction on m.
For the terms in the second line of (9), a maximum principle will provide us with bounds on
9∂zuτ91,∞,t, while the Duhamel formula for the equation satisfied by ∂zρ, which is obtained by

combining ε× (1) with the third component of (2), will give us the bounds for the W 1,∞
co norms

on ∂zρ. A bootstrap argument closes the proof.
Note that, in the context of Theorems 1.1 and 1.2,M0 can be arbitrarily small, asNm(0, U) =

0. We will be able to prove the energy estimate taking initial conditions into account; this al-
lows one to extend our results to less regular force terms or different initial values, providing
the compatibility conditions yield uniform bounds on the norms of U at t = 0.

Organisation of the paper. In the next section, we prove Theorems 1.1 and 1.2, assuming
Theorem 1.3. The remaining sections will all be dedicated to proving this uniform estimate.
Starting with some important commutator estimates in section 3, we then proceed to prove
the bound a priori, looking at each component of (U, ∂zU) separately, and getting the required
conormal and L∞ bounds on each of them: U in section 4, the normal derivative of uτ in section
5, ∂zu3 in section 6, and the normal derivative of the density in section 7. We conclude the
proof of Theorem 1.3 in section 8.

2 Proof of Theorems 1.1 and 1.2

In this section, we assume the uniform estimate in Theorem 1.3. To obtain Theorem 1.1, we can
use a classical fixed-point iteration method to get existence of solutions for any fixed ε > 0 on
a time interval [0, T ε] depending on the viscosity (see [41], section 4.1). A bootstrap argument
with the uniform bounds then yields a uniform existence time.

We will further detail the proof of Theorem 1.2. We first get local convergence by using a
standard compactness argument.

Proposition 2.1. Conormal compact embedding theorem.
Let T > 0 and (Un)n∈N be a bounded sequence of Hm

co([0, T ] × Ω), such that the sequence
(∇Un)n is bounded in Hm−1

co ([0, T ] × Ω). Then we can extract a sub-sequence (Unj
)j∈N such

7



that, for every α ∈ N
4 with |α| ≤ m− 1, ZαUnj

converges in L2
loc([0, T ] × Ω) - we will say that

(Un) is locally compact in Hm−1
co ([0, T ] × Ω).

The bound on the gradient of Un is crucial here. In other contexts in which conormal
Sobolev spaces have been used, such as in [13] and [37], one normal derivation costs two conor-
mal derivations, thus their Hm

co spaces locally and compactly embed in Hm−2
co . But in our energy

estimates on the isentropic Navier-Stokes system, we find that one normal derivative can be
controlled by the same number of conormal derivatives. The proof of Proposition 2.1 is similar
to that in [37].

For a given ε > 0, let U ε = (ρε − 1, uε) be the solution to (1)-(2)-(3)-(4)-(5) with viscos-
ity coefficient ε, given by Theorem 1.1. The energy estimate in Theorem 1.3 tells us that
the family (Em(T ∗, U ε))0<ε<ε0 is bounded, so we can immediately state that the sequence
(U ε)0<ε<ε0 is locally compact in Hm−1

co ([0, T ∗]×Ω) by Proposition 2.1. As Hm−1
co ([0, T ∗]×Ω) →֒

C([0, T ∗], L2(Ω)), we can consider a sequence εn
n→+∞→ 0 such that U εn converges locally in

Hm−1
co ([0, T ∗]×Ω) and in C([0, T ∗], L2(Ω)) towards a function V = (ρ−1, u), which is easily seen

to be a weak solution to the compressible Euler system. Thanks to the uniform bounds, we see
that V has the same regularity as U ε, and in particular V is Lipschitz-class, which yields unique-
ness of solutions for the Euler equation in the space of functions satisfying Em(T ∗, V ) < +∞.
The whole sequence then converges towards V , strongly and locally in Hm−1

co ([0, T ∗]× Ω), and
U ε(t) converges weakly in L2([0, T ∗]× Ω) towards V (t).

We now prove strong convergence in L2. For t ≤ T ∗, we start with the classical energy
inequality for the Navier-Stokes system, as in [24],

∣

∣

∣

∣

E(t, U ε)− E(0, U ε)−
∫ t

0

∫

Ω
ρεF (s) · uε(s) dx ds

∣

∣

∣

∣

≤ Cε

∫ t

0
‖uε(s)‖2H1(Ω) ds, (12)

where E(t, U ε) =

∫

Ω

1

2
ρε(t)|uε(t)|2 + k

γ(γ − 1)

∫

Ω
(ρε)γ(t)− 1− γ(ρε(t)− 1) dx.

Note that E(0, U ε) = 0 for every ε. As ‖uε‖H1([0,T ∗]×Ω) is bounded by Theorem 1.3 and ρεuε

converges weakly towards ρu in L2 (as that is the case in the sense of distributions by local
strong convergence), we get that, for t ∈ [0, T ∗],

E(t, U ε)
ε→0−→

∫ t

0

∫

Ω
ρ(s, x)F (s, x) · u(s, x) dx ds.

But
∫

[0,t]×Ω ρF · u is equal to E(t, V ), as (12) with ε = 0 yields the energy equality for the

compressible Euler equation. So, we have E(t, U ε)
ε→0−→ E(t, V ) for every t ≤ T ∗.

We get L2 convergence of the density by using the strict convexity of z 7→ zγ for z > 0 and
γ > 1. On one hand, we have

ρε|uε|2 − ρ|u|2 − 2
√
ρu · (√ρεuε −√

ρu) = |√ρεuε −√
ρu|2,

and on the other hand, there exists c > 0 such that ρ(t, x) > c > 0, thus the Taylor expansion
of z 7→ zγ yields

(ρε)γ − ργ − γργ−1(ρε − ρ) ≥ cγ(γ − 1)(ρε − ρ)2.

Adding the two together with the coefficients that appear in E, and taking the integral on Ω,
we get

E(t, U ε)− E(t, V )−R(t, U ε, V ) ≥ c0

(

∥

∥(
√
ρεuε −√

ρu)(t)
∥

∥

2

L2(Ω)
+ ‖(ρε − ρ)(t)‖2L2(Ω)

)

(13)
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where R(t, U ε, V ) =
∫

Ω

√
ρu · (√ρεuε − √

ρu) + k
γ−1(ρ

ε − ρ)(ργ−1 − 1) dx, which converges to

zero. Indeed, the uniform boundedness of the energy means that
∥

∥

∥

√

ρε(t)uε(t)
∥

∥

∥

L2

is bounded,

so we can extract a weakly converging sub-sequence in L2(Ω),
√

ρεn(t)uεn(t), whose limit is
necessarily

√

ρ(t)u(t), thus the whole sequence converges weakly in L2(Ω). So the first term of
R(t, U ε, V ) goes to zero. Likewise, we have ρε(t)⇀ ρ(t) in L2(Ω), and ργ−1 − 1 is seen to be in
L2(Ω) by use of the order-one Taylor expansion of z 7→ zγ−1 at z = 1, so the second term also
converges to zero.

Moreover, E(t, U ε)−E(t, V )
ε→0−→ 0, so (13) gives us the global, strong L2 convergence of ρε

towards ρ. Now, by remarking that

∣

∣

∣

∥

∥(
√
ρεuε)(t)

∥

∥

2

L2(Ω)
− ‖(√ρuε)(t)‖2L2(Ω)

∣

∣

∣
≤ ‖uε(t)‖L∞ ‖uε(t)‖L2 ‖ρε(t)− ρ(t)‖L2 , (14)

we get that lim
ε→0

‖(√ρuε)(t)‖L2(Ω) = lim
ε→0

∥

∥(
√
ρεuε)(t)

∥

∥

L2(Ω)
= ‖√ρ(t)u(t)‖L2(Ω), as u

ε is uni-

formly bounded in L2 and L∞. So uε converges towards u in L2([0, T ∗]×Ω, dt ρdx), and ρdx is
an equivalent measure to the Lebesgue measure, hence we conclude that U ε converges towards
V in L2([0, T ∗] × Ω). L∞ convergence is obtained by using the Sobolev embedding inequality
and the uniform bounds. �

3 Preliminary properties of conormal derivatives

We begin this section by reminding the reader of some important properties of our functional
setting, and that will be used throughout the a priori estimation process. Set T > 0.

Proposition 3.1. Generalised Sobolev-Gagliardo-Nirenberg inequality (or tame estimate). [13]
There exists a constant C(T ), which does not blow up as T → 0, such that, for f, g ∈

L∞([0, T ]× Ω) ∩Hm
co([0, T ]× Ω), and α1, α2 ∈ N

4 such that |α1|+ |α2| = m,

∫ T

0
‖(Zα1fZα2g)(s)‖20 ds ≤ C(T )

[

9f 92
∞,T

∫ T

0
‖g(s)‖2m ds + 9g 92

∞,T

∫ T

0
‖f(s)‖2m ds

]

.

Proposition 3.2. Trace inequality.
If f ∈ L2([0, T ] × Ω) and ∇f ∈ L2([0, T ] × Ω), then

∫ T

0

∫

∂Ω
|f(t, y, 0)|2 dt dy ≤ C

∫ T

0
‖f(t)‖0 ‖∂zf(t)‖0 dt

Proposition 3.3. Anisotropic Sobolev embedding theorem.
If f ∈ H3

co([0, T ] × Ω), ∇f ∈ H2
co([0, T ] × Ω), then f ∈ L∞([0, T ] × Ω) and

9f92
∞,T ≤ C

(

‖f(0)‖22 + ‖∂zf(0)‖21 +
∫ T

0
‖f(t)‖23 + ‖∂zf(t)‖22 dt

)

This last theorem is a direct application of the Hm
co(Ω) Sobolev embedding, used in [26] and

[25]: for a given t, we have

‖f(t)‖2∞ ≤ C(‖f(t)‖2H2
co(Ω) + ‖∇f(t)‖2H1

co(Ω)) ≤ C(‖f(t)‖22 + ‖∂zf(t)‖21).
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We combine this with the following property: for f ∈ Hm+1
co ([0, T ]× Ω),

9f92
m,t ≤ ‖f(0)‖2m +C

∫ t

0
‖f(s)‖2m+1 ds. (15)

This is shown by writing n(t) = n(0) +
∫ t
0 n

′(s) ds for n(s) = ‖f(s)‖2m; given that

n′(s) = 2
∑

|α|≤m

∫

Ω
(∂tZ

αf(s, x))(Zαf(s, x)) dx,

we easily see that n′(s) ≤ 2 ‖f(s)‖2m+1. Morally, the bound (15) means that we can exchange
an L∞-in-time norm for an L2-in-time norm for the cost of one conormal derivative, similarly
to (10).

We will now show the important commutator properties we will need.

3.1 Commuting with ∂z

The first technical key to the proof in the subsequent parts of the paper is how to estimate the
commutators that will appear when applying Zα to equations (1), (2). A lot of the commutators
are trivial, since all Zi’s commute with ∂t, ∂y1 and ∂y2 , but Z3 does not commute with ∂z.
Specifically, we have

[Z3, ∂z ] = φ(z)∂zz − ∂z(φ(z)∂z) = −φ′(z)∂z (16)

Likewise, we can observe the commutator of Z3 with ∂zz, which will come from the div Σ term
of (2). This time, we have

[Z3, ∂zz] = −2φ′∂zz − φ′′∂z. (17)

When commutating with a higher order operator, Zm
3 for m > 1, we show the following:

Proposition 3.4. (a) For m ≥ 1, there exist two families of bounded functions (ϕβ,m)0≤β<m

and (ϕβ,m)0≤β<m, such that

[Zm
3 , ∂z ] =

m−1
∑

β=0

ϕβ,m(z)Zβ
3 ∂z =

m−1
∑

β=0

ϕβ,m(z)∂zZ
β
3 (18)

(b) For m ≥ 1, there exist four families of bounded functions (ψ1,β,m), (ψ2,β,m), (ψ1,β,m)
and (ψ2,β,m), for 0 ≤ β < m, such that

[Zm
3 , ∂zz] =

m−1
∑

β=0

ψ1,β,m(z)Zβ
3 ∂z + ψ2,β,m(z)Zβ

3 ∂zz

=

m−1
∑

β=0

ψ1,β,m(z)∂zZ
β
3 + ψ2,β,m(z)∂zzZ

β
3 .

In practice, we can therefore choose to place the normal derivatives as the first or last
derivative to be applied in all the terms of the commutator. We can deduce from the proposition
the basic estimate for the commutators with ∂z:

Corollary 3.5. For any f ∈ Hm
co([0, T ] × Ω) such that ∂zf ∈ Hm−1

co ([0, T ] × Ω), and for any
|α| ≤ m,

∫ T

0
‖[Zα, ∂z]f(t)‖20 dt ≤ C

∫ T

0
‖∂zf(t)‖2m−1 dt

10



We will deal with the commutators with ∂zz directly in context: they often appear with a
factor ε, and equation (2) will allow us to substitute the difficult terms.

Proof of Proposition 3.4: equation (16) shows the case m = 1, and we continue by induction.
Let us just explain the case m = 2 to show the mechanism; the rest is left to the reader. We
have

[Z2
3 , ∂z] = Z3[Z3, ∂z ] + [Z3, ∂z]Z3

= −φφ′′∂z − φ′(Z3∂z + ∂zZ3).

Using (16), we can write the second part of the last line as either φ′(z)(2Z3∂z + φ′∂z) or
φ′(z)(2∂zZ3 − φ′∂z), which proves the proposition for m = 2.

The proof of (b) is also an elementary induction. �

3.2 Commuting with a function

Notation. For α, β ∈ N
4, we write β ≤ α if, for every i, βi ≤ αi.

Proposition 3.6. Let α ∈ N
4, |α| = m > 0, be fixed, and f ∈ Hm

co([0, T ]×Ω)∩ L∞([0, T ]×Ω)
and g ∈ L∞ such that ∂tg, ∇g ∈ Hm−1

co ([0, T ]×Ω)∩L∞([0, T ]×Ω). Then we have the following
inequality:

∫ T

0
‖[Zα, g]f‖20 dt ≤ C

3
∑

j=0

∫ T

0
9Zjg 92

∞,T ‖f‖2m−1 + 9f 92
∞,T ‖Zjg‖2m−1 dt, (19)

≤ C

∫ T

0
9g 92

1,∞,T ‖f(s)‖2m−1 + 9f 92
∞,T ‖g(s)‖2m dt,

if, moreover, g ∈ L2([0, T ]× Ω).

This proposition is easily proved, using the Leibniz formula and Proposition 3.1. We will
require formulation (19) whenever g /∈ L2 (for example when g = ρ).

We prove one more commutator estimate, which we will need when estimating the normal
derivatives of uτ in the conormal spaces (section 5), as directly using the above would lead to
‖∂zzu‖m−2 appearing, which we cannot bound uniformly in ε by using the equation.

Proposition 3.7. Let f, g, α be as in Proposition 3.6, with g scalar such that g|z=0 = 0. Then
there exists C which does not depend on T such that

∫ T

0
‖[Zα, g∂z ]f‖20 dt ≤ C

∫ T

0
(9g 92

Lip,T + 9 ∇g92
1,∞,T ) ‖f(s)‖2m + 9f 92

1,∞,T ‖∇g(s)‖2m−1 dt

Proof: we decompose the commutator as [Zα, g ·∇]f = [Zα, g]∂zf + g[Z
α, ∂z ]f , and start by

taking a closer look at the second term. By Proposition 3.4, it is equal to a sum of terms of the
form ϕβ(z)g ∂zZ

βf , with β ≤ α, β 6= α. As g|z=0 = 0, we have

|g(t, x)| ≤ φ(z) 9 ∂zg9∞,T , (20)

so, as Z3 = φ(z)∂z ,

‖g[Zα, ∂z ]f‖0 ≤ C 9 ∇g 9∞,T ‖φ(z)∂zf‖m−1 ≤ C 9 g 9Lip,T ‖f‖m . (21)
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Now we look at the first term of the decomposition. We prove that

∫ T

0
‖[Zα, g]∂zf‖20 ≤ C

∫ T

0
(9g 92

Lip,T + 9 ∇g92
1,∞,T ) ‖f‖2m + 9f 92

1,∞,T ‖∇g‖2m−1 dt, (22)

which would end the proof of the proposition.
We can write [Zα, g]∂zf as a sum, on β and δ, of terms of the form ϕδ(z)Zβg ∂zZ

δf , where
β ≤ α and |β| > 0, and δ ≤ (α− β). The idea is to insert 1

φ(z) × φ(z), thus we have to estimate

∥

∥

∥

∥

1

φ(z)
(Zβg)(Z3Z

δf)

∥

∥

∥

∥

0

.

This will obviously be done by using the tame estimate, but we also have to deal with the first
factor. We have φ−1Zβg = Zβ(φ−1g) − [Zβ, φ−1]g, and we need to write this last term more
explicitly.

Lemma 3.8. For every b ∈ N, φZb
3(φ

−1) is smooth and bounded, then there exists a family of
smooth bounded functions (σp)0≤p≤b such that for every f ∈ Hm

co([0, T ] × Ω),

[Zm
3 , φ

−1]f =
m
∑

p=0

σp(z)Z
p
3 (φ

−1f)

Proof: as φ only depends on z, we are only interested in [Zm
3 , φ

−1] form ≥ 1. The Leibniz for-

mula yields that the commutator is a linear combination of terms written as (Zb
3(φ

−1))(Zm−bf),
for 0 < b ≤ m. In the case of φ(z) = z

1+z , we notice that Zb
3(φ

−1) has the same following prop-

erties as φ−1: it is smooth on ]0,+∞[, bounded at infinity and has the same blow-up rate at
z = 0 as φ−1 (blows up like z−1). So, for each b, φZb

3(φ
−1) is a bounded function on [0,+∞[,

and if we write

(Zb
3(φ

−1))(Zm−bf) = φZb
3(φ

−1)

[

Zm−b

(

1

φ
f

)

− [Zm−b, φ−1]f

]

,

we have m − b < m, and we can reiterate the process. As m is fixed, we conclude the proof
with a finite number of iterations. �

Applying the lemma, we have that, in any norm,

∥

∥

∥
φ−1Zβg

∥

∥

∥
≤ C

∑

β′≤β

∥

∥

∥
Zβ′

(φ−1g)
∥

∥

∥
(23)

With that, the tame estimate gives us

∫ T

0

∥

∥

∥
φ−1(Zβg)(Z3Z

δf)
∥

∥

∥

2

0
dt ≤ C

∫ T

0
9Z3f 92

∞,T

3
∑

j=0

∥

∥

∥

∥

Zj

(

g(s)

φ

)∥

∥

∥

∥

2

m−2

+



9φ−1g 92
∞,T +

3
∑

j=0

9Zj(φ
−1g)92

∞,T



 ‖Z3f(s)‖2m−1 dt

and the 9φ−1g39∞,T comes from the terms in (23) with β′ = 0.
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It remains to deal with the terms involving φ−1g, and the key fact here is that Zβg|z=0 = 0.
We easily have by (20),

∥

∥φ−1g
∥

∥

∞
≤ ‖g‖Lip and

∥

∥Zj(φ
−1g)

∥

∥

∞
≤ C ‖∇g‖1,∞ , (24)

as Z3(φ
−1g) = φ−1Z3g+φ

′φ−1g, with φ′ bounded, and likewise we can use the Hardy inequality
to get

∥

∥Zj(φ
−1g)

∥

∥

m−2
≤ C ‖∂zg‖m−1 ,

which ends the proof of (22). �

4 Proof of Theorem 1.3, part I

A priori estimates on U

Assumption 4.1. Throughout the a priori estimation process, we will assume that there is no
vacuum on the time of study: there exists 0 < c0 < 1 such that c0 ≤ ρ(t, x) for x ∈ Ω. Also,
as u3|z=0 = 0, for any δ > 0, we assume that there exists zδ > 0, independent of ε, such that
|u3(t, x)| ≤ δ for x ∈ Fδ := R

2 × [0, zδ ].
After getting the estimates, we will show in section 8 that the final bounds actually imply

these two properties on [0, T ∗], with T ∗ such that Em(T ∗, U) ≤ M , and prove by a bootstrap
argument that T ∗ does not depend on ε.

Notation. As of now, 0 < c < 1 will designate a small constant, C > 1 a large constant, and
Q(z) a positive increasing function of R+, with polynomial growth and Q(z) ≥ z. All three can
change from one line to the next, and can depend on any of the system’s parameters (constants
a, k and γ, or bounds of the viscosity functions µ(ρ) and λ(ρ) - we will often omit the dependence
on ρ), on the order of derivation m or on ε0.

4.1 Conormal energy estimates

We start with energy estimates on U = (ρ−1, u) and its conormal derivatives: this will estimate
the 9U9m part of Em(t, U), and it will uncover other terms of Em(t, U) that we will need to
estimate later.

We will be able to estimate ρ − 1 and u simultaneously by taking full advantage of the
symmetrisable hyperbolic structure of the order-one part of the isentropic Navier-Stokes system
(1), (2). We rewrite it as

A0(ρ)∂tU +
3

∑

j=1

Aj(U)∂xj
U − ε(0, µ(ρ)∆u + λ(ρ)∇div u)t = (0, ρF − εσ(∇U))t, (25)

where λ = µ+ λ0 > 0, σ has the following expression

σ(∇ρ,∇u) = 2Su · ∇(µ(ρ)) + div u∇(λ0(ρ)) = 2µ′(ρ)Su · ∇ρ+ λ′(ρ)div u∇ρ.

The matrices Aj(U) are: A0(ρ) = diag(1, ρ, ρ, ρ),

A1(U) =









u1 ρ 0 0
kργ−1 ρu1 0 0

0 0 ρu1 0
0 0 0 ρu1









, A2(U) =









u2 0 ρ 0
0 ρu2 0 0

kργ−1 0 ρu2 0
0 0 0 ρu2








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and A3(U) =









u3 0 0 ρ
0 ρu3 0 0
0 0 ρu3 0

kργ−1 0 0 ρu3









.

This system is symmetrisable: multiplying these matrices on the left by the positive diagonal
matrix D(ρ) = diag(kργ−2, 1, 1, 1), we get:

DA0∂tU +

3
∑

j=1

DAj∂xj
U − ε(0, µ∆u + λ∇div u)t = (0, ρF − εσ(∇U))t (26)

DA0(ρ) is symmetric, so

1

2

d

dt

(
∫

Ω
DA0U · U

)

=

∫

Ω
DA0∂tU · U +

1

2

∫

Ω
∂t(DA0)U · U.

Integrating this in time between 0 and t, and since ρ is uniformly bounded from below by c0
and from above by c1, there exist 0 < c < C such that

c ‖U(t)‖20 ≤ C ‖U(0)‖20 + C 9 ∂tDA0 9∞,t

∫ t

0
‖U(s)‖20 +

∫ t

0

∫

Ω
DA0∂tU(s) · U(s) ds (27)

We replace DA0∂tU by its expression in (26), and we use integration by parts on the integrals
with order-one derivatives of U :

∫

Ω
DAj∂xj

U · U = −1

2

∫

Ω
∂xj

(DAj)U · U. (28)

Indeed, DAj(U) is symmetric, so DAjU · ∂xj
U = U · DAj∂xj

U , and we notice that, for each
j, DAjU · U = (3ρP ′(ρ) + ρ|u|2)uj , which means that there is no boundary term (at z = 0 for
j = 3) when we integrate by parts, which gives us

c ‖U(t)‖20 ≤ C ‖U(0)‖20 + C





3
∑

j=0

9DAj9Lip,t





∫ t

0
‖U(s)‖20 ds

+ε

∫ t

0

∫

Ω
µ∆u · u+ λ∇div u · u+ σ · u ds+

∫ t

0

∫

Ω
ρF · u ds

≤ C ‖U(0)‖20 + C(1 + 9U92
Lip,t)

∫ t

0
‖U(s)‖20 ds

+ε

∫ t

0

∫

Ω
µ∆u · u+ λ∇div u · u+ σ · u ds+

∫ t

0

∫

Ω
ρF · u ds (29)

We use integration by parts on the order-two derivatives and the Navier boundary condition
(4) to deal with the boundary term:

∫

Ω
µ∆u · u+ λ∇div u · u = −

∫

Ω
(µ|∇u|2 + λ|div u|2)−

∫

z=0
2a|uτ |2

−
∫

Ω
(∇(µ(ρ)) · ∇u · u+ div u ∇(λ(ρ)) · u) , (30)

with the notation
∫

z=0 f =
∫

R2 f(y, 0) dy. The first term of (30) is moved the left-hand side of
(29), as is the second if a > 0. When a < 0, we can use the trace theorem, Proposition 3.2, and
absorb the norm of ∇u in the left-hand side by using Young’s inequality, νζ ≤ η

2ν
2 + 1

2η ζ
2 for
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any (ν, ζ) ∈ R
2 and η > 0, with an adequate parameter η (same as in [31]). Young’s inequality

is also used on the term containing the derivatives of µ and λ, which turns (30) into

∫

Ω
(µ∆u · u+ λ∇div u · u) ≤ c(1 + 9ρ9Lip,t)

η
‖u‖20 − (c− (|a|+ 1)η) ‖∇u‖20 , (31)

so we choose η so that c− (|a|+1)η = c/2, which allows us to move the ‖∇u‖20 term to the left-
hand side and absorb it with the first term of (30) that we moved there earlier. The remainder
∫

Ω σ · u is bounded the same way.
Combining (29) and (31), and the assumption that ρ is uniformly bounded, there exist

0 < c < C such that

c

[

‖U(t)‖20 + ε

∫ t

0
‖∇u‖20

]

≤ C

(

‖U(0)‖20 + (1 + 9U92
Lip,t)

∫ t

0
‖U(s)‖20 + ‖F (s)‖20 ds

)

,

as ‖∇(DAj)‖∞ ≤ C ‖U‖∞ ‖∇U‖∞.

We have shall now show the following, higher order estimate.

Proposition 4.2. For every m ≥ 0,

c

[

‖U(t)‖2m + ε

∫ t

0
‖∇u(s)‖2m ds

]

≤ C

[

‖U(0)‖2m + (1 + 9U 92
Lip,t + 9 F92

∞)

∫ t

0
‖U‖2m + ‖∇U‖2m−1 + ‖F‖2m ds

]

(the negative index that appears when m = 0 is ignored).

Proof: higher-order estimates work exactly the same way as above, only we will have to
estimate the commutators between Zα, with |α| ≤ m, and the operators in the equation. We
apply Zα to equation (25), and isolate the highest-order terms as follows:

A0∂tZ
αU+

3
∑

j=1

Aj∂xj
(ZαU)−ε(0,div Zα(µ∇u)+λ∇div (Zαu))t = (0, Zα(ρF+εσ̃))t−Cα. (32)

Cα contains the commutators:

Cα = [Zα, A0∂t]U +
3

∑

j=1

[Zα, Aj∂xj
]U − ε(0, [Zα,div ](µ∇u) + [Zα, λ(ρ)∇div ]u)t.

Notice the peculiar formulation for the laplacian term. This allows us to avoid difficult commu-
tator terms on the boundary when µ is not constant; indeed, the Navier boundary condition for
Zαu is Zα(µ∂zuτ ) = 2aZαuτ , thus, when we multiply equation (32) by Zαu and integrate by
parts, we can use this boundary condition immediately. The remainder of the order-two part
of the equation σ̃ is the equivalent of σ for this formulation.

We then multiply by the matrix D, which is uniformly bounded in L∞, and can repeat the
above to obtain:

c

[

‖ZαU(t)‖20 + ε

∫ t

0

(

‖Zα∇u‖20 +
∫

z=0
|Zαu|2

)]

≤ C ‖ZαU(0)‖20

+C

∫ t

0
(1 + 9U 92

Lip,t + 9 F9∞,t) ‖U‖2m + ε ‖∇U‖2m−1 + ‖F‖2m ds
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+C

∫ t

0

∫

Ω
|(εZασ + Cα) · ZαU |+ |Iα

∇| ds. (33)

The term Iα
∇ contains extra commutators arising from the following integration by parts:

−
∫

Ω
div Zα(µ∇u) · Zαu =

∫

∂Ω
Zα(µ∂zu) · Zαu+

∫

Ω
Zα(µ∇u) : ∇Zαu

=

∫

∂Ω
2a|Zαuτ |2 +

∫

Ω
µ|Zα∇u|2

+

∫

Ω
([Zα, µ]∇u) : Zα∇u− Zα(µ∇u) : ([Zα,∇]u),

so Iα
∇ is the final integral multiplied by ε. Here, we have used the contracted matrix product:

A : B =
∑

i,j ai,jbi,j.
To deal with the commutator terms, we will use the tools shown in section 3. Let us first

look at Iα
∇. In the first term, we have

ε

∣

∣

∣

∣

∫

Ω
([Zα, µ]∇u) : Zα∇u

∣

∣

∣

∣

≤ ‖[Zα, µ]∇u‖0 × ε ‖Zα∇u‖0 .

By estimate (19) in Proposition 3.6, the integral in time of the square of the first norm is easily
bounded, whereas the second can be moved to the left-hand side (absorbed) by using Young’s
inequality with an adequate parameter η to have

∣

∣

∣

∣

∫ t

0
ε ‖∇u‖m ‖[Zα, µ]∇u‖0

∣

∣

∣

∣

≤ Cε(1 + 9U92
Lip,t)

∫ t

0
(‖ρ− 1‖2m + ‖∇u‖2m−1) +

c

4
ε

∫ t

0
‖Zα∇u‖20 .

(34)
The second term of Iα

∇ is dealt with in exactly the same fashion, with Corollary 3.5 controlling
the side of the product containing the commutator, and Young’s inequality allowing to absorb
the other.

Now to the commutators in Cα relative to the order-one part of the equation. We notice
that, for j ∈ {0, 1, 2, 3},

[Zα, Aj∂xj
]U = [Zα, Aj ]∂xj

U +Aj [Z
α, ∂xj

]U,

where x0 is understood to be t. The first term is estimated using inequality (19) of Proposition
3.6 (we cannot write ‖Aj‖m because ρ /∈ L2), and the second, which is either 0, if j 6= 3, or
A3[Z

α, ∂z]U , is estimated using Corollary 3.5, so estimating this commutator yields

∫

Ω
|A3[Z

α, ∂z]U · ZαU | ≤ C(1 + 9U92
Lip,t) ‖∇U‖2m−1 + ‖U‖2m . (35)

The commutators on the order-two part of the equation can be split into terms of two types
as follows: commutators on the viscosity parameters (functions of ρ) and commutators on the
differential operators, for instance

[Zα, λ∇div ] = [Zα, λ]∇div + λ[Zα,∇div ]. (36)

We begin with the first term. Notice that we can write this commutator as a sum of the
following type of integral,

Ii,j =

∫ t

0

∫

Ω
ε[Zα, λ]∂xi,xj

u · Zαu,

16



with i, j ∈ {1, 2, 3}. Using Propositions 3.6 and 3.4, we write

Ii,j = ε
∑

|β|+|δ|≤m,|δ|<m

∫ t

0

∫

Ω
ψβ,δ(z)Z

β(λ(ρ)) ∂xi
Zδ∂xj

u · Zαu ds, (37)

where the ψβ,δ are C∞ bounded functions of z. If |β| < m, we can integrate by parts on the xi
variable:

Ii,j ≤
∑

|β|+|δ|≤m

cβ,δε

∫ t

0

∫

Ω
|∂xi

Zβ(λ(ρ)) Zδ∂xj
u · Zαu+ Zβ(λ(ρ)) Zδ∂xj

u · ∂xi
Zαu| ds. (38)

We use Young’s inequality, then we use the tame estimate on the left of the scalar products to
get

Ii,j ≤
cε

2

∫ t

0
‖∇u‖2m ds+ εQ(9ρ92

Lip,t)

∫ t

0
‖∇u‖2m−1 + ‖u‖2m ds

+ε 9 ∇u 92
∞,t Q

(∫ t

0
‖∇ρ‖2m−1 ds

)

.

This allows us to absorb the first term. Note that we have used the tame estimate on the pair
(Zρ, ∂xj

u) rather than (ρ, ∂xj
u) on the second term of (38) to get Hm−1

co norms of ∇u with a
factor ε, which can be controlled by induction on m.

There is a slight difference when β = α in (37). In this case, δ = 0, but after integrating
by parts, we would need to control ‖∇ρ‖m. So we cannot integrate by parts and must estimate

Ji,j := ε
∫ t
0

∫

Ω Z
α(λ(ρ)) ∂xi,xj

u ·u directly. This is not a problem if (i, j) 6= (3, 3): we bound Ji,j
by

Ji,j ≤ ε

∫ t

0
9u 92

∞ ‖∇u‖21Q
(

‖ρ− 1‖2m
)

ds.

At this stage, if m = 1, we use Young’s inequality to absorb ε
∫ t
0 ‖∇u‖

2
1, and if m ≥ 2, we can

use Proposition 4.2 with m = 1. When (i, j) = (3, 3), we instead replace ε∂zzu by using the
equation. We have

ε(µ∂zzuτ , (µ + λ)∂zzu3) = ρ∂tu+ (ρu · ∇u) +∇P − ρF − εv2,

where order-two derivatives appear in v2. The terms that appear are therefore either controlled
in L∞ by ‖U‖Lip, or, in the case of v2, dealt with using Young’s inequality as above. The term
∫

Ω εZ
ασ · Zαu in (33) is dealt with the same techniques as these commutators (the terms it

contains ressemble those in (38)).

For the remaining commutator in (36) (the estimation of the last term [Zα,div ](µ∇u)
follows the same lines), we assume that α3 > 0, as these commutators are zero otherwise. The
terms of the commutator [Zα,∇div ]u of the form [Zα,∇τ∂z]u3 (the others are either trivial or
contain ∂zz), can then be estimated with Corollary 3.5:

∫

Ω
ελ|[Zα, ∂z ]∇τu3 · Zαuτ | ≤ Cε ‖∂zu‖m ‖u‖m ≤ Cε ‖u‖2m +

c

4
ε ‖∂zu‖2m ,

again using Young’s inequality to allow us to absorb ε
∫ t
0 ‖∂zu‖

2
m. On to the remaining term

ε[Zα, ∂zz]u. By Proposition 3.4, there exist two families of functions, (ϕβ)β≤α and (ψβ)β≤α,
such that

[Zα, ∂zz]u =
∑

β≤α, β 6=α

ϕβ(z)Z
β∂zu+ ψβ(z)∂zzZ

βu

17



The first part of the right-hand side is simply bounded by ‖∂zu‖m−1, so it only remains to

control J := ε
∫

Ω |∂zzZβu · Zαu|. As α3 > 0, we have Zαu = 0 on the boundary, so integrating
by parts and again using Young’s inequality provides us with

J = ε

∫

Ω
|∂zZβu · ∂zZαu| ≤ Cε ‖∂zu‖m−1 ‖∂zu‖m ≤ Cε ‖∂zu‖2m−1 +

c

4
ε ‖∂zu‖2m .

Combining this last inequality with (33), (34) and (35), then summing for all |α| ≤ m, we
get the result. �

4.2 L∞ estimates

With conormal energy estimates, we obtain inequalities for any order of derivation m, and these
inequalities contain L∞ or Lipschitz norms of U , and, as we shall see soon, W 1,∞

co norms of ∇U .
These need to be controlled, and the goal of this control is to get the conormal energy estimates
to be closed for m large enough, by using the Sobolev embedding inequality in Proposition 3.3.
Putting the L∞ norm of the normal derivative ∂zU to one side for now (this will be dealt with
in the next sections), we can apply Proposition 3.3 to 9U91,∞,t, and (15) again on the terms
involving the derivatives of ρ and u3.

Proposition 4.3. We have the following bound for 9U91,∞,t:

9U92
1,∞,t ≤ C(‖U(0)‖24 + ‖∂zU(0)‖24)

+Ct

(

9U 92
5,t + 9 ∂zuτ 92

4,t +

∫ t

0
‖∂zu3‖25 + ‖∂zρ‖25 ds

)

We can inject this into Proposition 4.2 and partially close the energy estimate for m−1 ≥ 5.
We widely use the Young inequality to separate product terms, and we get the following.

Proposition 4.4. For every m ≥ 6, there exists a constant C > 1 and a positive increasing
function Q : R+ → R

+ such that

‖U(t)‖2m ≤ C ‖U(0)‖2m + tQ(9U 92
m,t + 9 ∂zuτ 92

m−1,t + 9 F 92
m,t + 9 ∇F92

m−1,t)

+C 9 ∂zU 92
∞,t

∫ t

0
‖∂zρ(s)‖2m−1 + ‖∂zu3(s)‖2m−1 ds.

Thus, under the conditions of Assumption 4.1, we have, for t ≤ T ∗,

9U92
m,t+ε

∫ t

0
‖∇u‖2m ≤M0+Q(M+MF )

(

t+ 9∂zU 92
∞,t

∫ t

0
‖∂zρ(s)‖2m−1 + ‖∂zu3(s)‖2m−1 ds

)

.

5 Proof of Theorem 1.3, part II

A priori estimates on ∂zuτ

5.1 Conormal energy estimates

In this section, we get estimates on the tangential components of ∂zu. We will perform conormal
energy estimates on the first two components of the equation of the vorticity

ω =
−−→
rot u =





∂y2u3 − ∂zu2
∂zu1 − ∂y1u3
∂y1u2 − ∂y2u1



 .
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By applying derivations to equation (2), we get that w = ωτ solves the following equation:

ρ∂tw + ρu · ∇w − εµ∆w = M, (39)

where M = −ρω · ∇u+ ρ(div u)ω +
−−→
rot (ρF ) +MI + εMII .

The remainder MI is a sum of terms written as ∂xi
ρ(∂tuj + u · ∇uj)ej , and MII is a sum of

terms written as κ′(ρ)∂xj
ρ(∂2xk ,xl

uj)ej , with i, j, k, l ∈ {1, 2, 3}, i 6= j, (e1, e2, e3) is the canonical

basis of R3, and κ is either λ or µ. The terms in MII come from the derivation of the laplacian
terms, but also from

−−→
rot σ, in which there are no terms with two derivatives on ρ thanks to−−→

rot ∇ = 0. But the boundary condition on ωτ , according to (4) and the non-penetration
condition u3|z=0 = 0, is

µ(ρ)ωτ |z=0 = 2au⊥τ |z=0,

where for v = (v1, v2) ∈ R
2, v⊥ = (−v2, v1), which makes integrations by parts difficult. So we

introduce a modified vorticity:

W = ωτ −
2a

µ(ρ)
u⊥τ

By the tame estimate, we can harmlessly identify conormal Sobolev norms of W with those of
ωτ and ∂zuτ . The modified vorticity satisfies W = 0 on the boundary, and solves the equation

ρ∂tW + ρu · ∇W − εµ∆W = H, (40)

with H = 2a[(ρ∂t + ρu · ∇ − εµ∆), µ−1]u⊥τ − 2aεµ−1λ∇⊥
τ div u

+2akµ−1ργ−1∇⊥
τ ρ− 2aµ−1ρF⊥

τ +Mτ .

We now prove the following.

Proposition 5.1. The modified vorticity W satisfies the following conormal energy estimate
for every m ≥ 1:

c

[

‖W (t)‖2m−1 + ε

∫ t

0
‖∇W (s)‖2m−1 ds

]

≤ C
[

‖W (0)‖2m−1 + ‖U(0)‖2m
]

+Q(9U 92
Lip,t+9∇U 92

1,∞,t+9∇F92
∞,t)

∫ t

0
(‖U‖2m+ ‖∂zU‖2m−1+ ‖F‖2m+ ‖∇Fτ‖2m−1) ds,

(41)
for some positive increasing function Q(z).

Proof: we repeat the reasoning of section 4.1 on the above equation. We start by taking the
L2 scalar product of (40) with W and integrate by parts to get

c ‖W (t)‖20 + εµ

∫ t

0
‖∇W (s)‖20 ds ≤ C ‖W (0)‖20

+C

∫ t

0

[

9div (ρu) 9∞,t ‖W (s)‖20 +
∫

Ω
H(s) ·W (s)

]

ds. (42)

We notice that, thanks to the compressibility equation (1), 9div (ρu)9∞,t can be replaced by
9∂tρ9∞,t ≤ 9ρ91,∞,t. It remains to estimate

∫

ΩH ·W . The only terms we need this scalar
product form for are the order-two terms in MII , and ε

∫

Ω µ
−1(∆µ)uτ ·W , which comes from

the commutator εµ[∆, µ−1]uτ . After integrating
∫

Ω µ
−1(∆µ)uτ · W by parts, we can simply

bound µ and ∇µ in L∞ and use Young’s inequality on the terms involving u and W . The
term

∫

ΩMII ·W is bounded by integration by parts on the variable xk with k 6= 3 and the
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use of Young’s inequality with an adequate to absorb ‖∇W‖0 whenever it appears, while the
terms containing ∂2xk,xi

ρ are controlled by bounding the order-two part on ρ in L∞ (thus getting
norme1,∞∇ρ). When (k, l) = (3, 3), we use (2) to replace ε∂zzu. For example,

εµ∂zzu1 = ρ∂tu1 + (ρu · ∇)u1 + ∂y1P (ρ)− ρF1 − ε[µ(∂y1y1 + ∂y2y2)u1 + λ∂y1div u],

and the only difficulty is to control ε
∫ t
0 ‖∂zu1‖

2
1, but this is given by Proposition 4.2.

We can use the Cauchy-Schwarz inequality and handle the norm of the rest of H as follows:

• the other commutators with µ−1 are controlled by Q(1 + ‖U‖Lip)(‖U‖1 + ‖W‖0),

•
∥

∥ργ−1∇⊥
τ ρ

∥

∥

0
≤ C ‖U‖1 as ρ is assumed to be uniformly bounded,

• ‖ρω · ∇uτ + ρ(div u)ω‖0 ≤ C ‖∇u‖∞ (‖W‖0 + ‖u‖0),

• MI is bounded using ‖∂xi
ρ(∂tuj + u · ∇uj)‖0 ≤ 9∇ρ 9∞,t (‖u‖1 + 9∇u 9∞,t ‖u‖0),

• and finally, we have ε ‖∇τdiv u‖0 ‖W‖0 ≤ ε(‖∇u‖21 + ‖W‖20) and use Proposition 4.2 to
control ε ‖∇u‖1,

ε

∫ t

0
‖∇u(s)‖21 ds ≤ C

(

‖U(0)‖21 + (1 + 9U92
Lip,t)

∫ t

0
(‖U(s)‖21 + ‖∇U(s)‖20) ds

)

.

We thus get the final L2 estimate on W :

c

[

‖W (t)‖20 + ε

∫ t

0
‖∇W (s)‖20 ds

]

≤ C(‖W (0)‖20 + ‖U(0)‖21)

+Q(1 + 9U 92
Lip,t + 9 ∇U92

1,∞,t)

∫ t

0
‖U‖21 + ‖∂zU‖20 + ‖F‖21 + ‖∇F‖20 ds.

Now we move on to the Hm−1
co estimate with m > 1, which will also follow the same pattern

as the previous section. We apply Zα to (40), for |α| ≤ m− 1 and isolate the maximum order
terms:

ρ∂tZ
αW + ρu · ∇ZαW − εµ∆ZαW = ZαH − Cα

W ,

where Cα
W = [Zα, ρ]∂tW + [Zα, ρu · ∇]W − ε[Zα, µ∆]W contains the commutators. Multiplying

the above equation by ZαW in L2, we have

c

[

‖ZαW (t)‖20 + ε

∫ t

0
‖Zα∇W‖20 ds

]

≤ C

[

‖ZαW (0)‖20 + 9ρ 91,∞,t

∫ t

0
‖W‖2m−1 ds

]

+Cε

∫ t

0
‖∇W‖2m−2 ds+ C

∫ t

0

[

‖H‖2m−1 +

∫

Ω
|Cα

W · ZαW |
]

ds. (43)

The terms on the second line of this inequality are the ones we need to control. First,
ε
∫ t
0 ‖∇W‖2m−2, which comes from changing ∇ZαW into Zα∇W (using Proposition 3.4) in the

integration by parts on the laplacian, is dealt with by induction, by using (41) at a lower order.
Then, ‖H‖m−1 is easily estimated as above, also using the tame estimate in Proposition 3.1:

∫ t

0
‖H(s)‖2m−1 ds ≤ ε

∫ t

0
‖∇u‖2m ds+Q(9U 92

∞,t + 9 ∇U 92
1,∞,t + 9 ∇F92

∞,t)

×
(∫ t

0
‖U‖2m + ‖∂zU‖2m−1 + ‖F‖2m + ‖∇Fτ‖2m−1 ds

)

.
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Using Proposition 4.2 to cover the worst term ε
∫ t
0 ‖∇u(s)‖

2
m ds, we have

∫ t

0
‖H(s)‖2m−1 ds ≤ C ‖U(0)‖2m +Q(9U 92

∞,t + 9 ∇U 92
1,∞,t + 9 ∇F92

∞,t)

×
∫ t

0
‖U‖2m + ‖∂zU‖2m−1 + ‖F‖2m + ‖∇F‖2m−1 ds. (44)

We finally need to estimate the commutators in ‖Cα
W‖0. The first and last terms of Cα

W are
easily estimated as in the previous section,

∫ t

0
‖[Zα, ρ]∂tW‖20 ds ≤ C

∫ t

0
(9ρ 92

∞,t + 9 ∂tW92
∞,t)(‖W‖2m−1 + ‖U‖2m−1) ds (45)

by Proposition 3.6, and again using the decomposition in Proposition 3.4 (b) and integrating
by parts, we have

ε

∫

Ω
|[Zα, µ∆]W · ZαW | ≤ 1 + 9ρ9Lip,t

c
ε ‖∂zW‖2m−2 +

c

4
ε ‖∂zW‖2m−1 , (46)

in which the first term is estimated by induction (using (41) at order m− 2) and the second is
absorbed by the left-hand side of (43). Finally, instead of applying the commutator results we
have used so far to

∫ t
0 ‖[Zα, ρu · ∇]W‖20, which would yield a

∥

∥∂2zzU
∥

∥

m−2
term that we do not

expect to control uniformly in ε, we use Proposition 3.7:

∫ t

0
‖[Zα, (ρu)(s) · ∇]W (s)‖20 ds ≤

∫ t

0
Q(9U 92

Lip,t + 9 ∇U92
1,∞,t) ‖W (s)‖2m−1 ds

+

∫ t

0
Q(9∇U92

1,∞,t) ‖∇U(s)‖2m−1 ds.

This finishes off the proof of Proposition 5.1. �

5.2 L∞ estimates

To deal with ‖∂zuτ‖1,∞, we examine ωτ . The result is:

Proposition 5.2. There exists a positive, increasing function on R
+, Q, such that

‖ωτ (t)‖21,∞ ≤ Q(‖U(0)‖26 + ‖ωτ (0)‖25 + ‖ωτ (0)‖21,∞)

+Q(9U 92
Lip,t + 9 ∇U 92

1,∞,t +N6(t, F ))

∫ t

0
1 + ‖U(s)‖26 + ‖ωτ (s)‖26 + ‖∂zρ(s)‖25 ds.

We can now deduce the following update of Proposition 4.4.

Corollary 5.3. Under the conditions of Assumption 4.1, for m ≥ 7 and t ≤ T ∗,

9U 92
m,t + 9 ∇uτ 92

m−1,t + 9 ∇uτ 92
1,∞,t +ε

∫ t

0
‖∇u‖2m + ‖∇W‖2m−1 ds

≤ Q(M0)+Q(M+MF )

(

t+ 9∂z(ρ, u3) 92
1,∞,t

∫ t

0
‖∂zρ‖2m−1 + ‖∂zu3‖2m−1 ds

)

.
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The first tool to prove Proposition 5.2 is the following version of the maximum principle.

Proposition 5.4. Consider X a Lipschitz-class solution to the following hyperbolic-parabolic
system on the half-space Ω ⊂ R

3:







a∂tX + b · ∇X − εµ(a)∆X = G in Ω
X = h on ∂Ω

X|t=0 = X0 ∈ L∞(Ω),
(47)

in which X : R+ × Ω → R
d, a is a scalar function, bounded and positive uniformly in time

(inf(t,x) a(t, x) > c > 0), b : R+ × Ω → R
3 is tangent to the boundary, G : R+ × Ω → R

d and

h : R+ × R
2 → R

d are in L∞ and µ is a positive regular function of a. We assume that a and
b satisfy ∂ta+ div b = 0. Then we have, for t ∈ [0, T ],

‖X(t)‖∞ ≤ ‖X(0)‖∞ + 9h 9∞,T +
1

inf a

∫ t

0
‖G(s)‖∞ + ε

∥

∥µ′(a(s))∇a(s) · ∇X(s)
∥

∥

∞
ds.

Note that when µ is constant, the term involving ∇(µ(a)) vanishes on the right-hand side.
In fact, in that case we can directly apply the result to the modified vorticity W instead of
ω, which has the further advantage of satisfying a homogeneous boundary condition (h = 0).
In the non-constant case however, if we consider W , we cannot deal with the term ∂zzρ that
emerges from the commutator [∆, µ−1], so we will use the proposition on ωτ . Having ∇X in
the right-hand side looks disastrous, but in the context of the estimation process, the factor ε
intervenes crucially.

Proof: we look for a function g(t) that will control ‖X(t)‖∞. To do so, we perform energy
estimates on the functions (X − g)+ and (X + g)− (g will indifferently designate the scalar
function g and the vector g1 ∈ R

d), with the convention that, for a given scalar function f ,
f = f+ + f− (so f− ≤ 0).

We concentrate on (X − g)+, the procedure on (X + g)− being identical. We want to find
a function g(t) that satisfies

‖(X(0) − g(0))+‖0 = 0 and
d

dt
‖(X(t) − g(t))+‖20 ≤ 0, t > 0;

such a function g is an upper bound for ‖X+‖∞. Choosing g(0) = ‖X(0)‖∞, we examine

1

2

d

dt

(
∫

Ω
a|(X(t) − g(t))+|2

)

=

∫

Ω
a∂tX · (X − g)+ −

∫

Ω
a∂tg · (X − g)+

+
1

2

∫

Ω
∂ta|(X − g)+|2

=

∫

Ω
(−b · ∇X + εµ∆X +G) · (X − g)+

+

∫

Ω
−a∂tg · (X − g)+ +

1

2
∂ta|(X − g)+|2 (48)

Because of the scalar product with (X − g)+, which is zero wherever X − g ≤ 0, we can replace
∇X by ∇((X − g)+) and ∆X by ∆((X − g)+). Then, integration by parts gives us

−
∫

Ω
b · ∇X · (X − g)+ =

1

2

∫

Ω
div b|(X − g)+|2 = −1

2

∫

Ω
∂ta|(X − g)+|2,
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by the first line of (47), so this term cancels out with the final term of (48), and it remains to
look at the term involving the laplacian. When integrating by parts, we need to guarantee that
(X − g)+ vanishes on the boundary. We therefore impose the condition

g(t) ≥ 9h9L∞(∂Ω),T (49)

and write

εµ

∫

Ω
∆X · (X − g)+ = −εµ ‖∇((X − g)+)‖20 − ε

∫

Ω
∇(µ(a)) · ∇X · (X − g)+

≤ −ε
∫

Ω
µ′(a)∇a · ∇X · (X − g)+

Therefore, setting G̃ = G− εµ′(a)∇X · ∇a, of (48) there only remains

d

dt

(
∫

Ω
a|(X(t) − g(t))+|2

)

≤ 2

∫

Ω
(G̃− a∂tg) · (X − g)+,

which is negative if, for each j ∈ {1, · · · , p}, G̃j − a∂tg ≤ 0 on Ω. Integrating this leads to

g(t) ≥ g(0) +
∫ t
0

G̃j(s,x)
a(s,x) ds for every x ∈ Ω.

Identical estimates on (X + g)− lead to g(t) ≥ g(0) −
∫ t
0

G̃j(s,x)
a(s,x) ds, so, also taking into

account (49), we choose

g(t) = ‖X(0)‖∞ + 9h 9L∞(∂Ω),T +

∫ t

0

∥

∥

∥

∥

∥

G̃(s)

a(s)

∥

∥

∥

∥

∥

∞

ds,

and this controls ‖X(t)‖∞ as desired. �

Proof of Proposition 5.2: we immediately apply Proposition 5.4 to w := ωτ and Zjw, to get

‖w(t)‖1,∞ ≤ ‖w(0)‖1,∞ + 2a 9 µ−1uτ 91,∞,t +

∫ t

0

∥

∥

∥

∥

Mτ (s)

ρ(s)

∥

∥

∥

∥

1,∞

+
3

∑

j=0

∥

∥Cj
w(s)

∥

∥

∞
ds,

where Cj
w = [Zj , ρ]∂tw + [Zj, ρu · ∇]w − ε[Zj , µ∆]w are the commutator terms that appear in

the equations on Zjw. Thus, by using the Cauchy-Schwarz and Young inequalities,

‖w(t)‖21,∞ ≤ ‖w(0)‖21,∞ + 4a2 9 µuτ 92
1,∞,t +t

∫ t

0

∥

∥

∥

∥

Mτ (s)

ρ(s)

∥

∥

∥

∥

2

1,∞

+
3

∑

j=0

∥

∥Cj
w(s)

∥

∥

2

∞
ds. (50)

Note that a factor t has been extracted in front of the source terms and commutators, so we can
be satisfied with fairly crude bounds on these. The W 1,∞

co term stemming from the boundary is
easily dealt with using Proposition 3.3.

Let us start with the control of the commutators. Given that, by (17),

εµ[Z3, ∂zz]w = −2εµφ′∂zzw − εµφ′′∂zw,

we replace εµ∂zzw by its expression in the equation. So we write, using the notation ∆τ =
∂y1y1 + ∂y2y2 ,

ε2µ2 ‖[Z3, ∂zz]w‖2∞ ≤ Cε2 ‖∂zw‖2∞ + C ‖ρ∂tw + ρu · ∇w − εµ∆τw −Mτ‖2∞
≤ Cε2 ‖∂zw‖2∞ + C(‖ρ‖21,∞ + ‖u‖2Lip ‖w‖21,∞)

+Cε2 ‖w‖2,∞ + C ‖Mτ‖2∞ ,
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by using the fact that ‖u3∂zw‖∞ ≤ C ‖∂zu3‖∞ ‖Z3w‖∞. We see that
∥

∥C3
w

∥

∥

∞
is bounded, among

other terms, by ‖Mτ‖∞; we’ll examine the source term last. In this commutator, it remains to
control

J :=

∫ t

0
ε2(‖∂zw(s)‖2∞ + ‖w(s)‖22,∞) ds.

On both parts of this term, we start by applying Proposition 3.3, the Sobolev embedding
theorem, to get

J ≤ C

∫ t

0
ε2(‖∂zzw(s)‖23 + ‖∂zw(s)‖25 + ‖w(s)‖25) ds.

The second term,
∫ t
0 ε

2 ‖∂zw‖25, is controlled by using Proposition 5.1, and, like above, the first

term,
∫ t
0 ‖ε∂zzw‖

2
3, is controlled by replacing ε∂zzw by its expression in (39), and by using the

tame estimate:

∫ t

0
‖ε∂zzw(s)‖23 ds ≤ C

∫ t

0
(9ρ 92

∞,t + 9 ρu92
∞,t) ‖w‖24 + 9w 92

1,∞,t ‖U‖23
+ ‖ρu3∂zw‖3 + ‖w‖25 + ‖Mτ‖23 ds

The source term norm
∫ t
0 ‖Mτ (s)‖23 ds is given by (44), and

∫ t
0 ‖ρu3∂zw‖

2
3 ds is controlled in

the same way as is done in Proposition 3.7:

∫ t

0
‖(ρu3∂zw)(s)‖23 ds =

∫ t

0

∥

∥

∥

∥

(ρu3)(s)

φ
Z3w(s)

∥

∥

∥

∥

2

3

ds

≤ C

∫ t

0
9w 92

1,∞,t ‖∂z(ρu)‖24 + (9ρu 92
Lip,t + 9 ∇(ρu)92

1,∞,t) ‖w‖24 ds

The commutator ε[Z3, µ]∆w = Z3(µ(ρ))∆w is controlled by replacing ε∂zzw by its expression.
Therefore, in total, we have

ε2
∫ t

0
‖[Z3, µ∆]w‖2∞ ds ≤ C[‖U(0)‖26 + ‖w(0)‖25] + C

∫ t

0
‖Mτ (s)‖2∞ ds

+C

∫ t

0
Q(9U 92

Lip,t+9∇U92
1,∞,t)(1 + ‖U‖26 + ‖w‖25 + ‖∂zρ‖25) ds+N6(t, F ) (51)

It is now straightforward to notice that the whole commutator satisfies (51), the main tool to
bound ‖[Zj , ρ]∂tw + [Zj , ρu · ∇]w‖∞ being property (24), as used in Proposition 3.7.

Moving on to the source term, we now focus on the terms in εMII which arise when the
viscosity coefficients are not constant. First, we examine terms involving one normal derivative
on u1 or u2. These are linked to ∇w, which we split into two parts:

ε∇w = ε∇((
−−→
rot u)τ ) = ε∇(∂zu

⊥
τ −∇⊥

τ u3)

= ε

(

∇τ

∂z

)

∂zu
⊥
τ − ε∇(∇⊥

τ u3)

We are interested in the L2-in-time W 1,∞
co norm of this. On the terms with only one normal

derivative, which are the second and the ∇τ components of the first, we apply the Sobolev
embedding, Proposition 3.3, leading to having to bound ‖ε∂zzuj‖25 for a certain j; once again
we can do so by replacing ∂zzuj by its expression in (2). The remains of the first term, ∂zzuτ ,
are no more difficult: having replaced ε∂zzuτ using (2), all the subsequent terms are dealt with
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easily using the Sobolev embedding in most places, including on ελ∇τ∂zu3, which comes from
the ∇div term, and another replacement of ε∂zzu3 completes the estimate.

In the remaining terms of εMII , terms with two normal derivatives on u can appear: we
then replace them using the equation. Terms with two conormal derivatives are dealt with by
using the Sobolev embedding inequality.

Estimating the L2-in-time conormal-Lipschitz norm of the rest of the source term, Mτ ,
which, we remind the reader, is the tangential component of −ρω ·∇u+ ρ(div u)ω+

−−→
rot (ρF )+

MI , is straight-forward. �

6 Proof of Theorem 1.3, part III

A priori estimates on ∂zu3

To begin with, we bound
∫ t
0 ‖∂zu3(s)‖

2
m−1 ds, which will essentially only need the tame estimate

in Proposition 3.1. The compressibility equation (1) gives us

ρZα∂zu3 = −Zα∂tρ− Zα(u · ∇ρ)− Zα(ρdivτuτ )− [Zα, ρ]∂zu3,

with |α| ≤ m− 1 and introducing the notation divτuτ = ∂y1u1 + ∂y2u2. Integrating the square
of this equality in time and space, we quickly get

c

∫ t

0
‖Zα∂zu3(s)‖20 ds ≤ C(1 + 9U92

Lip,t)

∫ t

0
‖U(s)‖2m ds

+C 9 u3 92
∞,t

∫ t

0
‖∂zρ(s)‖2m−1 ds+ C 9 ρ 92

1,∞,t

∫ t

0
‖∂zu3(s)‖2m−2 ds,

using Proposition 3.6 on the commutator term. With this, we can perform an induction on
m > 0 and conclude that there exists a positive increasing polynomial function Q such that

∫ t

0
‖∂zu3(s)‖2m−1 ds ≤ Q(1 + 9U92

Lip,t)

∫ t

0
‖U(s)‖2m + ‖∂zρ(s)‖2m−1 ds.

Essentially, this means that Hm−1
co ([0, T ]×Ω) norms of ∂zu3 can be replaced by the same norms

of ∂zρ and W 1,∞
co norms of ∂zu3, which, in turn, will be bounded by Hm0

co norms for a certain
m0, so we need to extract a small parameter, in this case t, to close the estimate. We already
have

∫ t

0
‖∂zu3(s)‖2m−1 ds ≤ Q(1 + 9U92

Lip,t)

(

t 9 U 9m,t +

∫ t

0
‖∂zρ(s)‖2m−1 ds

)

, (52)

so we need the estimates on ‖∂zu3‖1,∞ and ‖∂zρ‖1,∞ to yield a small parameter, t or ε, as we

cannot use (15) on the L2-in-time norm present here (by Proposition 4.3, ‖U‖1,∞ already yields
the desired parameter).

For now, we focus on ‖∂zu3‖1,∞. Simply reading (1), we have

9∂zu39
2
∞,t ≤ 9∂tρ+ divτ (ρuτ ) 92

∞,t + 9 u3 92
∞,t 9∂zρ9

2
∞,t,

to which we can apply (10), and we get

9∂zu39
2
∞,t ≤ Q(1 + ‖U(0)‖2Lip) +

∫ t

0
Q(1 + ‖U(s)‖22,∞ + ‖∂zρ(s)‖21,∞) ds

≤ Q(1 + ‖U(0)‖2Lip) + tQ(1 + 9U 92
5,t + 9 ∂zU 92

4,t + 9 ∂zρ9
2
1,∞,t) (53)
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We can now do the same for ‖∂zu3‖1,∞, bearing in mind that there is a commutator, [Zj, ρ]∂zu3 =
(Zjρ)∂zu3, and that we do not want to lose derivatives on ‖∂zρ‖1,∞ this time:

9∂zu39
2
1,∞,t ≤ 9∂tρ+ divτ (ρuτ ) 92

1,∞,t + 9 u3 92
1,∞,t 9∂zρ 92

1,∞,t + 9 ρ 92
1,∞ 9∂zu3 92

∞

≤ Q(1 + ‖U(0)‖22,∞) +

∫ t

0
‖∂tρ+ divτ (ρuτ )‖22,∞

+ 9 ∂zρ 92
1,∞,t

(

‖u3(0)‖21,∞ +

∫ t

0
‖u3(s)‖2,∞ ds

)

+ 9 ∂zu3 92
∞,t

(

‖ρ(0)‖21,∞ +

∫ t

0
‖ρ(s)‖22,∞ ds

)

≤ Q(1 + ‖U(0)‖2Lip + ‖∇U(0)‖21,∞) + C 9 ∂zρ 94
1,∞,t

+tQ(9U 92
6,t + 9 ∂zU 92

5,t + 9 ∂zρ9
2
1,∞,t),

by (53), which, by applying (15) provides us with the following.

Proposition 6.1. (a) There exists an increasing, positive polynomial function Q on R
+ such

that

9∂zu39
2
1,∞,t ≤ Q(1 + ‖U(0)‖2Lip + ‖∇U(0)‖21,∞) +Q(9∂zρ9

2
1,∞,t)

+tQ

(

1 + 9U 92
6,t + 9 ∇uτ 92

5,t + 9 ∂zρ 92
1,∞,t +

∫ t

0
‖∂zu3(s)‖26 + ‖∂zρ(s)‖26 ds

)

(54)
(b) Combining (52) and (54), we get that, for m ≥ 7,

∫ t

0
‖∂zu3(s)‖2m−1 ds ≤ Q(1 + ‖U(0)‖2Lip + ‖∇U(0)‖21,∞)

+tQ

(

1 + 9U 92
m,t + 9 ∇uτ 92

m−1,t + 9 ∇uτ 92
1,∞,t +

∫ t

0
‖∂zu3(s)‖2m−1 ds

)

+Q

(

9∂zρ 92
1,∞,t +

∫ t

0
‖∂zρ(s)‖2m−1 ds

)

(55)

As a result, we can update Corollary 5.3. Set

Ẽε
m(t, U)2 = 9U 92

m + 9 ∇uτ 92
m−1,t +

∫ t

0
‖∂zu3(s)‖2m−1 ds+ 9∇u 92

1,∞,t

+ε

∫ t

0
‖∇u‖2m + ‖∇W‖2m−1 ds.

This contains Em(t, U) except the terms involving ∂zρ, plus the W 1,∞
co norm of ∂zu3 and the

gradient terms from the energy estimates. The combination of Corollary 5.3 and Proposition
6.1 (b) gives us the following.

Corollary 6.2. Under the conditions of Assumption 4.1, for m ≥ 7 and t ≤ T ∗,

Ẽε
m(t, U) ≤ Q(M0) +Q(M +MF )

(

t+Q

(

9∂zρ 92
1,∞,t +

∫ t

0
‖∂zρ(s)‖2m−1 ds

))

We see on this estimate that it remains to look at the normal derivative of the density.
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7 Proof of Theorem 1.3, part IV

A priori estimates on ∂zρ

7.1 Conormal energy estimates

In this section, we examine R := ∂zρ. The equation satisfied by R is given by the differentiation
of (1):

∂tR+ u · ∇R+R(div u+ ∂zu3) + ρ∂zzu3 = −ρ∂zdivτuτ − ∂zuτ · ∇τρ.

A very problematic term appears in this equation: ∂zzu3. The idea is to multiply the equation
by lε := (µ+ λ)ε, in order to replace lε∂zzu3 by its expression in the equation,

lε∂zzu3 = ρ∂tu3 + ρu · ∇u3 − µε∆τu3 − λε∂zdivτuτ +R. (56)

This brings us to
lε(∂tR+ u · ∇R) + ρP ′(ρ)R = h, (57)

where we remind the reader that ρP ′(ρ) = kργ (and P ′ is positive; we can thus expect our
results to extend to other, strictly increasing and positive pressure laws), and h will be treated
as a source term:

h = ε[ρ(µ∆τu3 + λ∂zdivτuτ + σ(∇U)3)

−l∂zuτ · ∇τρ− l(div u+ ∂zu3)R]− ρ2(∂tu3 + u · ∇u3) + ρ2F3.

In these estimates, we will strongly use Assumption 4.1: for t ≤ T ∗, we have ρ(t, x) ≥ c0 > 0,
|u3(t, x)| is uniformly bounded near the boundary on the same time interval, and Em(t, U) ≤M
for some m ≥ 7. We use the latter assumption to simplify the presentation of what follows.

Proposition 7.1. Under the conditions of Assumption 4.1, for m ≥ 1, there exists a positive,
increasing function on R

+, Q, such that, for t ≤ T ∗ and ε ≤ ε0,

∫ t

0
‖R(s)‖2m−1 ds ≤ Q(‖R(0)‖2m−1 + ‖U(0)‖2m) + (t+ ε)Q(M +MF ) +Q(9R92

1,∞,t).

Proof: we start with the L2 estimate. We multiply (57) by R and integrate in space, and,
as usual, we integrate the term containing u · ∇R by parts and get

lε

2

d

dt
(‖R‖20) + γ

∫

Ω
ρP ′(ρ)R2 =

∫

Ω

(

lε

2
R2div u+

l′(ρ)ε

2
R2u · ∇ρ+ hR

)

. (58)

The coefficients l and ρP ′ are bounded from below, so there exist 0 < c < 1 < C such that the
left-hand side, integrated in time, is greater than

c

(

ε ‖R(t)‖20 +
∫ t

0
‖R(s)‖20 ds

)

− C ‖R(0)‖20 .

Then, using the Young inequality on the right-hand side of (58) with the parameter η = c
2 , we

get

cε ‖R(t)‖20 +
c

2

∫ t

0
‖R(s)‖20 ds ≤ C ‖R(0)‖20 + C

∫ t

0
ε 9 U 9Lip,t ‖R(s)‖20 + ‖h(s)‖20 ds.
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It only remains to bound
∫ t
0 ‖h‖

2
0, and this is simple:

∫ t

0
‖h(s)‖20 ds ≤ Cε2

∫ t

0
9∇u 92

∞,t ‖R(s)‖20 + ‖∇u(s)‖21 + ‖ρ(s)− 1‖21 ds

+C

∫ t

0
(1 + ‖∂zu3‖2∞) ‖u3‖21 + ‖F‖20 ds,

in which ε
∫ t
0 ‖∇u(s)‖1 is bounded using Proposition 4.2, so we have proved the energy estimate

on R for m = 1.

We now move to the Hm−1
co estimates with m ≥ 2, and once again, the main focus will be

the commutators. Given α of length m− 1, the equation on ZαR is

lε(∂tZ
αR+ u · ∇ZαR) + ρP ′(ρ)ZαR = Zαh− Cα

R,

with Cα
R = lε[Zα, u ·∇]R+[Zα, ρP ′(ρ)]R. Repeating the above procedure, we reach the estimate

cε ‖ZαR(t)‖20 + c

∫ t

0
‖ZαR(s)‖20 ds ≤ C ‖R(0)‖2m−1

+C

∫ t

0
ε 9 U 9Lip,t ‖R(s)‖2m−1 + ‖h(s)‖2m−1 + ‖Cα

R(s)‖20 ds. (59)

Controlling
∫ t
0 ‖h‖

2
m−1 is immediate, except for the term ρ2u3∂zu3, which figures in ρ2u·∇u3.

We start by replacing ρ∂zu3 by using (1),

ρ2u3∂zu3 = −ρu3(∂tρ+ ρdivτuτ + uτ · ∇τρ+ u3∂zρ),

and the problematic term here is clearly ρu23∂zρ. Directly using the tame estimate basically
yields

∫ t
0 ‖R‖

2
m−1, but there is no factor ε in this term to allow us to hope to absorb it. However,

we have a factor u3, and we use the assumption that, for a given δ > 0, there exist zδ > 0 which
does not depend on ε, such that |u3(x)| < δ for x in the strip ωδ = R

2 × [0, zδ ]. Now, we split
the Hm−1

co norm of ρu23R into two parts,

∫ t

0

∥

∥ρu23R(s)
∥

∥

2

m−1
ds =

∫ t

0

∥

∥ρu23R(s)
∥

∥

2

m−1,ωδ
+

∥

∥ρu23R(s)
∥

∥

2

m−1,Ω\ωδ
ds.

Here, for ω ⊂ Ω, we set ‖f(s)‖m−1,ω as a sort of semi-norm of f(s) restricted to ω:

‖f(s)‖2m−1,ω =
∑

|β|≤m−1

∥

∥

∥
(Zβf)(s)|ω

∥

∥

∥

2

0

We apply the tame estimate to both norms:

∫ t

0

∥

∥ρu23R
∥

∥

2

m−1
≤ C

∫ t

0
9ρu23 92

L∞(ωδ),t
‖R‖2m−1 + 9R 92

∞,t

∥

∥ρu23
∥

∥

2

m−1

+ 9 ρu23 92
∞,t ‖∂zρ‖2m−1,Ω\ωδ

ds.

The two key terms are the first and the last. To deal with the last term, we use Proposition 3.4
to write

‖∂zρ‖2m−1,Ω\ωδ
≤ C

∑

|β|<m

∥

∥

∥∂zZ
βρ

∥

∥

∥

2

0
,
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and we note that, for z ≥ zδ , φ(z) ≥ φ(zδ), therefore

|∂zZβρ(x)| ≤ 1

φ(zδ)
|Z3Z

βρ(x)|

for x 6= ωδ. This means that conormal derivatives are equivalent to standard derivatives away
from the boundary, thus, ‖∂zρ‖2m−1,Ω\ωδ

≤ ‖ρ− 1‖2Hm
co(Ω). The first term is led by

∥

∥ρu23
∥

∥

2

L∞(ωδ)
,

which, given the boundedness of ρ and the properties of u3 on ωδ, is bounded by c21δ
4, which is

smaller that c
2 if δ is small enough, where c is the coefficient on the left-hand side of (59): we

therefore choose δ so that this term can be absorbed.
The other terms in h are straight-forward, as we can use Proposition 4.2 on the ε2

∫ t
0 ‖∇u‖

2
m

term that comes from the order-two terms of h - and the factor ε2 is essential, as it leaves a
factor ε which will allow us to close the complete estimate for ε and t small. In total, we get

∫ t

0
‖h(s)‖2m−1 ds ≤ C ‖U(0)‖2m +

(

εQ(1 + 9U92
Lip,t) +

c

2

)

∫ t

0
‖R(s)‖2m−1 ds

+C

∫ t

0
Q(1+9U92

Lip,t+9∇u92
1,∞,t)(‖U(s)‖2m+‖∇uτ (s)‖2m−1+‖F (s)‖2m−1) ds (60)

The estimation of the commutators is also mostly straight-forward. [Zα, u · ∇]R can be
controlled by using Proposition 3.7, bearing in mind that there is a factor ε in front of it:

ε2
∫ t

0
‖[Zα, u · ∇]R‖20 ds ≤ Cε

∫ T

0
(9u 92

Lip,t + 9 ∇u92
1,∞,t) ‖R(s)‖2m−1 ds

+Cε

∫ t

0
9R 92

1,∞,t ‖∇u(s)‖2m−1 + 9R 92
∞,t ‖u(s)‖2m ds.

The other commutator, [Zα, ρP ′(ρ)] does not have a factor ε, so we need to gain a derivative
on R by using Proposition 3.6,

∫ t

0
‖[Zα, ργ ]R‖20 ds ≤ C 9 ρ 92γ

1,∞,t

∫ t

0
‖R(s)‖2m−2 ds+ 9R 92

∞,t

∫ t

0
‖(ρ− 1)(s)‖2m−1 ds,

and use (15) to extract a factor t in the first term. This leaves us with an isolated t 9 ρ91,∞,t,
to which we apply the anistropic Sobolev embedding, Proposition 3.3. Thus,

t 9 ρ92
1,∞,t ≤ Ct

(

1 + ‖R(0)‖24 + 9U 92
4,t +

∫ t

0
‖R(s)‖25 ds

)

Note that it is this last inequality that restricts us to m − 1 ≥ 5. We conclude the proof of
Proposition 7.1 by combining (59), (60) and these bounds on the commutators. �

7.2 L∞ estimates

As stated in the introduction, we will control L∞ norms of R with L2-in-time bounds by virtue
of (10),

9R92
1,∞,t ≤ ‖R(0)‖21,∞ +C

∫ t

0
‖∂tR(s)‖21,∞ + ‖R(s)‖21,∞ ds. (61)

Let us define Yt the space of functions f satisfying ‖f‖2Yt
:=

∫ t
0 ‖f(s)‖

2
1,∞ + ‖∂tf(s)‖21,∞ ds

finite.
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Proposition 7.2. Under the conditions of Assumption 4.1, there exists an increasing, positive
function Q on R

+ such that, for t ≤ T ∗ and ε ≤ ε0,

‖R‖2Yt
≤ Q(M0) + (t+ ε)Q(M +MF )

This ends the proof of Theorem 1.3 providing we can pick up Assumption 4.1.

Proof: the main tool in this proof will be the Duhamel formula for the ordinary differential

equation εf ′ + p̃f = h̃. We reach this ODE by considering R along the characteristics of the
transport equation ∂tR+ u · ∇R = 0, in other words

f(t, x) = RX(t, x) := R(t,X(t, x)),

where X(t, x) satisfies ∂tX(t, x) = u(t,X(t, x)) and X(0, x) = x. We extend the notation gX

to any function g as above. Thus, we have the identity ∂t(R
X) = (∂tR + u · ∇R)X , so (57)

becomes,
εl(ρX)ε∂t(R

X) + ρXP ′(ρX)RX = hX .

For the higher-order estimates, it is important to apply the conormal derivatives first, then
follow the flow of u. So, the equation we are interested in is

εl(ρX )ε∂t((Z
αR)X) + ρXP ′(ρX)(ZαR)X = (Zαh)X − (Cα

R)
X ,

with Cα
R = lε[Zα, u ·∇]R+[Zα, ρP ′(ρ)]R as in the previous paragraph, and α is either of length

≤ 1, or of length 2 with α0 ≥ 1 (these are the α that intervene in Yt).
To lighten the load, we introduce the following notations: gα = Zαh− Cα

R,

j(s′, s, x) =

∫ s′

s

[ρXP ′(ρX)](σ, x)

εl(ρX)(σ, x)
dσ , and J(s, x) =

∫ s

0

gXα (σ, x)

εl(ρX )(σ, x)
e−j(s,σ,x) dσ.

The Duhamel formula for this equation then reads:

(ZαR)X(s, x) = ZαR(0, x)e−j(s,0,x) + J(s, x).

We integrate the square of this equality in time between 0 and t, which yields

∫ t

0
[(ZαR)X(s, x)]2 ds ≤ C

[

‖ZαR(0)‖2∞
∫ t

0
e−2j(s,0,x) ds+

∫ t

0
J2(s, x) ds

]

. (62)

Again, we use the uniform bounds on ρ to get, for any s, s′ ∈ R
+, x ∈ Ω,

j(s′, s, x) ≥
∫ s′

s

c

ε
=
c(s′ − s)

ε
. (63)

Thus,
∫ t

0
e−cj(s,0,x) ds ≤ Cε, (64)
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which deals with the first term of the right-hand side of (62). For the second term, we use (63)
again and write the integral to reveal a convolution in the time variable:

∫ t

0
J2(s, x) ds ≤

∫ t

0

[

∫

R

|gXα |(σ, x)1(0,t)(σ)
e−cε−1(s−σ)

ε
1(0,t)(s − σ) dσ

]2

ds

≤
∥

∥

∥

(

gXα (·, x)1(0,t)
)

∗
(

ε−1e−cε−1(·)1(0,t)

)∥

∥

∥

2

L2(0,t)

≤
∥

∥gXα (·, x)
∥

∥

2

L2(0,t)

∥

∥

∥ε−1e−cε−1(·)
∥

∥

∥

2

L1(0,t)

≤ C

∫ t

0
‖gα(s)‖2∞ ds,

by (64) and standard convolution inequalities.

So now we only need to control the Yt norm of h and the L∞ norm of the commutators. We
remind the reader that

h = ε[ρ(µ∆τu3 + λ∂zdivτuτ + σ(∇U)3)

−l∂zuτ · ∇τρ− l(div u+ ∂zu3)R]− ρ2(∂tu3 + u · ∇u3) + ρF3.

The starting point here is to notice that, for two functions f and g,

‖fg‖2,∞ ≤ C(‖f‖2,∞ ‖g‖∞ + ‖f‖1,∞ ‖g‖2,∞). (65)

In the case of h1 := ρ(µ∆τu3 + λ∂zdivτuτ ), f = ρ, so

‖h1‖22,∞ ≤ C(‖ρ‖22,∞ (‖u‖22,∞ + ‖∇uτ‖21,∞) + ‖ρ‖1,∞ (‖u‖24,∞ + ‖∇uτ‖23,∞)),

in which we apply the Sobolev inequality to all terms except ‖∇uτ‖21,∞ (it is part of the to-
tal quantity we wish to bound), and use the Young inequality to split the products up. In
the process, we obtain (ε2

∫ t
0 ‖∂z∇uτ (s)‖

2
4 ds)2, which is controlled by using Proposition 5.1.

Therefore, in total, using all the estimates available to us,

∫ t

0
ε2 ‖h1‖22,∞ ds ≤ εQ(M0) + ε

∫ t

0
Q(1 + ‖U‖27 + ‖∇uτ‖26 + ‖R‖26 + ‖∇uτ‖21,∞ + ‖R‖21,∞) ds,

thus

∫ t

0
ε2 ‖h1‖22,∞ ds ≤ Q(M0) + Cε(t+ 1)Q(M +MF ) + Cεt 9R 92

1,∞,t . (66)

Likewise, setting h2 := ∂zuτ · ∇τρ + (div u + ∂zu3)R + σ3 = ∂zu · ∇ρ + Rdiv u + σ3, we use
(65) again, applied to the space Yt instead of W 2,∞

co , and we get, after applying the Sobolev
embedding to all the terms except ‖∇uτ‖21,∞, and ‖R‖2Yt

, to get

ε2 ‖h2‖2Yt
≤ Q(M0) + ε(t+ 1)Q(M +MF ) + Cε2 ‖R‖2Yt

+Cε2
∫ t

0
‖∂zzu3‖26 ds.

We have once again used Proposition 5.1 to control the H4
co([0, T ] × Ω) norm of ε∂z∇uτ , and

we have used (15) to get an L2-in-time norm of ∂zu3 (which can then be controlled using
Proposition 4.2) and ∂zzu3. Thus, we replace ε∂zzu3 by its expression in (56), use the tame
estimate, take the supremum inside the integral and extract a factor t, and this yields

ε2 ‖h2‖2Yt
≤ Q(M0) + ε(t+ 1)Q(M +MF ) + Cε ‖R‖2Yt

. (67)
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In the source term h, it remains to examine h3 := ρ2(∂tu3 + u · ∇u3 + F3). The difference
here is that there is no factor ε ready to provide us with a small parameter. Instead, we once
again extract t from the integral to use as the small parameter. By simply using the Sobolev
embedding inequality and breaking the result down almost completely with the tame estimate,
we get

∫ t

0
‖h3(s)‖22,∞ ds ≤ Q(M0) + C

∫ t

0
‖h3(s)‖25 + ‖∂zh3(s)‖24 ds

≤ Q(M0) +

∫ t

0
Q(1 + 9U 92

1,∞,t + 9 ∂zU 92
1,∞,t +MF )

×
(

1 + ‖U‖26 + ‖∂zU‖25 + ‖u3∂zzu3‖24 ds
)

. (68)

The only product we do not split using the tame estimates and the Young inequality is u3∂zzu3,
which appears in ∂zh3. Indeed, we need the factor u3 to be able to compensate for the two
z-derivatives. We have already used in (68) the fact that

9u3∂zzu39
2
∞,t ≤ 9∂zu39

4
1,∞,t,

due to (20), and ‖u3∂zzu3‖3 is dealt with in same way as in the proof of (22) in Proposition
3.7: multiply and divide by φ, which means we are actually looking at

∥

∥φ−1u3Z3∂zu3
∥

∥

3
, and

use the Hardy inequality to get that this quantity satisfies (22), with g = u3 and f = ∂zu3, so
∫ t

0
‖h3(s)‖22,∞ ds ≤ Q(M0) +Q(1 + 9U 92

1,∞,t + 9 ∂zU92
1,∞,t)

∫ t

0
‖U‖26 + ‖∂zU‖25 ds.

Now we extract t and use (15) to get L2-in-time norms on R and ∂zu3, so
∫ t

0
‖h3(s)‖22,∞ ds ≤ Q(M0) + tQ(M +MF ). (69)

Finally, we examine the L∞ norms of the commutators, Cα
R, with |α| = 1, or |α| = 2 and

α0 ≥ 1. We begin with the case |α| = 1, so Zα = Zj for a certain j, and

Cα
R = lε[Zj , u · ∇]R+ [Zj , ρP

′(ρ)]R = lε(Zju) · ∇R+ lεu3[Zj , ∂z]R+ γ(ZjP )R,

in which the second term is either 0 (j 6= 3) or −lεφ′u3∂zR. Bounding this is straight-forward,
using (24) along the way:

∫ t

0
‖Cα

R(s)‖2∞ ds ≤ Ct(1 + ε2) 9 ∇u 92
1,∞,t 9R 92

1,∞,t . (70)

The second case, |α| = 2 and α0 > 0 is also simple. We can write Zα = Zj∂t for a certain j, so

Cα
R = lε ((Zj∂tu) · ∇R+ (Zju) · ∇(∂tR) + (∂tu) · ∇(ZjR) + (∂tu3)[Zj , ∂z]R

+u3[Zj , ∂z]∂tR) + γ((Zj∂tP )R+ (ZjP )(∂tR) + (∂tP )(ZjR))

The L∞ norm of this is, for most terms, bounded using only the Sobolev embedding and/or
(24), wherever u3∂z or conormal derivatives of u3∂z appear. One can then take the supremum
in time inside the integral and integrate to get a factor t. For instance, the last term satisfies

‖(∂tr)(ZjR)‖2∞ ≤ C(‖uτ‖22,∞ + ‖∂zu3‖21,∞ + ‖ρ‖21,∞) ‖R‖21,∞
≤ C(1 + ‖U‖25 + ‖∇uτ‖24 + ‖R‖23 + ‖∂zu3‖21,∞) ‖R‖21,∞ ,

then we apply Proposition 6.1 (a) on ‖∂zu3‖1,∞. Two specificities do appear though in the
terms containing u3∂zR and the like.
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• The term lεu3[Z3, ∂z ]∂tR = −lεφ′u3∂ztR leads to two conormal derivatives on R. We can-
not extract a factor t from the integral here, since we want L2-in-time norms of ‖∂tR‖1,∞.
However, we do have a factor lε, which will act as the small parameter. So,

∫ t

0

∥

∥lεφ′u3∂ztR
∥

∥

2

∞
ds ≤ Cε2 9 ∂zu3 92

∞,t

∫ t

0
‖∂tR(s)‖21,∞ ds.

• The term lε(Zj∂tu) · ∇R contains ε(Zj∂tu3)∂zR, which, after using (24), leads to a term
with two conormal derivatives on ε∂zu3 (and no more than one on R, which is therefore
not problematic), so we re-use the trick we used when estimating εh2: we use the Sobolev
inequality on the term with two conormal derivatives, to get

∫ t

0
ε2 ‖∂zu3(s)‖22,∞ ds ≤M0 + C

∫ t

0
ε2 ‖∂zu3(s)‖25 + ‖ε∂zzu3(s)‖25 ds,

and we replace ε∂zzu3 by its expression in (2), use the tame estimate, take the supremum
inside the integral and extract a factor t.

In total, combining the above consideration with inequalities (66) to (70), we conclude that

∫ t

0
‖gα(s)‖2∞ ds ≤ Q(M0) + (t+ ε)Q(M +MF ),

which ends the proof of the estimate. �

8 Proof of Theorem 1.3, part V

Conclusion

Let us consider times t ≤ T ′, where

T ′ = sup{t ≤ T0 | Em(t, U) + 9∂zu39
2
1,∞,t ≤ Q(2M0)}.

The time T ′ depends a priori on ε. With this, we pick up the uniform boundedness from below
of ρ and the uniform smallness of u3 near the boundary that we have so far assumed.

• Let ρ(0, x) ≥ c0. Equation (1) provides us with the differential equation

∂tρ
X(t, x) = −(ρdiv u)X(t, x),

where fX is once again f following the flow of u. Thus,

ρX(t, x) = ρ(0, x) exp

(

−
∫ t

0
div u(s, x) ds

)

,

and div u is uniformly bounded on [0, T ′]×Ω, so

|ρ(t, x)| ≥ c0e
−Q(2M0)T ′

:= c′0,

for t ≤ T ′, and c′0 > 0 can be chosen independent of ε (if T ′ = +∞ for some ε, we replace
with some finite T ′

0 independent of ε). The density ρ is therefore uniformly bounded from
below on [0, T ′].
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• For t ≤ T ′, we can repeat the proof of (53),

‖∂zu3‖2∞ ≤ Q(1 + ‖U(0)‖2Lip) + tQ(1 + 9U 92
4,t + 9 ∂zU 92

3,t + 9 ∂zρ9
2
1,∞,t),

which is only a reading of (1) combined with the Sobolev embedding and property (10),
hence ∂zu3(t) has a uniform bound for t ≤ T ′, thus |u3(t, z)| ≤ M ′z for some M ′ when
t ≤ T ′. As a result, we get uniform smallness of u3 near the boundary: |u3(t, z)| ≤ M ′δ
when z < δ.

For t ≤ T ′, we have the bounds required to make the a priori estimation process valid, so
we have

Em(t, U) ≤ Q(M0) + (t+ ε)Q(Q(2M0) +MF ).

For ε ≤ ε0 small enough, we see that the right-hand side is smaller than Q(2M0) for t ≤ T ∗ ≤ T ′,
with T ∗ depending on ε0 but not on ε. Thus T

∗ can be chosen independent of ε, and the theorem
is proved. �
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[6] M. Buĺıček, J. Málek, and K. R. Rajagopal. Navier’s slip and evolutionary Navier-Stokes-like systems
with pressure and shear-rate dependent viscosity. Indiana Univ. Math. J., 56(1):51–85, 2007.
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Math. France, 90:487–497, 1962.
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