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Abstract

Quasistatic crack propagation in mixed-mode I+III fracture is widely observed to be unstable,
the instability being characterized by the segmentation of the parent crack into a periodic array
of daughter cracks shaped as flat facets rotated towards the principal stress axis. While there
has been recent progress to characterize this instability, no global theory is presently available
to describe all aspects of the propagation of the segmented front, including both “local” features
like the angle of rotation of the facets and the ratio of their width to their spacing, and “global”
ones like the effective energy-release-rate of the segmented crack front and the tendency of
the facets to coarsen. This paper embarks on the development of such a theory, based on the
assumption that the spacing of the facets is much smaller than their length, and asymptotic
matching of outer and inner solutions for the mechanical fields on scales comparable to the
facet length and spacing, respectively. The inner problem is shown to reduce to a 2D linear
elastic fracture mechanics problem in the plane perpendicular to the crack propagation axis.
The solution of this problem is used to develop an effective cohesive zone description of the
crack front on a scale much larger than the facet spacing. Such a description leads to a system
of 1D integral equations for the outer mechanical fields on the cohesive zone, which may be
solved numerically. Numerical examples are given that notably illustrate the prediction of the
effective energy-release-rate of the segmented crack front in terms of the various geometrical
parameters; this energy-release-rate is predicted to be smaller for a segmented front than for
the parent planar front, with the conclusion that segmentation acts as a toughening mechanism.
Implications upon the phenomenon of facet coarsening are also briefly discussed.

Keywords : crack propagation, mode I+III, tilted facets, cohesive zone model, matched asymp-
totic expansions, integral equations
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1 Introduction

The instability of coplanar crack propagation in mixed-mode I+III is well documented
experimentally: see for instance the works of Sommer (1969); Knauss (1970); Palaniswamy
and Knauss (1975); Hourlier and Pineau (1979); Pollard et al. (1982); Suresh and Tschegg
(1987); Pollard and Aydin (1988); Yates and Miller (1989); Cooke and Pollard (1996);
Lazarus (1997); Lazarus et al. (2001b, 2008); Lin et al. (2010); Goldstein and Osipenko
(2012); Pham and Ravi-Chandar (2014); Ronsin et al. (2014), to name just a few. A
systematic observation is that the crack propagates through formation of small fracture
facets abruptly or gradually rotating about the direction of propagation. There are two
types of facets (Hourlier and Pineau, 1979): “type A” ones rotating in such a way that
the local stress intensity factor (SIF) of mode I increases with the distance of propagation
while that of mode III decreases, and “type B” ones, rotating oppositely; type A facets
are formed preferentially and propagate ahead of type B ones, which are even frequently
totally absent. It is also commonly observed that facets tend to “coarsen” in time through
a process of coalescence of neighboring facets, each “winning” one tending to absorb its
“losing” neighbors.

A few years ago, Pons and Karma (2010) performed numerical simulations of crack prop-
agation in mode I+III, based on a “phase field” model developed by Karma et al. (2001)
including a phenomenological description of failure mechanisms in the process zone around
the crack front. These simulations reproduced many aspects of non-coplanar crack prop-
agation in mode I+III in a convincing way. Furthermore, by an asymptotic analysis of
Karma et al. (2001)’s phase field model in the limit where the process zone size is much
smaller than all other dimensions, Hakim and Karma (2009) showed that quasistatic crack
propagation in isotropic media is governed, within this model, by a combination of a Grif-
fith (1921) - like condition of uniform energy-release-rate and a Goldstein and Salganik
(1974) - like condition of zero mode II SIF. This analysis, combined with the results
of Pons and Karma (2010)’s numerical simulations, suggested that crack propagation in
mixed-mode I+III fracture should be tractable within the classical framework of linear
elastic fracture mechanics (LEFM), by enforcing these conditions along the crack front.

This was the motivation for Leblond et al. (2011)’s recent linear stability analysis of
crack propagation in mode I+III. Using first-order analyses of Gao and Rice (1986) and
Movchan et al. (1998) of in-plane and out-of-plane perturbations of a semi-infinite crack,
Leblond et al. (2011) computed analytically the exponential amplification rate of both
types of perturbations, which are inherently coupled when the conditions of constant
energy-release-rate and zero mode II SIF are simultaneously satisfied along the crack front.
This analysis predicted that mixed-mode I+III crack propagation is linearly unstable for
values of the ratio K

(0)
III/K

(0)
I of the mode III to mode I unperturbed SIF larger than

some threshold (K
(0)
III/K

(0)
I )cr depending on Poisson’s ratio ν, and that the unstable mode

corresponds to a helical deformation of the crack front, consistent with Pons and Karma
(2010)’s phase-field simulations.

One limitation of this analysis, however, is that mode I+III fracture is observed exper-
imentally to be generically unstable for values of K

(0)
III/K

(0)
I substantially smaller than
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the threshold (K
(0)
III/K

(0)
I )cr. For example, for a typical value of Poisson’s ratio for glass

ν ≈ 0.3, Leblond et al. (2011)’s analysis predicts (K
(0)
III/K

(0)
I )cr ≈ 0.5 while Sommer

(1969)’s experimental studies of mixed-mode I+III fracture of this material showed that

stepped fracture surfaces exist for values of K
(0)
III/K

(0)
I as small as ∼ 0.1. Furthermore,

Pham and Ravi-Chandar (2014)’s more recent experimental studies have led to the conclu-
sion that no threshold exists at all. From a fundamental viewpoint, the results of Leblond
et al. (2011)’s linear stability analysis do not contradict the observation of segmented crack

fronts for values of K
(0)
III/K

(0)
I smaller than (K

(0)
III/K

(0)
I )cr, insofar as this analysis does not

make any prediction about the nonlinear character of the bifurcation from coplanar to
non-coplanar propagation. In particular, if the bifurcation is subcritical, propagating crack
front solutions in the form of segmented crack fronts could exist in principle for arbitrarily
small K

(0)
III/K

(0)
I , including “discontinuous” propagating solutions with type A facets not

connected by type B ones. Such configurations have indeed been observed in both phase
field simulations (Pons and Karma, 2010) and experiments (Pham and Ravi-Chandar,
2014) and appear to be a generic nonlinear feature of mixed-mode I+III fracture beyond
the scope of linear stability analysis.

The possibility of crack front segmentation for values of K
(0)
III/K

(0)
I below the linear in-

stability threshold is also suggested (albeit not proven) by considering the role of imper-
fections upon the propagation path, which are present in any realistic setting. Leblond
and Lazarus (2015) for instance very recently examined the effect of fracture toughness
fluctuations within the initial crack plane. It had already been anticipated by Gao and
Rice (1986) that such fluctuations must generate small in-plane undulations of the crack
front and therefore, via the coupling of modes II and III for planar crack problems, a
small mode II component along this front bound to make it deviate out of the origi-
nal crack plane. Leblond and Lazarus (2015) completed their analysis by showing that

the out-of-plane deviations thus generated can, even for values of K
(0)
III/K

(0)
I smaller than

(K
(0)
III/K

(0)
I )cr, be “unstable” in the sense of Cotterell and Rice (1980). Their findings seem

to be qualitatively supported by recent experiments of Ronsin et al. (2014) (although the
material used in these experiments was hyperelastic rather than linearly elastic).

In view of the above, the present paper makes the reasonable assumption that, over some
range of values of K

(0)
III/K

(0)
I that can be smaller or larger than (K

(0)
III/K

(0)
I )cr, mixed-mode

I+III fracture fronts consist of disconnected, tilted facets. Based on this assumption, it
lays the theoretical foundation for describing the propagation of such fronts within the
classical framework of LEFM. A main goal is to devise means to evaluate the mechanical
quantities of interest implied; these quantities include both local features (the SIF on the
lateral sides of the facets), and global ones (the overall energy-release-rate due to their
propagation). Combined with adequate propagation criteria, the theory will permit, in
future studies, to predict various aspects of crack propagation in mode I+III in the form
of disconnected, tilted facets; again, these aspects will include both local ones like the tilt
angle of the facets and the ratio of their width to their spacing, and global ones like the
“critical intensity” of the loading promoting propagation and the tendency of the facets
to coarsen.

The basis of the theory will consist of assuming the spacing of the facets to be much
smaller than their propagation length, and schematizing the region of these facets as
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an effective cohesive zone (CZ) over which the displacement discontinuities are linearly
related to the local stresses. Matched asymptotic expansions, using the ratio d/a of the
half-spacing of the facets to their length as a small parameter, will be employed to define
the linear relations in question, together defining the “constitutive law” of the CZ. Both
the “outer” and “inner” views of the problem will be 2D in essence, but in different planes:
the outer, unmagnified view will be, in a plane perpendicular to the original front, that
of a 2D crack extended by a CZ beyond its initial tip, whereas the inner, magnified view
will be, in a plane perpendicular to the propagation direction, that of a periodic array of
inclined cracks.

Use will be made, for this inner problem, of a very recent solution of Leblond and Frelat
(2014); this solution, obtained by combining an analytical approach based on Muskhel-
ishvili (1953)’s method and a numerical, finite-element-based one, applies only to values of
the ratio c/d of the facet width to the facet spacing smaller than unity and is approximate
(although generally accurate). It must be stressed, however, that the model developed is
not, in principle, constrained to refer to this specific solution; other, analytical or even
purely numerical solutions could be used, if available. 1 Care will be taken to provide
results in a general format permitting to use any solution, even allowing for values of c/d
larger than unity.

The paper is organized as follows:

• As a prerequisite, Section 2 complements the solution for a periodic array of inclined
cracks by calculating the variations of remote displacements due to presence of the
cracks, since this configuration corresponds to the inner view of the problem and these
variations are needed to define the constitutive law of the CZ.

• Section 3 then derives the constitutive law of the CZ through a technique of matched
asymptotic expansions, using the ratio d/a as a small parameter. The main output of
the procedure is that the relations connecting the displacement discontinuities across
the CZ to the local stresses, in the outer problem, are identical to those connecting the
variations of remote displacements due to presence of the cracks to the remote stresses,
in the inner problem. They are thus provided by the results of Section 2.

• Section 4 then derives the CZ model itself. This is done in several steps, considering
now the sole outer problem, the presence of the smaller scale geometric structure being
henceforward accounted for through the constitutive law of the CZ:
· Subsection 4.1 first proposes an approximate, “self-consistent” modification of the
constitutive law established in Section 3, aimed at correcting some shortcomings of
the matched asymptotic expansion procedure near the endpoints of the CZ.

· Subsection 4.2 then establishes 1D integral equations satisfied by the unknown trac-
tions on the CZ, by writing the classical integral expressions of the displacement
discontinuities across the CZ in terms of these tractions, and eliminating the discon-
tinuities between these expressions and the constitutive law of the CZ.

· Subsection 4.3 expounds, for future reference but without further insistence on the
topic, a heuristic extension of the integral equations accounting for the phenomenon
of facet coarsening.

1 A good example is Fleck (1991)’s numerical solution, which unfortunately disregards the
influence of the stress parallel to the crack front.
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· Subsection 4.4 presents a numerical method of solution of the integral equations (in
their simpler version).

· Subsection 4.5 finally presents a few numerical illustrations.
• Section 5 briefly discusses how these results may be applied, in future studies, to the
theoretical prediction of various aspects of crack propagation in mode I+III in the form
of disconnected, tilted facets, including both local features (tilt angle of the facets,
ratio of their width to their spacing) and global ones (critical intensity of the loading
promoting propagation, tendency of the facets to coarsen).

2 Variations of remote displacements due to an array of tilted facets

The first task is to complete the solution for an infinite elastic 2D body containing a
periodic array of inclined cracks, by calculating the variations of remote displacements
due to presence of the cracks.

2.1 Problem considered and outline of the method of solution

The problem considered (Figure 1) is that of an infinite plate made of some homogeneous
and isotropic elastic material and containing a periodic array of identical cracks. The
centers of these cracks are aligned on the horizontal axis Ox1 and the cracks are inclined
at an angle α over it. The projected length of the cracks onto the axis Ox1 is denoted 2c,
and the distance between their successive centers (the geometric period) 2d. The plate is
loaded in conditions of plane strain or generalized plane strain 2 through uniform remote
stresses σ∞

11 , σ
∞
22 , σ

∞
12 . The cracks are traction-free and there are no body forces.

σ
22

8

σ12

8

σ12

8

σ
11

8x

x

2c

2d

O

x
α

1

2

3

Fig. 1. A periodic array of inclined cracks in an infinite 2D body

2 This makes no difference on the results, because the difference between the two situations
corresponds to a mere uniform stress field σ33, which has no influence whatsoever on the SIF.
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Our goal here is to obtain the relations connecting the variations of the remote dis-
placements due to presence of the cracks to the remote stresses. To achieve it, we shall
introduce, adopting “Voigt-like” notations, the set of load parameters





Q1 ≡ σ∞
11

Q2 ≡ σ∞
22

Q3 ≡ σ∞
12 .

(1)

The associated conjugate parameters qλ, λ = 1, 2, 3 are defined by the formula

Pe = Qλq̇λ (2)

where Pe denotes the virtual power of external forces arising from arbitrary virtual ve-
locities q̇λ, and Einstein’s implicit summation convention is used for the index λ. The
parameters qλ are obviously linked to the remote displacements; the relations implied will
be derived in detail in Subsection 2.2.

The (symmetric) compliance coefficients Cλµ, λ, µ = 1, 2, 3 are defined by the formula

qλ = CλµQµ. (3)

It immediately follows from there, ∆f denoting the variation of any quantity f due to
presence of the cracks, that

∆qλ = ∆CλµQµ. (4)

Formula (4) provides the desired variations of the remote displacements, provided that
the variations of the compliance coefficients are themselves known.

The expressions of the latter variations will be derived in Subsection 2.3 by using the
well-known compliance formula:

g =
1

2

dCλµ
dL

QλQµ (5)

where g denotes the energy-release-rate and L the length of the crack. The expression of
g here will itself be deduced, via Irwin’s classical formula, from the expressions of the 2D
stress SIF kI , kII . In Leblond and Frelat (2014)’s work, these SIF were written in the form






kI ≡
√

2d tan
(
πc

2d

) [
F I
11

(
c

d
, α
)
σ∞
11 + F I

22

(
c

d
, α
)
σ∞
22 + F I

12

(
c

d
, α
)
σ∞
12

]

kII ≡
√

2d tan
(
πc

2d

) [
F II
11

(
c

d
, α
)
σ∞
11 + F II

22

(
c

d
, α
)
σ∞
22 + F II

12

(
c

d
, α
)
σ∞
12

]
,

(6)

where the factor

√
2d tan

(
πc
2d

)
was introduced conventionally in reference to the classical

solution for a zero α (collinear cracks), see Koiter (1959); and approximate expressions,
recalled in Appendix A, of the functions F p

ij applicable to values of c/d smaller than unity
were proposed.
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A final remark is that Fleck (1991) derived the variations of the remote displacements due
to presence of the cracks in a similar problem; however the method of solution proposed
here is somewhat more direct, and in addition incorporates the influence of the stress σ∞

11

which the very method employed by this author prohibited to consider.

2.2 Domain analyzed, boundary conditions and expressions of conjugate parameters

The load parameters Qλ considered and the associated conjugate parameters qλ pertain
to a rectangular domain −d ≤ x1 ≤ d, −H ≤ x2 ≤ H where H is a very large real number
(Figure 2). The right, left, top and bottom boundaries of this domain will be denoted ΓR,
ΓL, ΓT and ΓB, respectively.

Γ L Γ R

Γ T

Γ B

x

x

2c

x

1

3

O

α

Η

Η2

2d

Fig. 2. The domain analyzed

The kinematic conditions prevailing on the right and left boundaries are of periodic type:

u =





d (ǫ∞ + ω
∞) . e1 + ũ on ΓR

−d (ǫ∞ + ω
∞) . e1 + ũ on ΓL

(7)

where u denotes the local displacement-vector, ǫ∞ and ω
∞ the remote strain and rotation

tensors (symmetric and antisymmetric parts of the gradient of displacement), e1 the unit
vector parallel to the direction x1, and ũ a function of x1 and x2 periodic in x1, of period
2d. On the other hand the kinematic conditions on the top and bottom boundaries are of
homogeneous strain type:

u =






H (ǫ∞ + ω
∞) . e2 on ΓT

−H (ǫ∞ + ω
∞) . e2 on ΓB

(8)

where e2 denotes the unit vector parallel to the direction x2.
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The choice of the remote rotation tensor ω∞ is of course arbitrary, but must be coherent in
the region of the main, original crack and in that of the facets represented by the geometry
considered; in other words, the average rotation of the original crack plane Ox1x3 about
the axis Ox3 must be identical in these two regions. Thus if this rotation is conventionally
set to zero in the region of the original crack, it must also be zero in the region of the
facets, which leads to the choice

ω∞
12 = −ω∞

21 = ǫ∞12. (9)

The expression of Pe is obviously, σ denoting the local stress tensor,

Pe =
∫

ΓR
(σ.e1) .u̇ dx2 −

∫

ΓL
(σ.e1) .u̇ dx2 +

∫

ΓT
(σ.e2) .u̇ dx1 −

∫

ΓB
(σ.e2) .u̇ dx1

=
∫

ΓR
(σ.e1) . [u̇]

R
L dx2 +

∫

ΓT
(σ.e2) . [u̇]

T
B dx1;

in this equation account has been taken of the fact that σ takes identical values on ΓR

and ΓL because of periodicity, and on ΓT and ΓB because H is very large; and the symbols





[u]RL ≡ [u]RL (x2) ≡ u(d, x2)− u(−d, x2)

[u]TB ≡ [u]TB (x1) ≡ u(x1, H)− u(x1,−H)
(10)

denote the differences of displacements between the right and left boundaries and the top
and bottom ones, respectively. Now by equations (7), (8) and (9), the components of these
differences of displacements are given by






[u1]
R
L = 2dǫ∞11

[u2]
R
L = 2d(ǫ∞21 + ω∞

21) = 0
;






[u1]
T
B = 2H(ǫ∞12 + ω∞

12) = 4Hǫ∞12

[u2]
T
B = 2Hǫ∞22,

(11)

and it follows that

Pe = 2dǫ̇∞11

∫

ΓR
σ11dx2 + 4Hǫ̇∞12

∫

ΓT
σ12dx1 + 2Hǫ̇∞22

∫

ΓT
σ22dx1.

But in the limit H → +∞, σ becomes identical to σ
∞ on ΓT , and on an ever increasing

part of ΓR. Therefore in this limit

Pe = 4dHσ∞
11 ǫ̇

∞
11 + 4dHσ∞

22 ǫ̇
∞
22 + 8dHσ∞

12 ǫ̇
∞
12 = 4dHQ1ǫ̇

∞
11 + 4dHQ2ǫ̇

∞
22 + 8dHQ3ǫ̇

∞
12

where the definition (1) of the load parameters Qλ has been used. Comparison with the
definition (2) of the conjugate parameters qλ then reveals that





q1 ≡ 4dHǫ∞11 = 2H [u1]
R
L

q2 ≡ 4dHǫ∞22 = 2d [u2]
T
B

q3 ≡ 8dHǫ∞12 = 2d [u1]
T
B

(12)
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where equations (11) have been used. It then follows from there and equations (4) that






∆[u1]
R
L = ∆q1/(2H) = ∆C1µQµ/(2H)

∆[u1]
T
B = ∆q3/(2d) = ∆C3µQµ/(2d)

∆[u2]
T
B = ∆q2/(2d) = ∆C2µQµ/(2d).

(13)

2.3 Application of the compliance formula

To now calculate the variations ∆Cλµ of the compliance coefficients, we combine the
compliance formula (5) and Irwin’s expression of g; since L = 2c/cosα (see Figure 2), we
get

dCλµ
dc

QλQµ =
4

cosα
g =

4

cosα

1− ν2

E

(
k2I + k2II

)

where E and ν denote Young’s modulus and Poisson’s ratio, respectively. Now if one
adopts, in line with equations (1), the Voigt-like notations






F p
1 (c/d , α) ≡ F p

11 (c/d , α)

F p
2 (c/d , α) ≡ F p

22 (c/d , α)

F p
3 (c/d , α) ≡ F p

12 (c/d , α)

(p = I, II), (14)

the expression (6) of the SIF takes the form

kp =

√

2d tan
(
πc

2d

)
F p
λ

(
c

d
, α
)
Qλ

so that the preceding expression of
dCλµ
dc
QλQµ may be rewritten as

dCλµ
dc

QλQµ =
8d

cosα

1− ν2

E
tan

(
πc

2d

)
F p
λ

(
c

d
, α
)
F p
µ

(
c

d
, α
)
QλQµ

where Einstein’s implicit summation convention is used for the index p. It follows, since
this equality holds for all possible values of the load parameters, that

dCλµ
dc

=
8d

cosα

1− ν2

E
tan

(
πc

2d

)
F p
λ

(
c

d
, α
)
F p
µ

(
c

d
, α
)

(15)

for every λ and µ.

Integrating equation (15) between 0 and c, one gets the variations of the compliance
coefficients looked for:

∆Cλµ =
8d

cosα

1− ν2

E

∫ c

0
tan

(
πc′

2d

)
F p
λ

(
c′

d
, α

)
F p
µ

(
c′

d
, α

)
dc′.

9



Upon use of the changes of variables

x ≡ c

d
; x′ ≡ c′

d
, (16)

this expression becomes

∆Cλµ =
8(1− ν2)d2

E
Aλµ (17)

where the (symmetric) dimensionless coefficients Aλµ are defined by

Aλµ ≡ Aλµ(x, α) ≡
1

cosα

∫ x

0
tan

(
πx′

2

)
F p
λ (x

′, α)F p
µ (x

′, α) dx′. (18)

Approximate values of these coefficients, based on Leblond and Frelat (2014)’s approxi-
mate expressions of the functions F p

λ recalled in Appendix A, are provided in Appendix
B, and will be used to provide some final numerical illustrations. It must however be
stressed that none of the theoretical formulae derived below will make any reference to
them, which should make it very easy to replace them with more accurate ones, if and
when they become available.

Equations (17) and (18) make it clear that in contrast to the compliance coefficients Cλµ
themselves, their variations ∆Cλµ are independent of H . Therefore in the limit H → +∞,
equation (13)1 implies that the variation of displacement ∆[u1]

R
L becomes zero: this means

that presence of the crack does not modify the horizontal strain of the vertical band
containing it, which is a natural result since this band is infinite. This is not true, however,
for the variations of displacements ∆[u1]

T
B and ∆[u1]

T
B; by equations (13)2,3 and (17), these

variations are given, henceforth dropping the symbols T and B for simplicity 3 , by






∆[u1] =
4(1− ν2)d

E
A3µQµ =

4(1− ν2)d

E
(A31σ

∞
11 +A32σ

∞
22 +A33σ

∞
12)

∆[u2] =
4(1− ν2)d

E
A2µQµ =

4(1− ν2)d

E
(A21σ

∞
11 +A22σ

∞
22 +A23σ

∞
12) .

(19)

These are the final expressions looked for. Note that the coefficient A11 does not appear
here. (But the influence of the stress σ∞

11 appears through the coefficients A21 and A31).

3 Matched asymptotic expansions

We now wish to use the preceding solution to derive an approximate model for crack prop-
agation in mode I+III in the form of disconnected tilted facets. The idea is to schematize
the region of these facets, ahead of the original crack front, as a CZ on which the dis-
placement jumps are linearly related to the local stresses through relations analogous to
(19). The linear relations in question will be determined by assuming the spacing of these
facets to be much smaller than their length and using the method of matched asymptotic

3 This will not raise any ambiguity since no further reference will be made to the variations
∆[u1]

R
L and ∆[u2]

R
L , which are both zero.
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expansions, first introduced in solid mechanics, in particular for fracture problems, by
Sanchez-Hubert and Sanchez-Palencia (1992) and Leguillon (1993).

More specifically, Figure 3 illustrates the geometry considered. The initially planar crack
is loaded in mode I+III, the remote strain parallel to the direction of the crack front being
zero. Cartesian axes OX,OY,OZ are introduced with, following the usual conventions,
OX parallel to the direction of propagation, OY perpendicular to the initial crack plane,
and OZ coinciding with the initial crack front. The facets, of type A only, are disconnected
and develop from the original front OZ in the direction X . 4 Their length is denoted a and
their stationary tilt angle α. Their width, projected onto the axis OZ, and their spacing
(the geometric period) are denoted 2c and 2d respectively. The length a is considered as
fixed whereas both lengths c and d are considered to go to zero, the ratio c/d remaining
fixed. The ratio

η ≡ d

a
(20)

will serve as a small parameter in the matched asymptotic expansion procedure.

O

Mode I

X

Z

a

α

Y

Mode III

Type A facets

Initial crack

2c

2d

Fig. 3. A mode I+III crack propagating through development of disconnected type A facets

3.1 Generalities on the outer and inner problems

Figure 4 provides 2D views of the geometries of the outer and inner problems.

Figure 4(a) represents the outer problem geometry in the plane OXY . Equations pertain-
ing to this problem will be written, for the sake of coherence with the coordinates of the

4 Their representation in Figure 3 is only schematic since they should have sharp tips instead
of square ones, and reach a stationary orientation after a certain distance of propagation.

11



X  =Y
2

X  =X
3

X  = −Z
1

O

Initial crack Cohesive
   zone

a

Mode I
Mode III

(a) Outer problem

x
3 3= X

x
2

= X  / η
2

= X  / η
1

x
1

2c

2d

O

α

(b) Inner problem

Fig. 4. 2D views of the geometries of the outer and inner problems

inner problem, using some coordinates X1, X2, X3 defined by





X1 ≡ −Z

X2 ≡ Y

X3 ≡ X.

(21)

To define the inner problem, an expansion of the sole first two coordinates of the outer
problem is performed; that is, one introduces coordinates x1, x2, x3 defined by





x1 ≡ X1/η

x2 ≡ X2/η

x3 ≡ X3.

(22)

Figure 4(b) represents the inner problem geometry in the plane Ox1x2. It is identical to

12



that of the model problem considered in Section 2 (Figure 1), except for the replacement
of the lengths c and d by the new lengths

c̄ ≡ c

η
; d̄ ≡ d

η
(23)

(which preserves the ratio c/d and thus the coefficients Aλµ, see equations (16)1 and (18)).

In the outer problem, the displacement-, strain- and stress fields will be denoted U(X),
E(X), Σ(X) respectively. In the inner problem, the corresponding fields u(x), ǫ(x), σ(x)
will be defined as






u(x) ≡ U(X)

ǫ(x) ≡ ηE(X)

σ(x) ≡ ηΣ(X).

(24)

All fields will be expanded in powers of η; for instance U and u will be written as





U(X) =
∑

p≥0

ηpU(p)(X)

u(x) =
∑

p≥0

ηp u(p)(x)
(25)

and similarly for E and ǫ, Σ and σ.

Introducing Latin indices taking the values 1, 2, 3 and Greek indices taking the sole
values 1, 2, and using Einstein’s implicit summation convention for all of these indices,
the equilibrium equations take the form






∂Σαj

∂Xj
=
∂Σαβ

∂Xβ
+
∂Σα3

∂X3
=

1

η2
∂σαβ
∂xβ

+
1

η

∂σα3
∂x3

= 0

∂Σ3j

∂Xj

=
∂Σ3β

∂Xβ

+
∂Σ33

∂X3

=
1

η2
∂σ3β
∂xβ

+
1

η

∂σ33
∂x3

= 0,

from which follows that at every order p, these equations read, in the outer and inner
problems respectively:

∂Σ
(p)
ij

∂Xj

= 0 ;





∂σ
(p)
αβ

∂xβ
+
∂σ

(p−1)
α3

∂x3
= 0

∂σ
(p)
3β

∂xβ
+
∂σ

(p−1)
33

∂x3
= 0.

(26)

Note that the equilibrium equations of the inner problem mix stresses of different orders.

13



Similarly, the strain components are given by





Eαβ =
1

2

(
∂Uα

∂Xβ
+
∂Uβ

∂Xα

)
=

1

2η

(
∂uα
∂xβ

+
∂uβ
∂xα

)
=
ǫαβ
η

Eα3 =
1

2

(
∂Uα

∂X3
+
∂U3

∂Xα

)
=

1

2

(
∂uα
∂x3

+
1

η

∂u3
∂xα

)
=
ǫα3
η

E33 =
∂U3

∂X3
=
∂u3
∂x3

=
ǫ33
η

from which follows that at every order p,

E
(p)
ij =

1

2



∂U
(p)
i

∂Xj

+
∂U

(p)
j

∂Xi



 ;





ǫ
(p)
αβ =

1

2


∂u

(p)
α

∂xβ
+
∂u

(p)
β

∂xα




ǫ
(p)
α3 =

1

2


∂u

(p−1)
α

∂x3
+
∂u

(p)
3

∂xα




ǫ
(p)
33 =

∂u
(p−1)
3

∂x3
,

(27)

where again displacements of different orders are mixed in the inner problem.

In contrast, C denoting the elastic compliance tensor, the constitutive law

E = C : Σ ⇔ ǫ = C : σ

leads at every order to

E(p) = C : Σ(p) ; ǫ
(p) = C : σ(p), (28)

where no mixing of quantities of different orders appears.

The displacement fields U(p) and u(p) will be expanded in the vicinity of the CZ and near
infinity respectively, in the form






U(p)(X) =
∑

k≥0

A(p)k±(X3)X
k
2 for X2 → 0±

u(p)(x) =
∑

k≥0

a(p)k±(x3)x
k
2 for x2 → ±∞.

(29)

The coefficients A(p)k± here are independent of the coordinate X1 because the outer prob-
lem has a translatory invariance in the corresponding direction, whereas the coefficients
a(p)k± are independent of x1 because in the inner problem, the dependence of u upon this
coordinate disappears far from the cracks.

The procedure of matched asymptotic expansions demands that the double expansion of
U in powers of η and X2 for small values of X2,

U(X) =
∑

p≥0

∑

k≥0

ηpA(p)k±(X3)X
k
2 ,

14



be term-to-term identical to the double expansion of u in powers of η and x2 for large
values of x2,

u(x) =
∑

p≥0

∑

k≥0

ηpa(p)k±(x3)x
k
2.

Since, by equations (22), ηpa(p)k±(x3)x
k
2 = ηpa(p)k±(X3)(X2/η)

k = ηp−ka(p)k±(X3)X
k
2 , this

requires that the matching conditions

A(p−k)k±(X3) = a(p)k±(x3) (p ≥ 0, k ≥ 0) (30)

be satisfied for every X3 = x3. These conditions imply in particular, since the expansion
of U obviously cannot contain any negative power of η, that coefficients a(p)k±(x3) having
k > p must necessarily be zero; in other words u(p)(x) is necessarily O(xp2) at infinity.

3.2 Outer problem at order 0

In the outer problem at order 0, that is in the limit where the geometrical period 2d
goes to zero, the length a of the facets being fixed, equations (19) show that the effect
of the facets, proportional to d, completely disappears. To take a picturesque image, the
situation is analogous to the buttoning of a tight shirt: the larger the number of buttons,
the less open the shirt between two consecutive buttons; and in the limit of a continuous
zip, the opening becomes nil.

The problem is thus simply that of the initial planar crack without any facets, loaded
in mode I+III. The mechanical fields are asymptotically governed near the initial crack
front OX1 by the SIF K

(0)
I , K

(0)
III . Near the CZ, the displacement field U(0) is given by

equation (29)1, where the coefficients A(0)k± are identical in the upper (+) and lower (−)
half-spaces because of regularity of the solution across the plane X2 = 0: A(0)k+(X3) =

A(0)k−(X3) ≡ A(0)k(X3). On the CZ itself, the components U
(0)
1 and U

(0)
2 are obviously

zero, so that A
(0)0
1 (X3) = A

(0)0
2 (X3) = 0; also, U

(0)
3 is an even function of X2 so that

A
(0)1
3 (X3) = 0. Therefore the expansion (29)1 takes the form, retaining the sole first two

terms,

U(0)(X) = A
(0)0
3 (X3) e3 +

[
A

(0)1
1 (X3) e1 + A

(0)1
2 (X3) e2

]
X2 +O(X2

2) for X2 → 0±. (31)

Also, the nonzero stress components on the CZ are given by the classical formulae:





Σ
(0)CZ
22 = Σ

(0)CZ
33 =

K
(0)
I√

2πX3

Σ
(0)CZ
11 = ν

(
Σ

(0)CZ
22 + Σ

(0)CZ
33

)
=

2νK
(0)
I√

2πX3

Σ
(0)CZ
12 = − K

(0)
III√

2πX3

(32)

where the − sign in the last expression arises from the relations (21) connecting the coor-
dinates X1, X2, X3 to the original ones X, Y, Z. These expressions disregard the influence
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of higher-order terms in the Williams expansion of the stresses, the underlying assumption
being that all characteristic distances defined by the far geometry and loading are much
larger than the length a of the CZ.

3.3 Inner problem at order 0

For the inner problem at order 0, equations (26)2, (27)2 and (28)2 reduce to





∂σ
(0)
αβ

∂xβ
= 0

∂σ
(0)
3β

∂xβ
= 0

;





ǫ
(0)
αβ =

1

2


∂u

(0)
α

∂xβ
+
∂u

(0)
β

∂xα




ǫ
(0)
α3 =

1

2

∂u
(0)
3

∂xα

ǫ
(0)
33 = 0

; ǫ
(0) = C : σ(0) (33)

and the cracks are traction-free. In addition, equation (30) yields for p = k = 0:A(0)0(X3) =

A
(0)0
3 (X3) e3 = a(0)0±(x3), which implies (since the expansion of u(0) cannot contain any

term in xk2 with k ≥ 1, see above) that u(0) must satisfy the condition

lim
x2→±∞

u(0)(x) = A
(0)0
3 (x3) e3. (34)

The equations of the problem show that it splits, for every value of x3, into two inde-
pendent problems, for the displacement components (u

(0)
1 , u

(0)
2 ) and u

(0)
3 respectively. The

problem for (u
(0)
1 , u

(0)
2 ) is homogeneous (zero data), see equation (34) where the right-hand

side has no components on the basis vectors e1 and e2; hence its solution is zero. The prob-
lem for u

(0)
3 is inhomogeneous (nonzero data) but its solution is trivial: u

(0)
3 = A

(0)0
3 (x3);

the stresses are nil since the sole nonzero displacement derivative, ∂u
(0)
3 /∂x3, does not

enter the expressions of the strains, see equations (33). Therefore the solution reads

u(0) = A
(0)0
3 (x3) e3 ; σ

(0) = 0. (35)

3.4 Inner problem at order 1

For the inner problem at order 1, equations (26)2, (27)2 and (28)2 read






∂σ
(1)
αβ

∂xβ
+
∂σ

(0)
α3

∂x3
=
∂σ

(1)
αβ

∂xβ
= 0

∂σ
(1)
3β

∂xβ
+
∂σ

(0)
33

∂x3
=
∂σ

(1)
3β

∂xβ
= 0

;






ǫ
(1)
αβ =

1

2



∂u
(1)
α

∂xβ
+
∂u

(1)
β

∂xα





ǫ
(1)
α3 =

1

2



∂u
(0)
α

∂x3
+
∂u

(1)
3

∂xα



 =
1

2

∂u
(1)
3

∂xα

ǫ
(1)
33 =

∂u
(0)
3

∂x3
=

dA
(0)0
3

dx3

; ǫ
(1) = C : σ(1)

(36)
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where equations (35) have been used, and the cracks are again traction-free. Also, equation

(30) yields for p = k = 1: A(0)1(X3) = A
(0)1
1 (X3) e1 + A

(0)1
2 (X3) e2 = a(1)1±(x3), which

means (since the expansion of u(1) cannot contain any term in xk2 with k ≥ 2, see above)
that u(1) must satisfy the condition

u(1)(x) ∼
[
A

(0)1
1 (x3) e1 + A

(0)1
2 (x3) e2

]
x2 for x2 → ±∞. (37)

Again, the problem splits, for every value of x3, into two independent problems, for the
displacement components (u

(1)
1 , u

(1)
2 ) and u

(1)
3 respectively. The problem for (u

(1)
1 , u

(1)
2 ) is a

2D elasticity problem in generalized plane strain (ǫ
(1)
33 6= 0, independent of x1 and x2) for

a periodic array of inclined cracks subjected to some remote stresses σ
(1)∞
αβ (x3), analogous

to that considered in Section 2.

To find the expression of these remote stresses, it suffices to note that by equations (36)
and (37), they are exactly identical to those generated in standard 3D elasticity by the

displacement field A
(0)0
3 (X3) e3 +

[
A

(0)1
1 (X3) e1 + A

(0)1
2 (X3) e2

]
X2. Now this displacement

field is exactly that prevailing near the CZ in the outer problem at order 0, see equation
(31). It follows that the remote stresses σ

(1)∞
αβ (x3) in the inner problem at order 1 coincide

with those on the CZ in the outer problem at order 0:

σ
(1)∞
αβ (x3) = Σ

(0)CZ
αβ (X3). (38)

On the other hand the problem for u
(1)
3 is a 2D problem of antiplane elasticity, in which

the remote stresses σ
(1)∞
α3 are zero since u

(1)
3 increases less quickly than x2 near infinity, see

equation (37) where the right-hand side has no component on the basis vector e3. Thus

u
(1)
3 must correspond to a mere rigid-body motion, that is a combination of a translatory

motion in the direction x3 and rotations about the directions x1 and x2; but these rotations
are impossible, the first because it would imply an asymptotically linear dependence of
u
(1)
3 upon x2, and the second because it would imply a global rotation about the direction

X2 in the outer problem. It follows that u
(1)
3 is necessarily of the form

u
(1)
3 ≡ u

(1)
3 (x3). (39)

3.5 Outer problem at order 1

With regard to the outer problem at order 1, we are not interested in the entire solution
but in the sole displacement discontinuity across the CZ, which may be deduced from
the matching conditions (30). These conditions yield for p = 1 and k = 0: A(1)0±(X3) =
a(1)0±(x3), which implies that the condition

lim
X2→0±

U(1)(X) = a(1)0±(X3)

must be satisfied. It follows, denoting [[U(1)]] the discontinuity of U(1) across the CZ, that

[[U(1)]](X3) = a(1)0+(X3)− a(1)0−(X3), (40)
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which reduces the calculation of [[U(1)]] to that of a(1)0±.

Evaluating a(1)0± requires examining the asymptotic behavior of u(1) near infinity. Con-
sider the components u(1)α first, to which the results of Section 2 are applicable. Let[
u(1)

]
≡
[
u(1)

]
(x2, x3) ≡ u(1)(x2, x3) − u(1)(−x2, x3) denote the displacement difference

between positions located far above and far below the cracks in the inner problem at order
1. By equations (1), (12)2,3, (3) and (38),






[u
(1)
1 ] = q3/(2d̄) = C3µQµ/(2d̄) =

(
C31Σ(0)CZ

11 + C32Σ(0)CZ
22 + C33Σ(0)CZ

12

)
/(2d̄)

[u
(1)
2 ] = q2/(2d̄) = C2µQµ/(2d̄) =

(
C21Σ(0)CZ

11 + C22Σ(0)CZ
22 + C23Σ(0)CZ

12

)
/(2d̄)

(41)

where the Cλµ denote the compliance coefficients of the rectangle of width 2d̄ and height
2x2. Now let fNC denote, for any quantity f , its value when no cracks are present and,
like in Section 2, ∆f its variation due to the cracks. Equations (41) may be rewritten as





[u
(1)
1 ] = [u

(1)
1 ]NC +∆[u

(1)
1 ]

[u
(1)
1 ]NC =

(
CNC
31 Σ

(0)CZ
11 + CNC

32 Σ
(0)CZ
22 + CNC

33 Σ
(0)CZ
12

)
/(2d̄)

∆[u
(1)
1 ] =

(
∆C31Σ(0)CZ

11 +∆C32Σ(0)CZ
22 +∆C33Σ(0)CZ

12

)
/(2d̄)

[u
(1)
2 ] = [u

(1)
2 ]NC +∆[u

(1)
2 ]

[u
(1)
2 ]NC =

(
CNC
21 Σ

(0)CZ
11 + CNC

22 Σ
(0)CZ
22 + CNC

23 Σ
(0)CZ
12

)
/(2d̄)

∆[u
(1)
2 ] =

(
∆C21Σ(0)CZ

11 +∆C22Σ(0)CZ
22 +∆C23Σ(0)CZ

12

)
/(2d̄).

(42)

But when no cracks are present, homogeneity of the strain field implies that the dis-
placement differences [u(1)α ]NC are proportional to x2. On the other hand the compliance
variations ∆Cλµ are independent of x2 by equations (17) and (18), so that the same is
true of the displacement variations ∆[u(1)α ]. Hence the terms [u(1)α ]NC and ∆[u(1)α ] may be
identified to the terms proportional to x12 = x2 and x02 = 1 respectively in the expansion
of [u(1)α ]; that is, for the term proportional to x02 = 1:





∆[u
(1)
1 ] =

(
∆C31Σ(0)CZ

11 +∆C32Σ(0)CZ
22 +∆C33Σ(0)CZ

12

)
/(2d̄) = a

(1)0+
1 (x3)− a

(1)0−
1 (x3)

∆[u
(1)
2 ] =

(
∆C21Σ(0)CZ

11 +∆C22Σ(0)CZ
22 +∆C23Σ(0)CZ

12

)
/(2d̄) = a

(1)0+
2 (x3)− a

(1)0−
2 (x3).

With equation (40), this implies that





[[U
(1)
1 ]] =

(
∆C31Σ(0)CZ

11 +∆C32Σ(0)CZ
22 +∆C33Σ(0)CZ

12

)
/(2d̄)

[[U
(1)
2 ]] =

(
∆C21Σ(0)CZ

11 +∆C22Σ(0)CZ
22 +∆C23Σ(0)CZ

12

)
/(2d̄)

(43)

where the stresses Σ
(0)CZ
αβ on the CZ are given by equations (32).
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For the component u
(1)
3 , equation (39) implies that a

(1)0+
3 (x3) = a

(1)0−
3 (x3) (= u

(1)
3 (x3)). It

then follows from equation (40) that

[[U
(1)
3 ]] = 0. (44)

3.6 Final formulae

Coming back to the original coordinates X, Y, Z, accounting for the fact that the zeroth-
order displacement field U(0) is continuous across the CZ and using equations (17) (with
d̄ instead of d), (32), (43) and (44), one gets the final expressions looked for of the dis-
placement discontinuities across the CZ in the outer problem:






[[UX ]] = 0

[[UY ]] =
4(1− ν2)d

E

(
A22Σ

(0)CZ
Y Y +A12Σ

(0)CZ
ZZ −A23Σ

(0)CZ
Y Z

)

=
4(1− ν2)d

E
√
2πX

[
(A22 + 2νA12)K

(0)
I −A23K

(0)
III

]

[[UZ ]] =
4(1− ν2)d

E

(
−A23Σ

(0)CZ
Y Y −A13Σ

(0)CZ
ZZ +A33Σ

(0)CZ
Y Z

)

=
4(1− ν2)d

E
√
2πX

[
−(A23 + 2νA13)K

(0)
I +A33K

(0)
III

]
.

(45)

4 The model

We now come back to the problem depicted in Figure 3. For simplicity, the body is
supposed here to be infinite and the initial crack semi-infinite. It is recalled that the
remote strain parallel to the direction of the crack front is assumed to be zero. We wish
to use the results of the preceding section to schematize, within a macroscopic model, the
region of the facets as a CZ.

4.1 Adaptation of the constitutive law of the cohesive zone

Directly using, as would seem natural, equations (45) as a constitutive law of the CZ
would raise problems near both the initial crack front (X = 0) and the tips of the facets
(X = a):

• near the initial crack front because the 1/
√
X dependence of the stresses Σ

(0)CZ
Y Y , Σ

(0)CZ
ZZ ,

Σ
(0)CZ
Y Z would imply a physically absurd divergence of the displacement discontinuities

[[UY ]], [[UZ ]] at X = 0;
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• near the tips of the facets because the same dependence would prevent [[UY ]], [[UZ ]] from
vanishing at X = a, as they must.

These difficulties find their origin in shortcomings of the procedure of matched asymptotic
expansions used to establish equations (45). Indeed, since this procedure involves dilations
of the coordinates in the sole directions Y and Z, see equations (21) and (22), it assumes
that the variations of the mechanical fields are much quicker in these directions than in
the third one, X . Now this hypothesis is reasonable over the major part of the facets,
because the characteristic distances of variation of the mechanical fields are expected to
be of the order of d in the directions Y and Z, versus a (≫ d) in the direction X . But
it clearly breaks down near both the initial crack front and the tips of the facets, where
the fully 3D character of the problem implies that important variations of the mechanical
fields must occur over distances of the order of d in the direction X .

This analysis however indicates that the constitutive law (45) should be reasonable except
in small zones, of typical size d, at the origin and end of the CZ. Hence some modification
of this law aimed at making its predictions more reasonable at X = 0 and X = a, while
leaving it unchanged away from these points, should be acceptable. The proposal made
here consists in replacing in a “self-consistent”, albeit approximate, manner, the stresses
Σ

(0)CZ
Y Y , Σ

(0)CZ
ZZ , Σ

(0)CZ
Y Z at order 0, that is in the absence of any facets, by the true stresses

ΣCZ
Y Y , Σ

CZ
ZZ , Σ

CZ
Y Z when these facets are present; equations (45) then become






[[UX ]] = 0

[[UY ]] =
4(1− ν2)d

E

(
A22Σ

CZ
Y Y +A12Σ

CZ
ZZ −A23Σ

CZ
Y Z

)

[[UZ ]] =
4(1− ν2)d

E

(
−A23Σ

CZ
Y Y −A13Σ

CZ
ZZ +A33Σ

CZ
Y Z

)
.

(46)

It may be anticipated, and will be fully confirmed below, that away from the points X = 0
and X = a, the true stresses on the CZ will differ little from their counterparts at order 0,
so that equations (46) will be essentially equivalent to (45). On the other hand, in small
boundary layers of thickness proportional to d at the endpoints of the CZ, the true stresses
will adjust so as to fulfill the conditions of finiteness and vanishing of the displacement
discontinuities at X = 0 and X = a, respectively.

4.2 Integral equations

The region of the facets being approximately represented by a CZ obeying the consti-
tutive law (46), the situation schematized in Figure 4(a) may be considered as a linear
superposition of the two situations depicted in Figure 5:

• Situation (A) where the far loading is imposed in the absence of facets, that is, the
CZ remaining closed (Figure 5(a); this exactly corresponds, in the matched asymptotic
expansion procedure of Section 3, to the outer problem at order 0). The loading gen-

erates the SIF K
(0)
I , K

(0)
III on the initial crack front OZ. The stresses Σ

(A)CZ
Y Y , Σ

(A)CZ
XX ,
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Σ
(A)CZ
ZZ , Σ

(A)CZ
Y Z on the CZ are given by formulae similar to (32), and the displacement

discontinuity [[U(A)]] across this CZ is zero.
• Situation (B) where no far loading is imposed but the upper (+) and lower (−) faces
of the CZ are opened by surface tractions ±[p(X)eY + q(X)eZ ], where p(X) and q(X)
denote unknown functions and eY and eZ the unit vectors parallel to the directions Y
and Z (Figure 5(b)). The solution of this problem is classical (for a semi-infinite crack
in an infinite body and a zero strain in the direction of the crack front, as assumed in
this section). The stresses on the CZ are given by





Σ
(B)CZ
Y Y = Σ

(B)CZ
XX = −p(X)

Σ
(B)CZ
ZZ = ν

(
Σ

(B)CZ
XX + Σ

(B)CZ
Y Y

)
= −2νp(X)

Σ
(B)CZ
Y Z = −q(X),

and the displacement discontinuities across the CZ obey the classical LEFM equations






d[[U
(B)
Y ]]

dX
=

4(1− ν2)

πE
PV

∫ a

0
p(X ′)

√
a−X ′

a−X

dX ′

X ′ −X

d[[U
(B)
Z ]]

dX
=

4(1 + ν)

πE
PV

∫ a

0
q(X ′)

√
a−X ′

a−X

dX ′

X ′ −X

where the symbol PV denotes a Cauchy principal value.

In the resulting situation (A)+(B), the stresses ΣCZ
ij = Σ

(A)CZ
ij + Σ

(B)CZ
ij on the CZ are

given by 



ΣCZ
Y Y = ΣCZ

XX =
K

(0)
I√
2πX

− p(X)

ΣCZ
ZZ = ν

(
ΣCZ

XX + ΣCZ
Y Y

)
= 2ν



 K
(0)
I√
2πX

− p(X)





ΣCZ
Y Z =

K
(0)
III√
2πX

− q(X)

(47)

and the displacement discontinuities [[Ui]] = [[U
(A)
i ]] + [[U

(B)
i ]] across the CZ obey the same

equations as in situation (B):






d[[UY ]]

dX
=

4(1− ν2)

πE
PV

∫ a

0
p(X ′)

√
a−X ′

a−X

dX ′

X ′ −X

d[[UZ ]]

dX
=

4(1 + ν)

πE
PV

∫ a

0
q(X ′)

√
a−X ′

a−X

dX ′

X ′ −X
.

(48)

Also, these discontinuities are given by the constitutive law (46), with ΣCZ
Y Y , Σ

CZ
ZZ , Σ

CZ
Y Z

given by equations (47). Differentiating the expressions of [[UY ]] and [[UZ ]] with respect
to X and eliminating the derivatives d[[UY ]]/dX and d[[UZ ]]/dX between the expressions
found and equations (48), one finds the following 1D integral equations on the unknown
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Mode I
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X
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O

Z
p(X)

zone (open)

(b) Situation (B) (the sole tractions ±p(X)eY are
represented for legibility)

Fig. 5. Linear decomposition of the situation of Figure 4(a) into two situations

tractions p(X) and q(X):






(A22 + 2νA12)
dp

dX
− A23

dq

dX
+

1

πd
PV

∫ a

0
p(X ′)

√
a−X ′

a−X

dX ′

X ′ −X

=
−(A22 + 2νA12)K

(0)
I +A23K

(0)
III

2
√
2πX3/2

−(A23 + 2νA13)
dp

dX
+ A33

dq

dX
+

1

π(1− ν)d
PV

∫ a

0
q(X ′)

√
a−X ′

a−X

dX ′

X ′ −X

=
(A23 + 2νA13)K

(0)
I −A33K

(0)
III

2
√
2π X3/2

.

(49)

These integral equations must be supplemented with boundary conditions resulting from
the fact that the displacement discontinuities are necessarily zero at the endpoint of the
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CZ (X = a). Defining the quantities





X ≡ K
(0)
I√
2πa

− p(a)

Y ≡ K
(0)
III√
2πa

− q(a),

one gets from equations (46) and (47)





(A22 + 2νA12)X −A23Y = 0

−(A23 + 2νA13)X +A33Y = 0.

But the coefficients Aλµ are not tied by any special relation other than those resulting from
symmetry; hence the determinant of this linear system in (X ,Y) is nonzero. Therefore it
admits only the trivial solution (X ,Y) = (0, 0), which means that





p(a) =
K

(0)
I√
2πa

q(a) =
K

(0)
III√
2πa

.

(50)

Once the solution (p, q) of equations (49, 50) is known, one may calculate the “global
SIF” KI , KIII along the line X = a connecting the tips of the facets, from which readily
follows, through Irwin’s formula, the “global energy-release-rate” G due to propagation of
these facets. Indeed these SIF are zero in situation (A) in which the CZ is closed, so that
they arise only from the surface tractions ±[p(X)eY + q(X)eZ ] exerted onto the faces of
the CZ in situation (B), and are therefore given by the classical formulae






KI =

√
2

π

∫ a

0
p(X)

dX√
a−X

KIII =

√
2

π

∫ a

0
q(X)

dX√
a−X

.

(51)

4.3 Variant incorporating facet coarsening

In the derivation of equations (49), all geometric parameters c, d, α of the facets were
implicitly assumed to be independent of the position X along these facets. While this
hypothesis is reasonable for the tilt angle α and the ratio c/d of the projected facet
width to the geometrical period, it is more disputable for c and d individually because
of the currently observed coarsening of facets. This phenomenon is illustrated in Figure
6, which shows a recent photograph of the plexiglas specimens described in (Lazarus
et al., 2008); in this picture the initial crack is located at the very top and propagates
toward the bottom. Although the geometrical period (in the horizontal direction) is much
smaller than the facet length (in the vertical direction), as assumed in the theoretical
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analysis, this period does not remain constant as the facets propagate because they tend
to gradually coalesce. At least three or four coalescence periods are observable in the
picture, and in all probability would have been followed by other ones had propagation
gone on. Facet coarsening was also conspicuous in Pons and Karma (2010)’s phase-field
numerical simulations, see Figures 1(c) and 1(d) of their paper.

Fig. 6. Fracture facets in mode I+III - Experiment by Buchholz, photograph by Lazarus

Disregarding the geometrical complexities of the fracture surface in the coalescence re-
gions, one may propose a simple CZ model including facet coarsening by merely intro-
ducing a dependence of c and d upon X in the preceding approach (both c/d and α
being assumed to remain independent of X). Equations (46), (47) and (48) still apply
then without any change, but one must account for the dependence of d upon X when
differentiating the expressions (46) of the displacement discontinuities [[UY ]], [[UZ ]]. Doing
so, one obtains the following slightly more complex integral equations:





(A22 + 2νA12)

[
dp

dX
+

d(ln d)

dX
p

]
− A23

[
dq

dX
+

d(ln d)

dX
q

]

+
1

πd
PV

∫ a

0
p(X ′)

√
a−X ′

a−X

dX ′

X ′ −X

=
−(A22 + 2νA12)K

(0)
I +A23K

(0)
III√

2π

[
1

2X3/2
− 1√

X

d(ln d)

dX

]

−(A23 + 2νA13)

[
dp

dX
+

d(ln d)

dX
p

]
+ A33

[
dq

dX
+

d(ln d)

dX
q

]

+
1

π(1− ν)d
PV

∫ a

0
q(X ′)

√
a−X ′

a−X

dX ′

X ′ −X

=
(A23 + 2νA13)K

(0)
I −A33K

(0)
III√

2π

[
1

2X3/2
− 1√

X

d(ln d)

dX

]
.

(52)
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4.4 Numerical method of solution

We come back to the simpler version (49) of the integral equations disregarding facet
coarsening, leaving exploitation of the more complete ones (52) for future work. Since
these equations do not seem to be amenable to some analytic solution, a strategy for a
numerical solution must be developed.

A preliminary step consists in putting the equations in a more convenient form by in-
troducing suitable changes of variables and functions. First, one may use dimensionless
coordinates w,w′ defined by

w ≡ X

a
; w′ ≡ X ′

a
. (53)

Second, one may guess from equations (49), disregarding the integral terms, that the
unknown tractions p, q probably diverge like X−1/2 in the limit X → 0; then, postulating
such a singular behavior, one may check that it is indeed correct because the integral
terms then diverge only like X−1/2, versus X−3/2 for the right-hand sides. 5 This suggests
to use, instead of p and q, the functions p and q defined by

p(X) ≡ p̄(w)√
w

; q(X) ≡ q̄(w)√
w
, (54)

so as to work with functions having finite limits for X → 0. With these new coordinates
and functions, the integral equations (49) take the form






(A22 + 2νA12)

(
w
dp̄

dw
− p̄

2

)
− A23

(
w
dq̄

dw
− q̄

2

)

+
a/d

π

w3/2

√
1− w

PV
∫ 1

0
p̄(w′)

√
1− w′

w′
dw′

w′ − w
=

−(A22 + 2νA12)K
(0)
I +A23K

(0)
III

2
√
2πa

−(A23 + 2νA13)

(
w
dp̄

dw
− p̄

2

)
+ A33

(
w
dq̄

dw
− q̄

2

)

+
a/d

π(1− ν)

w3/2

√
1− w

PV
∫ 1

0
q̄(w′)

√
1− w′

w′
dw′

w′ − w
=

(A23 + 2νA13)K
(0)
I −A33K

(0)
III

2
√
2πa

.

(55)

Now introduce a set of N + 1 nodes 0 = w′
0 < w′

1 < ... < w′
N−1 < w′

N = 1 and a set of N
collocation points w1 < w2 < ... < wN located at the midpoints of the intervals [w′

i−1, w
′
i]:

wi ≡
1

2
(w′

i−1 + w′
i) (i = 1, 2, ..., N), (56)

and denote p̄0, p̄1, ..., p̄N , q̄0, q̄1, ..., q̄N the nodal values of the functions p̄, q̄:

p̄i ≡ p̄(w′
i) ; q̄i ≡ q̄(w′

i) (i = 0, 1, ..., N). (57)

5 The X−1/2 behavior of p and q is also necessary in view of the finiteness of [[UY ]] and [[UZ ]] at

X = 0 which implies, via equations (46) and (47), that K
(0)
I /

√
2πX − p and K

(0)
III/

√
2πX − q

must remain bounded in the limit X → 0.
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Then write equations (49) at the collocation points, by

• replacing the exact values of p̄ and dp̄/dw at the point wi by the approximate ones
1
2
(p̄i−1 + p̄i) and (p̄i − p̄i−1)/(w

′
i − w′

i−1) respectively, and similarly for q̄;
• using linear interpolations of p̄ and q̄ in each interval [w′

j−1, w
′
j] to calculate the integrals.

The following equations are obtained:





(A22 + 2νA12)

[
wi

p̄i − p̄i−1

w′
i − w′

i−1

− 1

4
(p̄i−1 + p̄i)

]
− A23

[
wi

q̄i − q̄i−1

w′
i − w′

i−1

− 1

4
(q̄i−1 + q̄i)

]

+
a/d

π

w
3/2
i√

1− wi

N∑

j=1

(
Mij

w′
j p̄j−1 − w′

j−1 p̄j

w′
j − w′

j−1

+Nij
p̄j − p̄j−1

w′
j − w′

j−1

)

=
−(A22 + 2νA12)K

(0)
I +A23K

(0)
III

2
√
2πa

(i = 1, 2, ..., N)

−(A23 + 2νA13)

[
wi

p̄i − p̄i−1

w′
i − w′

i−1

− 1

4
(p̄i−1 + p̄i)

]
+ A33

[
wi

q̄i − q̄i−1

w′
i − w′

i−1

− 1

4
(q̄i−1 + q̄i)

]

+
a/d

π(1− ν)

w
3/2
i√

1− wi

N∑

j=1

(
Mij

w′
j q̄j−1 − w′

j−1 q̄j

w′
j − w′

j−1

+Nij
q̄j − q̄j−1

w′
j − w′

j−1

)

=
(A23 + 2νA13)K

(0)
I −A33K

(0)
III

2
√
2πa

(i = 1, 2, ..., N)

(58)
where 




Mij ≡ PV
∫ w′

j

w′
j−1

√
1− w′

w′
dw′

w′ − wi

Nij ≡ PV
∫ w′

j

w′
j−1

√
w′(1− w′)

dw′

w′ − wi
;

(59)

these integrals are calculable analytically, see their expressions in Appendix C. The dis-
cretized integral equations (58) are completed by the boundary conditions resulting from
equations (50):





p̄(w = 1) = p̄N =
K

(0)
I√
2πa

q̄(w = 1) = q̄N =
K

(0)
III√
2πa

.

(60)

Equations (58) and (60) together form a system of 2N +2 linear equations on the 2N +2
unknowns p̄0, p̄1, ..., p̄N , q̄0, q̄1, ..., q̄N . This system may be solved numerically; the matrix
implied is of course full but of reasonable size provided that no more than a few hundred
nodes are used, which is quite sufficient in practice. No time-consuming numerical calcu-
lations of integrals are required since the coefficients Mij and Nij are known in analytic
form, see Appendix C.

Once the system (58, 60) is solved, the global SIF may be obtained from the discretized
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form of equations (51):





KI =

√
2a

π

N∑

j=1

∫ w′
j

w′
j−1

p̄(w)
dw

√
w(1− w)

KIII =

√
2a

π

N∑

j=1

∫ w′
j

w′
j−1

q̄(w)
dw

√
w(1− w)

;

(61)

the calculation of the integrals here is elementary using a linear interpolation of the
functions p̄, q̄ in each interval [w′

j−1, w
′
j] and the change of variable w = sin2 θ.

4.5 Examples

Complete exploitation of the model based on the numerical algorithm just expounded is
left for future work; we shall be content here with a few numerical illustrations concen-
trating essentially on the influence of the parameter d/a. All these illustrations use the
approximate values of the coefficients Aλµ provided in Appendix B, but again substituting
more accurate ones would not raise any problem other than their present lack of existence.

The domain of study 0 ≤ w ≤ 1 (0 ≤ X ≤ a) is discretized using 51 nodes and 50 colloca-
tion points. (These numbers are large enough to warrant mesh independence). The mesh is
refined near the endpoints w = 0 and w = 1 since boundary layers are expected there, see
Subsection 4.1. The parameters used are ν = 0.3, K

(0)
III/K

(0)
I = 0.15, c/d = 0.6, α = 18.4◦,

and the value of d/a is varied between 0.01 and 0.5. These values are not arbitrary (ex-

cept for those of the varying parameter d/a): those of ν, K
(0)
III/K

(0)
I , c/d correspond to an

actual experiment performed by Lazarus et al. (2008); and that of α derives from Pollard

et al. (1982)’s predictive formula for the tilt angle, α = 1
2
arctan

[
K

(0)
III/((

1
2
− ν)K

(0)
I )

]
,

resulting from the heuristic hypothesis that facets develop along the plane which, for the
initial stress field prior to their propagation, is free of shear tractions.

Figure 7 shows the functions p̄(w), q̄(w) obtained, normalized by the value K
(0)
I /

√
2πa of

p̄ at w = 1. Several points are noteworthy here:

• The functions p̄(w) and q̄(w) remain finite at w = 0, as was theoretically predicted in
Subsection 4.4.

• When the ratio d/a goes to zero, in the major part of the interval [0, 1], p̄(w) and q̄(w)
also go to zero so that the true stresses ΣCZ

Y Y , Σ
CZ
ZZ , Σ

CZ
Y Z on the CZ go to their counter-

parts Σ
(0)CZ
Y Y , Σ

(0)CZ
ZZ , Σ

(0)CZ
Y Z at order 0; again, this agrees with what was anticipated in

Subsection 4.1.
• However boundary layers where p̄(w) and q̄(w) vary quickly, of size decreasing with
d/a, may be observed at the endpoints of the interval [0, 1], once again in agreement
with what was foreseen in Subsection 4.1.

It is interesting to note that elementary asymptotic studies of the integral equations (49)
in the limit of very small values of the ratio d/a support these numerical findings:
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Fig. 7. The functions p̄(w) and q̄(w) for ν = 0.3, K
(0)
III/K

(0)
I = 0.15, c/d = 0.6, α = 18.4◦ and

various values of d/a

• The behavior of the solution away from the endpoints of the CZ may be studied by
fixing X , X 6= 0, X 6= a, while letting d/a go to 0. It is easily found that p(X) and
q(X) are of order O(d/a). This confirms that away from the endpoints, the difference
between the stresses on the CZ and their counterparts at order 0 goes to 0 with d/a.

• The vicinity of the left endpoint X = 0 may be studied by fixing X/d (instead of X)

while letting d/a go to 0. Assuming the initial SIFK
(0)
I ,K

(0)
III to be of comparable magni-

tudes, it is found that p(X), q(X) are asymptotically of the form (KI or III/
√
d)fL(X/d),

(KI or III/
√
d)gL(X/d) where fL, gL are dimensionless functions and the subscripts L

refers to the left endpoint. This confirms existence of a boundary layer near the point
X = 0, of thickness proportional to d.

• Finally the vicinity of the right endpoint X = a may be studied by fixing (a − X)/d
while letting d/a go to 0, with the conclusion that p(X), q(X) are asymptotically
of the form (KI or III/

√
a)fR((a−X)/d), (KI or III/

√
a)gR((a−X)/d) where fR, gR are

dimensionless functions and the subscripts R refers to the right endpoint. This confirms
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the existence of another boundary layer of thickness of order d. 6

Coming back to numerical results, Figure 8 shows the ratio, deduced from equations (61)
with the functions p̄(w), q̄(w) determined numerically, of the global energy-release-rate
G to the initial energy-release rate G(0) prior to propagation of the facets. Again, the
parameters used are ν = 0.3, K

(0)
III/K

(0)
I = 0.15 and α = 18.4◦; in Figure 8(a), c/d = 0.6

and the value of d/a varies between from 0 to 1, whereas in Figure 8(b), d/a = 0.3 and
c/d varies between 0 and 1. Again, several points are noteworthy:

• In all cases G/G(0) is smaller than unity, which means that the body releases less elastic
energy through propagation of tilted facets than through propagation of a planar crack.
This is because in the case of tilted facets the release of elastic energy is hindered by the
permanence of unbroken ligaments between them. Note that although this conclusion
is based on results obtained using Leblond and Frelat (2014)’s approximate solution,
applicable to the sole case where c < d, it is by no means limited to this case. Indeed it
is intuitively obvious, and confirmed by Fleck (1991)’s numerical calculations (see his
Figure 5) that as soon as α is nonzero, even if c > d, small unbroken ligaments persist
and still hamper the release of elastic energy.

• The ratio G/G(0) goes down to zero when the ratio d/a goes to zero, the ratio c/d
remaining fixed. This is because according to equations (46), a decrease of the geomet-
rical period for fixed facet length induces a decrease of the displacement discontinuities
across the CZ, that is a closure of this CZ unfavorable to the release of elastic energy.

• The ratio G/G(0) is an increasing function of c/d for fixed d/a. The increase is very
quick when c/d goes to unity, because in this limit the unbroken ligaments preventing
the release of elastic energy shrink rapidly. But the use of Leblond and Frelat (2014)’s
approximate solution certainly leads here to some overestimation of the effect, since as
just noted, these ligaments in fact never completely disappear.

5 Perspectives

Numerical solution of the integral equations (49) permits to determine, for given values of

the geometrical parameters and the ratio K
(0)
III/K

(0)
I of the initial SIF prior to propagation

of the facets, the unknown tractions p, q, from which may be deduced: (i) via equations
(47), the stresses ΣCZ

Y Y , Σ
CZ
ZZ , Σ

CZ
Y Z on the CZ in the outer problem and therefore the remote

stresses σ∞
11 = ΣCZ

ZZ , σ
∞
22 = ΣCZ

Y Y , σ
∞
12 = −ΣCZ

Y Z in the inner problem; (ii) via equations (51),
the ratio G/G(0) of the global energy-release-rate to that in the absence of facets. This
opens the way to various future applications of two distinct types briefly sketched here:

• In applications of local type, one may derive from the values of the remote stresses in the
inner problem, combined with suitable criteria, the values of the geometrical parameters

6 Note that the behaviors of the functions fL, gL on the one hand, fR, gR on the other hand,
when their arguments X/d, (a −X)/d go to zero, are different: fL, gL diverge like the inverse
square root of their argument (since p, q diverge like X−1/2 for small X) while fR, gR go to finite
limits (since p, q take finite values at X = a). These different behaviors explain the different
prefactors in the asymptotic expressions of these functions, d−1/2 for fL, gL, a

−1/2 for fR, gR.
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α and c/d of the facets.
· For the prediction of the stationary tilt angle α, one may request that the 2D SIF kII
at the tips of the 2D cracks in the inner problem, that is on the lateral sides of the
facets, be zero. The underlying physical idea is that even though the facets essentially
develop in the main direction of propagation, they must also extend laterally to some
degree; and if the mode II SIF is nonzero on their lateral sides, kinking must inevitably
occur, resulting in non-stationarity of the tilt angle.

· Another idea for the prediction of α would be to request that the total elastic energy
be minimum with respect to this angle, the facet width being fixed. (The results of
Section 2 permit to perform this minimization since they provide the variation of
energy due to the cracks as a function of the various parameters). Such a procedure
would be in line with Bourdin et al. (2000)’s variational theory of fracture, which has
already been applied with some success to similar problems where the cracks may
explore various positions and select the “optimal” one, see e.g. Maurini et al. (2013)’s
study of drying of a colloidal suspension in a capillary tube.

· For the prediction of c/d, it would seem natural to assume that the facets extend
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laterally until the energy-release-rate on their lateral sides becomes less than the
critical value. This idea can however work only if this energy-release-rate ultimately
decreases when c/d becomes close to unity, which is a somewhat debatable point
since in this limit, in the expressions (6) of the 2D SIF kI , kII on the lateral sides of

the facets, both the term

√
2d tan

(
πc
2d

)
and the functions F p

ij (c/d, α) go to infinity,

whereas the remote stresses go to zero due to the gradual opening of the CZ. Detailed
inspection of the equations of the model, with the expressions of the functions F p

ij and
the coefficients Aλµ provided in Appendices A and B, reveals that it does predict that
when c/d becomes close to unity, the decrease of the remote stresses overcomes the

increase of the term

√
2d tan

(
πc
2d

)
and the functions F p

ij so that kI and kII ultimately

decrease; but this happy conclusion cannot be regarded as final insofar as the formulae
of Appendices A and B unfortunately become inaccurate precisely in the limit c/d→ 1
(for all nonzero values of α).

• In applications of global type, one may calculate the critical intensity of the mode I+III
loading ensuring propagation of the crack in the form of disconnected tilted facets,
assuming the geometrical parameters of these facets to be known.
· One foreseeable conclusion will be that a larger mode I+III loading is required to
propagate an array of tilted facets than a planar crack. This is because for a typically
observed segmented crack front geometry, c ∼ d while d/a < 1, thereby implying
that G/G(0) < 1. In contrast, the ratio of the fractured area produced per unit length
of facet advance to the one produced per unit length of planar crack advance is of
order unity for typical values of the parameters c/d and α. Combination of these two
elements implies a larger global fracture toughness for an array of daughter cracks
than for a continuously connected parent crack.

· Another conclusion will pertain to the ineluctability of facet coarsening. Indeed in the
absence of coarsening, equations (49) apply with a continuously decreasing ratio d/a
as propagation proceeds, since the half-spacing d of the facets remains constant while
their length a increases. The results of Subsection 4.5 have shown that G decreases
to zero then, implying that propagation in the form of disconnected tilted facets
must, under constant loading, stop. In contrast, with facet coarsening, the relevant
equations are (52). Even without solving these equations numerically, one can easily
see that if d increases linearly with X , they can be put in non-dimensional form in
such a way as to become independent of a; then G no longer depends on the distance
of propagation, thereby allowing for the possibility of sustained propagation in the
form of disconnected tilted facets under constant loading. 7

6 Conclusion

The aim of this paper was to develop a macroscopic model of crack propagation in mode
I+III in the form of disconnected, tilted facets by schematizing the region of these facets

7 The linear dependence of d upon X is in fact the only one warranting such a condition; it may
indeed be checked that if d increases, more generally, like Xγ where γ is some positive exponent,
G is independent of a if and only if γ is unity.
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as a CZ. The development was based on the fundamental assumption of smallness of the
facet spacing as compared to the facet length. Three major steps were necessary:

• A preliminary one consisted of complementing the solution for a periodic array of
inclined cracks by calculating the variations of remote displacements due to presence of
the cracks, needed to define the constitutive law of the CZ. Leblond and Frelat (2014)’s
approximate solution provided only the SIF but the required variations were deduced
from there by using the classical compliance formula.

• In a second step, the constitutive law of the CZ was derived from a matched asymptotic
expansion procedure, using the ratio of the facet spacing to the facet length as a small
parameter. The major conclusion of this procedure was that the relations connecting
the displacement discontinuities on the CZ to the local stresses, in the outer problem,
are identical to those connecting the variations of far displacements due to presence of
the cracks to the far stresses, in the inner one, and hence may be deduced from the
results of the first step.

• In a third step, 1D integral equations on the unknown tractions acting on the CZ,
defining the model looked for, were derived by eliminating the displacement disconti-
nuities between the constitutive law of the CZ and their integral expressions in terms
of these tractions. A strategy for numerical solution of these equations was proposed,
and numerical examples were provided.

Future applications of the model to prediction of both local aspects of crack propagation
in the form of disconnected, tilted facets (tilt angle of the facets, ratio of their width to
their spacing) and global ones (critical intensity of the loading promoting propagation,
necessity of facet coarsening) were briefly discussed in conclusion.
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A Appendix: approximate expressions of the functions F p
ij

The approximate expressions of the functions F p
ij(c/d , α) proposed by Leblond and Frelat

(2014) (in the sole case c < d) are as follows:





F I
11

(
c

d
, α
)
≃ 1− cos(2α)

2
√
cosα

; F I
22

(
c

d
, α
)
≃ 1 + cos(2α)

2
√
cosα

;

F I
12

(
c

d
, α
)
≃ −

[
3 +

πc/d

sin(πc/d)

]
sin(2α)

4
√
cosα

;

F II
11

(
c

d
, α
)
≃ − sin(2α)

2
√
cosα

; F II
22

(
c

d
, α
)
≃
[
3− πc/d

sin(πc/d)

]
sin(2α)

4
√
cosα

;

F II
12

(
c

d
, α
)
≃ cos(2α)√

cosα
.

(A.1)

These formulae present the following nice features:

• for small values of α but arbitrary values of c/d (< 1), they match the exact first-order
solution in α (Melin, 1983; Leblond and Frelat, 2014);

• for infinitesimal values of c/d but arbitrary values of α, they again match the exact,
trivial solution corresponding to isolated cracks;

• they yield acceptable results in all cases except when α and c/d are simultaneously large
(see Leblond and Frelat (2014)’s comparisons with the results of some finite element
calculations).

B Appendix: approximate expressions of the coefficients Aλµ

Approximate expressions of the coefficients Aλµ may be derived using their definition (18)
and the approximate expressions (A.1) of the functions F p

ij . All integrals involved reduce
to elementary integrals plus a single, non-elementary one defined by

J(u) ≡
∫ u

0

v2

sin v
dv; (B.1)

but practical calculation of this integral does not raise any problem since it is given by the
following very quickly converging series (Gradshteyn and Ryzhik (1980), formula 2.643.3):

J(u) =
u2

2
+

+∞∑

k=1

(−1)k+1 22k−1 − 1

(k + 1)(2k)!
B2ku

2(k+1) (B.2)

where Bi is the i-th Bernoulli number.

Defining

x̄ ≡ πx

2
, (B.3)
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the expressions found are as follows:

A11(x, α) ≃ −2

π
tan2 α ln (cos x̄) ; (B.4)

A22(x, α) ≃
1

2π cos2 α

{
− ln(cos x̄)

[
−3 cos2(2α) + 2 cos(2α) + 5

]

+

[
−7

4
x̄ tan x̄+

x̄2

8 cos2 x̄
+
J(2x̄)

16

]
sin2(2α)

}
; (B.5)

A33(x, α) ≃
1

2π cos2 α

{
− ln(cos x̄)

[
3 cos2(2α) + 1

]

+

[
5

4
x̄ tan x̄+

x̄2

8 cos2 x̄
+
J(2x̄)

16

]
sin2(2α)

}
; (B.6)

A12(x, α) = A21(x, α) ≃
2

π
sin2 α

[
ln (cos x̄) +

x̄

2
tan x̄

]
; (B.7)

A13(x, α) = A31(x, α) ≃
tanα

π

{
ln (cos x̄) [cos(2α) + 1] +

x̄

2
tan x̄ [cos(2α)− 1]

}
; (B.8)

A23(x, α) = A32(x, α) ≃
tanα

π

{
ln (cos x̄) [−3 cos(2α) + 1]− x̄

2
tan x̄ [3 cos(2α) + 1]

}
.

(B.9)

C Appendix: expressions of the coefficients Mij and Nij

The definitions (59) of the coefficients Mij and Nij may be rewritten in the form






Mij ≡ φ(w′
j−1, w

′
j ;wi) , φ(u, v;w) ≡ PV

∫ v

u

√
1− w′

w′
dw′

w′ − w

Nij ≡ ψ(w′
j−1, w

′
j ;wi) , ψ(u, v;w) ≡ PV

∫ v

u

√
w′(1− w′)

dw′

w′ − w
.

(C.1)

These integrals may be reduced to ordinary, easily calculable integrals plus a single one
in principal value, by using the change of variable w′ = sin2 θ and then expanding the
numerator in powers of sin2 θ − w; one thus gets





φ(u, v;w) = 2
[
arcsin(

√
u)− arcsin(

√
v)
]
+ 2(1− w)χ(u, v;w)

ψ(u, v;w) = (1− 2w)
[
arcsin(

√
v)− arcsin(

√
u)
]
+
√
v(1− v)−

√
u(1− u)

+2w(1− w)χ(u, v;w)

(C.2)

where

χ(u, v;w) ≡ PV
∫ arcsin(

√
v)

arcsin(
√
u)

dθ

sin2 θ − w
. (C.3)
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The problem is thus reduced to calculating the single integral in principal value χ(u, v;w),
which is easily done by using Gradshteyn and Ryzhik (1980)’s formula (2.562.1); the
three cases w < arcsin(

√
u), arcsin(

√
u) < w < arcsin(

√
v), arcsin(

√
v) < w must be

distinguished in the calculation but the results may be expressed in a single formula:

χ(u, v;w) =
Ξ(u;w)− Ξ(v;w)

√
w(1− w)

, Ξ(t;w) ≡





argtanh





√√√√t(1− w)

w(1− t)



 if t < w

argcoth





√√√√t(1− w)

w(1− t)



 if t > w.

(C.4)
Formulae (C.1), (C.2) and (C.4) provide the desired expressions of the coefficients Mij

and Nij .
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