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Abstract

Ecosystem services are defined as benefits produced by ecological communities, supporting human welfare. Because sustainable agriculture relies on such ecosystem services, finding the optimal management - which optimizes both the surface dedicated to human activities and the delivery of ecosystem services - is particularly critical. Ecosystem services heavily depend on the presence and activity of organisms, especially ecosystem engineers. In order to find the proportion and the spatial aggregation of exploited areas that optimize an ecosystem service, we developed three complementary metapopulation models of a keystone species in an exploited landscape. We considered both anthropic and ecological constraints, by modelling the simultaneous management of two variables: the yield of human activities and the ecosystem service provided by the metapopulation. We also investigate how this optimal management can drive the metapopulation close to extinction, and how two key ecological traits of species - population growth and dispersal rates - can mitigate such extinction risks. The two spatially implicit metapopulation models show that the optimal management is a trade-off, benefits often being optimized for intermediate surfaces of exploitation. This optimal surface depends on the ecological traits and on the degree of disturbance incurred by human activities. Spatially explicit simulations suggest that optimal management is further improved when the spatial distribution of human activities is fragmented.
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<table>
<thead>
<tr>
<th>Ecosystem services refer to the benefits human populations derive, directly or indirectly, from ecosystem functions (Costanza et al., 1997). They are most usually provided by ecological communities embedded in a given landscape and have positive effects on human welfare.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A landscape is a mosaic of habitat patches (Dunning et al., 1992). The landscape can be either marine or terrestrial. The patch is the basic building block. A metapopulation (see below) can disperse within the landscape.</td>
</tr>
<tr>
<td>A patch is here assumed to be either exploited by human beings, either non-exploited. A patch can be occupied or not by the population of interest, which provides the ecosystem service.</td>
</tr>
<tr>
<td>Heterogeneity refers to a spatial characteristic of the landscape (Turner, 1989). Here, the landscape is an environmental mosaic, in which heterogeneity has two components: the amplitude of the environmental alteration due to human activities - compositional heterogeneity (Fahrig et al., 2011), and the spatial aggregation of the anthropized patches - configurational heterogeneity (Fahrig et al., 2011).</td>
</tr>
<tr>
<td>Fragmentation (as the reverse of spatial aggregation) is one component of spatial heterogeneity. The more fragmented the landscape, the less aggregated the exploited – or non-exploited - patches.</td>
</tr>
<tr>
<td>A metapopulation is a population of populations, connected by dispersers (Levins, 1969). Here, we assume that the metapopulation is made of local populations that live either in exploited patches or in non-exploited patches.</td>
</tr>
<tr>
<td>An ecosystem engineer species directly or indirectly modulates the availability of resources to other species by causing physical or chemical changes in biotic or abiotic materials (Jones et al., 1994).</td>
</tr>
<tr>
<td>A species niche is defined from its relationships with the biotic and abiotic elements of its environment. In other words, each species has a niche which is the intersection of all of the ranges of tolerance under which it can live (Hutchinson, 1957).</td>
</tr>
<tr>
<td>A population with a positive growth rate and which loses more emigrants than it receives immigrants is called a source population. Conversely, a population with a negative growth rate, with a greater immigration than emigration is called a true sink population (Pulliam, 1988). It differs from a pseudo-sink population that has positive growth rates, but still receives more immigrants than produces emigrants due to spatial heterogeneities in environmental conditions (Watkinson and Sutherland, 1995). Here, non-exploited patches are sources and exploited patches can be either true sinks or pseudo-sinks.</td>
</tr>
</tbody>
</table>
2. **Introduction**

The concept of ecosystem services arises from the need to define the relationships between human welfare and ecosystems. Ecosystem services can be defined as the goods and services that human populations derive from ecosystems (Costanza *et al.*, 1997). Several types of ecosystem services can be distinguished: provisioning services, such as water or wood; regulating services – such as water purification; supporting services – such as biological cycles; and cultural services – like ecotourism and aesthetic value. Most of them heavily depend on organisms’ presence or activity.

Some species delivering ecosystem services may be unaffected or even be favored by human activities within an agricultural landscape (Eriksson, 2012). In such instances, economical and ecological benefits are positively correlated, and the optimal solution is to devote the whole landscape to the considered activity. However, in most situations, human exploitation of ecosystems is harmful to species delivering ecosystem services, either reducing their abundance or their biodiversity. The 2005 Millennium Ecosystem Assessment pointed out the irreversible changes humans have caused over the last fifty years on ecosystems, resulting in a threat of extinction on 10 to 30% of mammal, bird, and amphibian species. For instance, in intensively managed agricultural landscapes, many pollinator populations have decreased, causing large decreases in the provisioning of the pollination ecosystem service (Biesmeijer *et al.*, 2006; Potts *et al.*, 2010). When human activities harm species providing ecosystem services, a dilemma emerges: which surface should be exploited, considering both human welfare and species conservation? How should we organize human activity to keep it sustainable?

While landscapes are increasingly disturbed by human activity, conservation of engineers appears all the more urgent.

Several constraints – biotic and abiotic – affect the outcome of this dilemma. On the abiotic side, environmental spatial heterogeneity is a key factor. Two components play an important role. First, the amplitude of the environmental alteration due to human activities, expressed as the degradation of the species ecological niche (*i.e.*, the reduction in the species growth rate). Second, the spatial aggregation of the human perturbation on the environment, affecting the ecological dynamics at landscape scales.
Based on this idea, some theoretical bioeconomics models take into account as many abiotic constraints as possible in order to optimize the human exploitation of a given resource (Sanchirico and Wilen, 1999).

Many empirical studies illustrate the critical role of spatial heterogeneities in the management of ecosystem services. Fragmentation has for instance been shown to increase extinction risks in disturbed landscapes (Fahrig and Merriam, 1994). Landscape structure also strongly affects the spatial distribution of wild populations. For instance, the abundance and structure of vole populations widely change depending on landscape type - from a village to an open field (Delattre et al., 1996). Landscape heterogeneity management is therefore at the heart of agricultural practice issues, as exemplified by the land sharing vs. land sparing debate (Green et al., 2005). This debate tackles the future food security. It discusses how management option trades-off exploitation and species conservation in space, by opposing farming the entire surface with wildlife friendly techniques – i.e. land sharing – vs. farming intensively some land whilst other land remains as a nature reserve – i.e. land sparing. Such options indirectly question the issue of landscape heterogeneity: is it optimal to reduce such heterogeneities (by exploiting a large group of homogeneous nature-friendly patches) or to strongly exploit fewer patches?

Biological aspects inherent to the ecosystem engineer species are equally important. Variation in dispersal capacities or reproduction rates modulates the consequences of human modifications for the persistence and functioning of such populations. Metapopulation (Hanski, 1991) and metacommunity (Leibold et al., 2004) models incorporate such aspects, and offer good opportunities to determine suitable strategies for a sustainable management of ecosystem services accounting for both conservation and economic issues. The role of non-exploited patches is highlighted when it comes to agricultural landscapes (Burel and Baudry, 2005) because the spatial variations in habitat quality may increase extinction risks for many species (Hanski, 1991) but also provide adjacent ecosystems with services due to population spillovers (Tylianakis et al., 2007; Loeuille et al., 2013). Dispersal, combined with environmental autocorrelation, define the environmental “grain” under which the species demography, evolution and management should be considered (MacArthur and Levins, 1967). Adapting spatial
models also requires considering how the ecosystem service is delivered by populations. Ecosystem services can be due to the presence of the species, independently of its density (presence-dependent ecosystem service: e.g., Byers et al., 2006) or proportional to the species density (density-dependent ecosystem service: e.g., Hodgson et al., 2010).

Several models tackle the issue of the optimal exploited proportion of a landscape. This is for instance a classical topic concerning the design of marine reserves, to improve the fishing efficiency and preserve wild populations (Baskett et al., 2007, Gaines et al., 2010, White et al., 2008). Pollination services can be similarly modeled, integrating ecological and economic constraints to define the optimal design of a landscape (Broisi et al., 2008). Such previous studies have often focused on specific situations with a detailed description of a particular ecosystem service with its inner constraints. Here, we intend to develop models that are more general in order to focus on the two constraints we view as key in determining ecosystem service management: species dispersal and spatial environmental heterogeneity. Particularly, we aim at understanding how these two constraints interact.

We consider a species in a heterogeneous landscape made of two different types of patches: exploited and non-exploited. Individuals disperse throughout the landscape, and provide an ecosystem service which positively affects human activities. The exploitation activity has a negative impact on the species survival. We take the point of view of a landscape manager who wishes to optimize his welfare or landscape utility. This welfare depends on two factors: the economic yield of the landscape exploitation, and the ecosystem service provided by the studied species. Using three complementary metapopulation models, we tackle the following questions:

1. What range of exploitation intensity allows the survival of the metapopulation?
2. What proportion of the landscape should the manager exploit to optimize both his yield and the ecosystem service?
3. Can this optimal management be dangerous for the metapopulation in terms of extinction probability?
4. What is the optimal spatial aggregation of non-exploited patches within the landscape?
Model (1) is spatially implicit and considers a "presence-dependent" ecosystem service. Model (2) is a two-patch model that investigates the consequences of density-dependence for ecosystem service management ("density-dependent" ecosystem service). Model (3) uses a spatially explicit approach that allows us to investigate how the aggregation of human activities constrains the optimal management.
3. **Materials and Methods**

Let us suppose that the economic performance is proportional to the exploited surface, modulated by the ecosystem service. For a manager running such a system, the optimization of the utility is defined by the following equation 1:

\[
\max_x \{ E^*(x) = xs^*(x) \} \quad \text{Equation 1}
\]

\( E \) is the manager’s utility, \( x \) the proportion of the surface dedicated to the activity and \( s \) the ecosystem service produced by the population (all parameters and variables are detailed in Table 1). The symbol * represents the equilibrium of the metapopulation, given the constraint \( x \). The manager’s utility follows the cardinal utility theory, such that the utility provided to the manager by several inputs can be quantified (Walras, 1874). This hypothesis of measurability enables the comparison of different utility values. The exploitation activity is assumed detrimental to the species delivering the ecosystem service, so that the manager faces a trade-off between direct production of goods and conservation of the ecosystem service. Increasing the exploited surface harms the metapopulation and therefore reduces the ecosystem service. \( s^* \) is thus a decreasing function of \( x \). Conversely, if the manager under-exploits the landscape, he reduces the economic gains of the exploitation activity, assumed to be proportional to \( x \). The problem of the manager is to determine the optimal exploited proportion of the landscape \( x_{opt} \) that optimizes equilibrium utility \( E^* \). The function \( E \) should follow the Cobb-Douglas model, often used in economics, which models the relationship between inputs and output welfare (Cobb and Douglas, 1928). The two-factor Cobb-Douglas function expression is: \( y = k_1 x_1^{k_2} x_2^{k_3} \), where \( \{x_1, x_2\} \) are the factors, \( k_1, k_2 \) and \( k_3 \) are constants, here equal to 1. To optimize \( E \), the simplest choice has been made: the optimization of the two-variable product. We detail in the online appendix the effects of changing the Cobb-Douglas function.

We successively deal with two issues: (1) determining the optimal proportion to exploit \( x \), (2) determining the optimal degree of aggregation of exploited patches. The first issue is tackled with spatially implicit models that allow for an entirely analytic solution of the problem, whereas the second requires
a spatially explicit model, studied through numerical simulations. The three following models are illustrated on figure 1.

3.1. Spatially Implicit Landscape

We consider a landscape that is spatially implicit. It includes two types of interconnected patches that form a metapopulation - a population of populations (Levins, 1969). Because the ecosystem service can depend on the presence of the species (presence-dependent ecosystem service) or on the local activity of each individual of the species (density-dependent service), two different metapopulation models are considered: a presence-absence model first (Levins, 1969), then a density-dependent source-sink model (Pulliam, 1988). A typical example of a present-dependent ecosystem service is the restoration of an ecosystem induced by the presence of a key engineer species on the landscape (Byers et al., 2006). Alternatively, the provision of fish biomass by designing marine reserves may illustrate density-dependent ecosystem services (Costello and Polasky, 2008).

3.1.1. Model (1): presence-dependent ecosystem service

Suppose that the landscape is made of two types of patches, non-exploited (a) and exploited (b). Time variations of patch occupancy can be written (see also figure 1):

\[
\begin{align*}
    & p_a'(t) = c(p_a + p_b)(h_a - p_a) - e_a p_a \\
    & p_b'(t) = c(p_a + p_b)(h_b - p_b) - e_b p_b \\
    & s'(t) = s_0(a p_a + p_b) - m s
\end{align*}
\]

System of equations 2

Assumptions for the first two equations are those of the classical Levins metapopulation model:

- We consider an infinitely spread network of patches.
- A patch can be in two different states: occupied or unoccupied by the population.
- There are two different types of occupied patches: non-exploited (a) and exploited (b). Exploited patches cover a fraction \( h_b \) of the landscape and the remaining \( h_a \) is left unexploited \( (h_a + h_b = 1) \).
The fraction $h_b$ therefore represents the exploitation strategy of the manager he wishes to optimize. $p_a$ is then the proportion of non-exploited patches occupied by the focal species while $p_b$ is the proportion of occupied exploited ones.

- Within each patch, only colonization and extinction processes - at rates $c$ and $e$ respectively - rule the population dynamics.
- We assume that exploitation deteriorates the conditions for the focal species, extinction rates being higher in exploited patches ($e_a < e_b$).

The third equation of the system of equations 2 defines the dynamics of the ecosystem service, given the following assumptions:

- In the case of species extinction ($p_a$ and $p_b = 0$), the ecosystem service decreases exponentially toward zero at rate $m$. The survival of the metapopulation is therefore needed for an optimal management of the landscape; otherwise $E$ tends asymptotically toward zero - see equation 1. Such an exponential decrease allows the modelling of contrasted scenarios. For an ecosystem service that reach zero immediately when the species disappears (e.g., pollination), $m$ can be chosen very high. Conversely, for an ecosystem service having a certain inertia (e.g. underground temperature regulation by fossorial organism), $m$ can be taken smaller.
- The ecosystem service is provided by the metapopulation at the patch-level throughout the whole landscape. It thus increases with the total proportion of occupied patches $p_a$ and $p_b$, at growth rate $s_0$.
- To allow for a comparison between the presence/absence model (1) and the density-dependent one (2), the ecosystem service is produced the same way in each case. In model (1), the ecosystem service provision thus depends on the presence of the population at the patch-level on the whole landscape, including the non-exploited patches. The relative influence of non-exploited patches compared to exploited patches is expressed by $\alpha$. This parameter however affects none of our results qualitatively and we set it to 1 in our analytical computations.

We use this model to solve the optimization problem - equation 1 - for $x = h_b$. 
Note that we do not model the reverse interaction between the species and its own niche because model (1) is ignoring the feedbacks of the ecosystem service on the engineers. In an alternative model, we consider niche construction processes (appendix 2), where the ecosystem service has an impact not only on the human utility, but also on the engineer species niche.

3.1.2. Model (2), density-dependent ecosystem service

In this second model, the delivery of the ecosystem service is dependent on species density. This model highlights the consequences of density dependence for an optimal management. Time variations of densities can then be written (see also figure 1):

\[
\begin{align*}
N_a'(t) &= r_a N_a(1 - N_a/K_a) + d (N_b - N_a) \\
N_b'(t) &= r_b N_b(1 - \varepsilon N_b/K_b) + d (N_a - N_b) \\
s'(t) &= s_0(\alpha N_a + N_b) - m s
\end{align*}
\]

System of equations 3

Such a system requires the following assumptions:

- The landscape is made of two patches, contrasted in size and / or productivity as modeled through carrying capacities (\(K_a\) and \(K_b\)).
- There are two types of patches: non-exploited (a) and exploited (b). We track the number of individuals in each type of occupied patches: \(N_a\) in the non-exploited patch and \(N_b\) in the exploited one.
- Individuals disperse between the two patches at rate \(d\).
- Landscape compositional heterogeneity is modeled by the proportion of land-uses. The effects of the different land-uses on the dynamics are modeled in two ways. The exploited patch is less suitable for the species, affecting intrinsic growth rates (\(r_b < r_a\) with \(r_a > 0\)) and carrying capacities (\(K_b < K_a\)). The non-exploited patch is therefore a source in the metapopulation. Conversely, the exploited patch has more immigrants than emigrants being either a true sink (\(r_b < 0\)) or a pseudo-sink (\(r_b > 0\), \(K_b < K_a\)). The landscape has a total carrying capacity \(K\), the non-exploited patch has a carrying capacity \(K_a\) and the exploited patch a carrying capacity \(K_b = K - K_a\).
The third equation determines the dynamics of the ecosystem service according to the following assumptions:

- In case of species extinction, the ecosystem service decreases exponentially at rate $m$. The survival of the metapopulation is therefore needed for an optimal management of the ecosystem service.

- Contrary to the previous model (1), in the present case of a density-dependent ecosystem service, provision depends on the local activity of individuals so that they are produced locally. As in model (1) however, the ecosystem service may be produced both in the exploited and non-exploited parts of the landscape. The ecosystem service thus increases with the number of individuals in the exploited patch $N_b$ and the abundance in the non-exploited patch $N_a$, at growth rate $s_0$. The relative influence of the non-exploited patch compared to the exploited patch is expressed by $\alpha$. This parameter however affects none of our results qualitatively (see appendix 5, which shows the effect of a variation of the parameter $\alpha$’s value). As a result, we set it to 0 in our numerical computations, modelling a situation in which the service produced in the unexploited patch does not diffuse spatially to influence the patch used by the manager.

We use here $K_b$ as a proxy of the surface devoted to the exploitation activity and use the model (3) to solve the optimization problem for $x = K_b / K$.

3.2. Model (3): spatial aggregation and ecosystem service provisioning

Finally, we study a spatially explicit landscape to tackle how the spatial aggregation of exploited patches affects the optimization problem.

To do so, we apply the system of equations 3 over a $n^2$ ($n = 30$) cell grid to represent a heterogeneous landscape, and study its dynamics in discrete time - see equations 4 and 5, with $s_0$ and $m$ defined as in the system of equations 3. The grid is set on a torus to avoid edge effects. Cells can be of two different types: non-exploited or exploited. Variables are as defined previously, with $i$ and $j$ coordinates of a cell on the grid, $t$ the time, $t^*$ the time at which equilibrium is reached. On odd time steps, reproduction
and competition take place, while on even time steps, dispersal takes place (see also figure 1). All technical data and code are given in appendix 3.

Variations in densities can then be modeled:

\[
\begin{align*}
N_{t+1}^{i,j} &= r_a N_t^{i,j} - \kappa_a N_t^{i,j}^2 & \text{on a patch of type (a)} \\
N_{t+1}^{i,j} &= r_b N_t^{i,j} - \kappa_b N_t^{i,j}^2 & \text{on a patch of type (b)} \\
N_{t+2}^{i,j} &= d' \left( N_{t+1}^{i+1,j} + N_{t+1}^{i-1,j} + N_{t+1}^{i,j+1} + N_{t+1}^{i,j-1} \right) - d N_{t+1}^{i,j}
\end{align*}
\]

System of equations 4

\[
s_{t+1} = s_0 \left( \sum \text{patches of type } b \ N_t^{i,j} \right) + s_t (1 - m)
\]

Equation 5

- First, populations grow following a logistic equation in each cell. For a given cell a, the growth rate \( r_a \) is reduced by \( \kappa_a N_t^2 \), a density-dependent competition term.
- Individuals disperse. Dispersal happens at random, in the nearest four neighbor cells.
- Quality of a cell \( i, q_i \) has as a positive effect on the growth rate \( r_i \) of the species and reduces competition coefficient \( \kappa_i \) (equations 6). Such an approach allows for modelling simultaneously growth rates and the carrying capacities based on a single parameter \( q_i \).

\[
\begin{align*}
r_i(q_i) &= \beta_1 \ln(\beta_2 q_i) & \text{System of equations 6} \\
\kappa_i(q_i) &= \kappa_{\text{min}} + (\kappa_{\text{max}} - \kappa_{\text{min}}) \exp(-\beta_3 q_i)
\end{align*}
\]

- A favorable environment therefore allows a better reproduction and less intraspecific competition.
- Note that, given system of equations 6: (i) when the quality is close to zero, the growth rate tends toward increasingly negative values (ii) when the quality equals 1, the growth rate is zero, 1 being therefore the limit between source and sink patches.

Quality \( q_b \) of exploited cells is chosen to mimick different situations: real sink \( (r_b < 0) \), non-sink \( (r_b = 0) \) or pseudo-sink \( (r_b > 0, K_b < K_a) \). Unexploited cells quality \( q_a \) always allows positive growth rates, such patches being therefore sources in the metapopulation (figure 6a). Dispersal rate \( d \) varies from 0 to 1.

Two spatial components are studied: the proportion \( h_b \) of the landscape dedicated to exploitation and cell aggregation on the other hand. For a given exploited proportion \( h_b \), the \( (1 - h_b) n^2 \) cells are as-
signed to unexploited type (a) and \( h_b n^2 \) remaining to "exploited" type (b). Landscapes of different levels of aggregation are built (figure 2) following Schlather (1999; 2001). Cell aggregation is determined by parameters \( C \) and \( \pi \) that respectively represent the sill and range of the variogram function \( \gamma \):

\[
\gamma : l \rightarrow C \left[ 1 - \exp \left( -3 \frac{l}{\pi} \right) \right]
\]

Equation 7

The range of the variogram \( \pi \) modulates cell aggregation. The greater the range, the more aggregated the cells of the same type. Conversely, the lower the range, the more fragmented the landscape. Aggregation depends on the exploited proportion \( h_b \) and aggregation \( \pi \) (Griffith and Layne, 1999). For instance, for an exploited proportion close to 50\%, the aggregation value provides a direct measure of the landscape autocorrelation. The further \( h_b \) from 0.5 the higher the aggregation, regardless of \( \pi \).

For each range value \( \pi \) and exploited proportion \( h_b \), simulations are run using R until the equilibrium is reached. Equilibrium utility \( E^* \) is averaged over all the replicates, and we show how \( E^* \) varies depending on these two parameters (figure 5). We determine which pair \((h_b, \pi)\) optimizes the utility and then deduce the optimal landscape structure. Therefore here \( x = \{h_b, \pi\} \) given the optimization problem (equation 1).

**Simulation plan:**

We adopted an ambitious simulation plan (1 200 000 simulations) that systematically varies the heterogeneity of the landscape and source-sink relationships among exploited and non-exploited patches.

- Quality \( q_h \) of exploited cells varies in the set \{0.01, 1.0, 1.5\}.
- Unexploited cell quality \( q_a \) is 2.
- Dispersal rate \( d \) varies between \( 10^{-3} \) and 1, each intermediate power of 10 being considered
- Parameter \( \pi \) varies between 0 and 1, with a step of 0.02 (50 configurations) and parameter \( h_b \) varies between 0 and 1, with a step of 0.02 (50 configurations), for a total of 2,500 scenarios (50*50).
- For each scenario of simulations, we did 40 replicates.
This extensive simulation approach allows us to feel confident regarding the robustness of the qualitative results we discuss later.
4. Results

4.1. Spatially Implicit Landscape

4.1.1. Model (1), presence-dependent ecosystem service

We compute analytically the equilibrium of system 2. Two equilibria exist: a trivial equilibrium \( \{p_a^* = 0, p_b^* = 0, s^* = 0\} \), at which the species is extinct, and a non-zero equilibrium, \( \{p_a^*, p_b^*, s^*\} \):

\[
\begin{align*}
 p_a^* &= \frac{c (e_a - 2 e_b h_a - 2 e_a h_b) + e_a}{2 c (e_a - e_b)} \left( e_b - e_a + \sqrt{(c - e_a + e_b)^2 + 4 c (e_a - e_b) h_b} \right) \\
 p_b^* &= \frac{c (e_b - 2 e_b h_b + 2 e_a h_b - e_b) - e_b}{2 c (e_a - e_b)} \left( e_a - e_b + \sqrt{(c - e_a + e_b)^2 + 4 c (e_a - e_b) h_b} \right) \\
 s^* &= \frac{s_0 [c - e_a - e_b + \sqrt{(c - e_a + e_b)^2 + 4 c (e_a - e_b) h_b}]}{2 c m}
\end{align*}
\]

System of equations 8

By definition, the proportion of exploited occupied patches \( p_b^* \) (resp. \( p_a^* \)) must be positive and not greater than the exploited proportion \( h_b \) (resp. \( h_a \)). The negative root is not considered there, as it makes neither ecological nor economic sense. The ecosystem service \( s^* \) must also be positive. We also checked analytically the stability of the equilibrium, using the Routh-Hurwitz criterion (details in appendix 4). Such an analysis shows that the two equilibria cannot be simultaneously stable.

As reported on figure 3, two scenarios are to be distinguished. If colonization is greater than extinction \( (e_a < e_b < c) \), then the non-zero equilibrium is stable and the metapopulation maintained (figure 3b). If colonization is greater than extinction only in non-exploited patches \( (e_a < c < e_b) \) (figure 3a), the non-zero equilibrium is stable if and only if the exploited proportion of the landscape does not exceed a critical value \( h_{bc} \) (equation 9). In this second case, exploited patches have a negative effect on the metapopulation survival \( (c < e_b) \) and limit the exploited proportion to prevent extinction.

\[
h_{bc} = \frac{e_b (c - e_a)}{c (e_b - e_a)}
\]

Equation 9
This critical threshold $h_{bc}$ decreases with extinction rates $e_a$ and $e_b$ and increases with $c$. Lower extinction rates and/or higher colonization rates thus allow a higher level of exploitation of the landscape, by making the system more suitable for the species. The critical proportion $h_{bc}$ also increases with the ratio $e_a / e_b$. $e_a / e_b$ is a measure of the similarity between the two types of patches. The closer $e_a / e_b$ is to 1, the more similar the two types of patches, and the greater the exploited surface can be. In other words, slighter modifications induced by exploitation enable the manager to exploit a larger surface.

We now determine the values of $h_{b,opt}$ that are solutions to the manager dilemma (equation 1), i.e. that optimize $E^* = s*(h_b) h_b$. Only one solution exists, $h_{b,opt}$:

$$h_{b,opt} = \frac{\sqrt{(e_a+e_b-c)^2[(c-e_a)^2+(c-e_a) e_b+e_b^2]-[(c-e_a)^2+4 (c-e_a) e_b+e_b^2]}}{9 c (e_b-e_a)}$$

Equation 10

$h_{b,opt}$ decreases with $e_b$ and increases with $c$. Lower impacts of exploitation, and/or higher colonization rate thus favor the maintenance of the metapopulation, and more surface can then be exploited. Increasing $e_a$ has contrasted effects on the optimal proportion $h_{b,opt}$.

- Increasing $e_a$ increases the similarity between the two types of patches, which increases $h_{b,opt}$.
- Increasing $e_a$ reduces the survival of the population, which decreases $h_{b,opt}$.

The first of the two effects is dominant when $e_a < e_b < c$ ($h_{b,opt}$ then increases with $e_a$). The second effect is dominant when $e_a < c < e_b$ ($h_{b,opt}$ then decreases with $e_a$).

From comparison of equations 9 and 10, note that the optimal proportion and critical proportion are always such that $h_{b,opt} < h_{bc}$. Setting an optimal management in itself never leads to extinction. However, the optimal management can be dangerously close to extinction threshold $h_{bc}$. To illustrate this, we compute $\Delta h$, the difference between $h_{bc}$ and $h_{b,opt}$:

$$\Delta h = \sqrt{\frac{(e_a+e_b-c)^2[(c-e_a)^2+(c-e_a) e_b+e_b^2]+c(c-e_a)(c-e_a)[(c-e_b)^2+5 (c-e_b) e_b+e_b^2]}{9 c (e_b-e_a)}}$$

Equation 11

When $\Delta h$ is small, any mistake in the assessment or implementation of the optimal management strategy, and any environmental stochastic event can lead to extinction. Panel (c) on figure 3 illustrates two
managements of the ecosystem service, one riskier than the other. Under conditions 2, the optimal management comes closer to metapopulation extinction than under conditions 1: $\Delta h_2 < \Delta h_1$.

A sensitivity analysis shows that $\Delta h$ is minimal for highest $|e_b - e_a|$ and smallest $|e_b - e_a|$. Under these conditions, the similarity index $e_b / e_a$ is low. In other words, when the exploited patches and the non-exploited ones are significantly different in terms of quality, the optimal management may involve large risks for the survival of the metapopulation.

### 4.1.2. Model (2), density-dependent ecosystem service

The dynamics of the density-dependent model is qualitatively similar to the dynamics of model (1). An analytical solution exists, but it is cumbersome and we prefer here to illustrate the results using a graphical approach (figure 4). As in model (1), we always obtain a single strategy $K_{b \text{ opt}}$ that optimizes utility $E$. $E^*$ is maximal for a given value of $K_b / K$, named $K_{b \text{ opt}} / K$. This optimal strategy depends on the source-sink relationships existing among patches.

When the exploited patch is a true sink (figure 4b), the non-zero equilibrium is lower than when the patch is a pseudo-sink (figure 4a): values of $N^*_a$, $N^*_b$ and $s^*$ in true sinks are lower than in pseudo-sinks. For true sinks, again in agreement with model (1), a limit of viability exists. Figure 4b represents a case where the extinction limit is not reached. Stable existence requires that $K_{bc} > K_b$, $K_{bc}$ being the critical carrying capacity of the exploited patch above which the metapopulation goes extinct. $K_{bc}$ increases with respect to $d$ and $r_w$. Thus, under low dispersal or low intrinsic growth rate in unexploited patches (a), the metapopulation goes extinct.

Note that pseudo-sink scenarios cannot occur for all exploitation strategies $K_b$ (figure 4a). Pseudosinks require that $r_b > 0$, and $K_b < K_a$. As $K_b = K - K_a$ these conditions entail that $K_b / K < 0.5$. When the exploited patch is a pseudo-sink, $K_{b \text{ opt}} = \min (0.5 K; \max E^*)$. In the case of a non-sink scenarios ($r_b = 0$), replacing $r_b = 0$ in equations 3, we find $s^*(K_b) = (K - K_a) K_b s_0 / m$, so $K_{b \text{ opt}} = 0.5 K$.

The results of a variation of parameter $\alpha$ are provided in appendix 5.
4.1.3. Comparison between the results of model (2) and model (1)

As pointed out by Levins when introducing his classical metapopulation model (Levins, 1969), on which model (1) is based, the equations are structurally identical to the classical logistic equation, on which model (2) is based. Therefore, posing \( r_i = c - e_i \) and \( K_i = (c - e_i)/c \), for \( i = \{a, b\} \) establishes strong links between the two models. Under these conditions, studying the optimal occupancy using model (1) or the optimal carrying capacity division using model (2) are equivalent procedures.

A difference however exists due to our definition of ecosystem services in the two models. In model (1), we considered an ecosystem service produced at landscape scale, due to the presence of the metapopulation ("presence-dependent") while in model (2) we assumed that the ecosystem services are produced by local individual activity ("density-dependent"). Equivalence between the two optimization processes therefore requires that we turn off this difference (\( i.e., \) setting \( \alpha \) in model (1) equal to \( \alpha \) in model (2)).

4.2. Spatially Explicit Landscapes: study optimal aggregation

We compute the utility at equilibrium, thanks to the ecosystem service at equilibrium, which is given by the following expression, according to equation 5:

\[
 s^* = \frac{s_0}{m} \left( \sum_{\text{patches of type } b} N_{i,j}^{e} \right)
\]

4.2.1. Influence of the exploited cells quality

The different columns of figure 5 show the effect of varying exploited cell quality on the optimization issue. For quality values lower than 1 (true sinks, left column), the maximum utility (white dot) is obtained for a low aggregation of 0.04 (\( \pi_{opt} \)) and for an exploited proportion between 0.64 and 0.68 (\( h_{b, opt} \)), depending on the dispersal rate and other fixed parameters. Optimally exploited landscapes
imply a large exploitation of the landscape and that this activity is spatially fragmented. A linear regression between \( h_{b\,\text{opt}} \) and \( \pi \) shows a positive and significant linear relationship between the optimal proportion and the aggregation (figure 5, left column, white lines).

For exploited patches quality values superior or equal to 1 (non-sink and pseudo-sink, middle and right columns of figure 5), two remarkable results must be stressed. First, variations in utility are mainly driven by the area devoted to exploitation (i.e., variations in \( h_b \)). Aggregation has comparatively little effect. Second, the optimal space devoted to exploitation \( h_{b\,\text{opt}} \) is largely increased in such scenarios (compare with the left column, true sink scenarios). In the results presented on figure 5, this value is even very close to one, i.e. a complete exploitation of the landscape. Note however that such extreme values are reached because only exploited cells produce an ecosystem service. If we allow the non-exploited cells to also contribute to the ecosystem service (appendix 6), \( h_{b\,\text{opt}} \) values become less extreme, but still increase with increased quality of exploited cells (increased \( q_b \)).

### 4.2.2. Influence of the dispersal rate

The no dispersal case can be treated analytically. In the case true sink scenario, the population then disappears in exploited cells so the utility is zero whatever the aggregation and the exploited proportion. In the case of pseudo-sinks, the ecosystem service is no longer coming from non-exploited sources cells, so the utility is maximized when exploiting the whole landscape: \( h_{b\,\text{opt}} = 1 \).

Comparing the rows on figure 5, one might think that dispersal has no influence on the results. Indeed, dispersal little impacts the optimal management of the ecosystem service. However, it has a strong effect on the expected level of the manager’s welfare \( E \) (figure 6b). For true sink scenarios, a strong positive relationship exists between the maximal utility and dispersal (figure 6b, dotted curve). A strong difference indeed exists between exploited cells and non-exploited ones - between sinks and sources, so that local population density and related ecosystem services are closely linked to the contribution of immigrating individuals. Conversely, the higher the exploited cells quality, the lower the effect of dispersal on the maximum utility value (no sink and pseudo-sink scenarios, dashed and solid curves on
figure 6b). The higher the quality of exploited cells, the smaller the difference among exploited vs. unexploited patches, the less important the migration effects for the provisioning of the ecosystem service.

4.2.3. Convergence of models (2) and (3) at low aggregation

For large number of patches in the simulation model (3), we observe that the associated optimization problem becomes equivalent to the optimization problem associated with model (2). This requires that dispersal movements most often link patches of type (a) with patches of type (b), i.e., that the aggregation of the landscape associated with model (3) is minimum.

Indeed, consider the total exploited carrying capacity in model (3), from which the ecosystem service emerges, given the total capacity of the landscape. This can be written:

\[
x = \frac{n_b K_b}{n_a K_a + n_b K_b},
\]

where \(n_i\) is the total number of patches of type \(i\) and \(K_i\) their carrying capacity.

Low aggregation only happens when (1) \(\pi\) is small; (2) patches are in approximately equal numbers (i.e., \(n_a \approx n_b\)). Under such conditions, \(x\) reduces to:

\[
x = \frac{K_b}{K_a + K_b},
\]

which is exactly the optimization problem posed in model (2) (see part 4.1 in Results section).
5. Discussion

The three models we propose give different, but complementary perspectives on the management of ecosystem services, showing that spatial environmental variations and dispersal levels interact to determine the optimal strategy to be adopted, in terms of the surface to be devoted to the activity, and of the level of aggregation to be used for such activities. The spatially explicit model (3) shows that this compromise is particularly critical when exploited patches are true sinks. Spatially implicit models (1) and (2) demonstrate the existence of a non-trivial optimal proportion (neither 0 nor 100 %), and show the critical role of variations in quality and in the dispersal rate linking patches (c in the model (1), d in the model (2)). There is thus a qualitative agreement between the results of models (1), (2) and (3). If we consider more precisely the characteristic pattern of model (3) and the E-hb bell curves of the models (1) and (2), strong links exist between the different models. The projection of utility values at equilibrium $E^*$ onto the $h_b$ axis (model (1)) or $K_s / K$ (model (2)) is comparable to the pattern drawn on the grid figure 5, for a given aggregation.

Beyond these common points, the three models are complementary in the way they account for spatial components of the dilemma. Considering the two density-dependent models (2) and (3), dispersal processes are not strictly equivalent. Within the spatially implicit model (2), dispersal occurs between two different patches, so all the metapopulation movements are source-sink and not source-source or sink-sink. In the spatially explicit model (3), individuals disperse locally. Given a level of aggregation, many movements will link similar patches. The optimal position of sources compared to sinks is then critical to determine the ecosystem service provision. We show that utility is then optimized when the activity is fragmented. Exploited patches are then separated from each other and not combined into a single large patch. This yields large contact limits, which allows a better diffusion of the ecosystem service throughout the landscape, associated with a better maintenance of the metapopulation.

Bioeconomic models of renewable resource exploitation have however pointed out that the population distribution on a patchy landscape influences the effort required to harvest the resource. Considering three patches, one source and two sinks, Sanchirico and Wilen (1999) conclude that the total effort is
lower than in the case of three non-interconnected patches. Indeed, as the population disperses towards low profitability patches (sinks), biomass and effort levels are enhanced in the two sink-patches, whereas they decrease in the source-patch in response. Such results can be linked to those of our spatially explicit model (3). Dispersal has proved to increase the gains in the overall landscape in the case of a true sink scenario, for an unchanged effort.

One could question the strong assumption made on dispersal in the model (3), for individuals only disperse in the nearest four neighbor cells. Alternative scenarios are possible, for instance individuals also moving diagonally on the chessboard or moving more than one cell away at each time step. Both scenarios lead to higher dispersal abilities, resulting in a decrease of the environmental grain (MacArthur and Levins, 1967), which decreases the effect of aggregation on the optimal landscape management (see figure 5) and modifies the expected ecosystem service (see figure 6). The random movement assumption could also be challenged, as individuals may move preferentially towards non-exploited cells (a). This asymmetry is equivalent to an increase of the relative weight of non-exploited cells over the landscape, which results in a higher optimal proportion of exploited cells.

Our three models may be linked to various empirical studies dealing with the optimal management of ecosystem services. The presence-absence model may be relevant in the case of species that have a broad impact even at low density (Byers et al., 2006). We can then make the approximation that the presence of the species is enough to provide the ecosystem service. To improve productivity (water use) of a desert landscape, porcupines digging pits or ant colonies that form mounds contribute to the creation of hydrological wells are particularly adapted, and efficient even at low densities (Byers et al., 2006). In such situations, our spatially implicit model (1) can provide a useful rule of thumb to determine the proportion of the landscape that should be preserved for these species to act.

However, in many instances, the provision of ecosystem services is density-dependent. For instance pollination services will crucially depend on the abundance of the various guilds of pollinators. Regarding pollination, empirical data highlight the possible use of landscape strategies to optimize both the performance of an exploited field and the butterfly abundance (Hodgson et al., 2010). Because the
service measured is tightly linked to butterfly densities, this example illustrates a density-dependent ecosystem service close to models (2) or (3). The study suggests that the intensity of exploitation critically determines the optimal exploitation strategy. When land-use intensification has negative effects on the ecosystem service provided the manager needs to insert natural reserves into his exploitation, highlighting the compromise between biodiversity and production. Alternatively, if the choice of extensive cropping is made, inserting natural reserves at the margins of the field appears efficient enough. We find a similar result in our spatially explicit model: if the quality of an exploited landscape is high enough (pseudo-sink), exploiting the whole landscape leads to an optimal management.

Next to the pollination service, food provisioning from marine reserves rely on fish biomass and is therefore typically linked to densities. Establishing marine reserves allows fish populations to reproduce. Through a spatially explicit model of harvesting a renewable resource (e.g. fishing) results that are consistent with the results of the model (3) can be obtained (Costello and Polasky, 2008):

• To optimize the net value of harvest, one should preserve some areas using biological reserves.
• If biological reserves are connected with anthropic areas, the landscape is heterogeneous in terms of resource (fish) availability, with a possible positive effect on profit. This agrees with results of model (3): more randomly distributed unexploited patches increase overall utility. Costello & Polasky (2008) consider a different modelling approach (stochasticity affecting both growth rate and the dispersal) but results are still consistent with our model (3).

In terms of agricultural management, our spatially explicit model may be used to discuss the pros and cons of land sharing vs. land sparing. Land sharing proposes that future yields should involve a wildlife-friendly agriculture, with enlarged agricultural areas, while land sparing suggests that the manager dilemma should be solved by maintaining restricted exploited areas, with increased local yields. Therefore, the two options differ in the proportion of the landscape devoted to agriculture, and in the magnitude of the spatial contrast in source/sink dynamics, two aspects we consider here.

Green et al. (2005) suggest that there is not only one simple solution to solve this trade-off. For instance, the optimal type of farming depends on the impact of agricultural yield on the species’ density.
If the relationship between population density and crop yield is convex, their model proves that land sparing allows for greater population conservation with a higher yield. This is in agreement with the results of model (3): introducing unexploited islands into an exploited landscape is an optimal management conciliating ecosystem services and metapopulation maintenance. Our results however suggest that a large contact surface between natural and exploited patches improves this management and that decreasing differences of quality (e.g., pseudo-sink situations) may even allow a full exploitation of the landscape. Our results thus support the view that land sharing may be a better solution than land sparing.

Vandermeer and Perfecto (2005) question some assumptions and conclusions of Green et al. (2005). They point out the absence of interpatch migration and more generally that interactions among land-uses are ignored. In this regard, the present study helps to bridge such gaps. In the model (1), the colonization process for instance determines patch occupancy, hence the total ecosystem service that is provided. In models (2) and (3), individuals disperse between the different patches at rate $d$. Figure 5, stressing the role of dispersal rate on the optimal management, confirms the need to integrate metapopulation aspects into agricultural management, as proposed by Vandermeer and Perfecto.

More generally, in terms of concrete implications, the presented models may help managers to understand the key parameters affecting the optimal exploitation strategy. We assume the landscape manager controls the area he devotes to exploitation and part of its impacts on natural populations in exploited patches (e.g. intensity of the exploitation, temporal pace of crop, use of chemical products, mechanical or manual way of harvesting). The first two models allow a "rule of thumb" determination of the amount of landscape that should be left unexploited depending on the type (presence or density-dependent) of ecosystem service considered. The manager can influence this optimal area by modulating its impacts on patch quality. The third model adds the information that aggregation of natural patches has less effect than the proportion dedicated to exploitation. However, a fragmented distribution of natural patches clearly improves the optimal management.

Because we kept the three models simple and general, various limitations affect our results.
From an economic point of view, we based our analysis on a multiplicative utility function $E$ that is simplified in terms of costs. Indeed, we do include a direct cost of exploitation, part of the landscape being attributed to natural habitats and therefore not exploited, but we did not include any extra cost linked to the spatial structure of the landscape. Cost structure however depends on specific features of the ecosystem service or of the landscape considered (Bockstael et al., 1995). For instance, our results highlight that an integration of natural areas within the exploited landscape is the best solution as it facilitates the diffusion of ecosystem services. However, in an agricultural context, the fragmentation of a field reduces the effectiveness of the exploitation, incurring additional costs we did not consider here. For marine ecosystems, the surveillance of fishing areas becomes more difficult when they are intertwined with marine reserves. If a harvest cost is introduced in the profit function, then if fish density is high, such harvest costs become relatively less important. Remarkably, this constraint also leads to an optimal structure with marine reserves (White et al., 2008).

The three models focus on a single metapopulation that provides a single ecosystem service, or positively correlated ecosystem services. In general, it is expected that ecosystem services would emerge from the entire dynamics of ecological networks, and therefore depends on the community structure and species diversity (Mitchell et al., 2013). Such aspects could be studied using metacommunity models. Either the metacommunity provides a single ecosystem service and species interact with each other, either each species in the metacommunity provides a distinct ecosystem service. In this latter situation, the various ecosystem services are coupled through the multispecies interactions that exist within the network. As a result, trade-offs may emerge between the different ecosystem services, that have to be managed simultaneously (Loeuille et al., 2013). Such optimal management of multiple ecosystem services can significantly improve the utility provided to human beings, especially if the species involved strongly interact (White et al., 2012). They also significantly complexify the optimization approach compared to the relatively simple scenarios we show here.

One of the key assumptions which is made regarding the manager’s utility is that the economic performance of the landscape increases with respect to the local ecosystem service produced. Without this
critical assumption, the problem raised by this study is no longer relevant. In fact, if the ecosystem service produced has a negative impact on the manager’s utility, the problem is solved, the optimal management strategy being the exploitation of the whole landscape. A typical example is the case where the metapopulation present on the landscape fights against the manager’s crop. Byers et al. (2006) remind that accidentally introducing an undesirable species on an environment one wants to restore might counter the restoration. The interaction between the manager’s welfare and the species function is a keystone of the models.
6. **Conclusions**

We model the provision of an ecosystem service by a metapopulation on a more or less anthropized landscape. We solve a double optimization problem: the quantity of ecosystem service provided by the metapopulation and the yield of the human manager’s exploitation *i.e.* the exploited proportion of the landscape. When it comes to optimizing both the manager and the metapopulation welfare, it necessarily leads to a trade-off. First we find that overall benefits are optimized for intermediate surfaces of exploitation, meaning that there is no trivial solution. Then we show that this trade-off depends on ecological traits and on the degree of human disturbance on the landscape. At last, we prove that the optimal management is improved when human activities are spatially fragmented.
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5. Artwork Captions

**Table 1.** Table of parameters and variables of the optimization problem and the different models.

**Fig. 1.** Conceptual diagram of the three different models. The first two models are illustrated on subplots a and b. The third one is presented on subplot c.

**Fig. 2.** Representation of a range of nine landscapes according to \( h_b \), the exploited proportion of the landscape and \( \pi \), the level of aggregation of patches of the same type. Toric landscapes are shown in two dimensions. Each landscape is represented with a square of 30 patches side. In light grey, the non-exploited patches, in dark grey the exploited patches.

**Fig. 3.** Representation of the utility at equilibrium \( E^* \) with respect to the exploited proportion \( h_b \). On (a) and (b), illustration of two solutions of the optimization problem. On (c), illustration of the compromise between the manager’s welfare and the engineer conservation. The utility at equilibrium \( E^* \) is plotted with respect to \( h_b \) for \( m = 0.15 \) and \( s_0 = 0.70 \). \( h_{b, opt} \) is represented with a dotted line. (a) \( e_a < c < e_b \). \( c = 0.20, \ e_a = 0.05 \) and \( e_b = 0.50 \). \( h_{b, opt} = 0.45 \). (b) \( e_a < e_b < c \). \( e_a = 0.30, \ c = 0.50 \) and \( e_b = 0.45 \). \( h_{b, opt} = 0.68 \). (c) The arrows represent \( \Delta h \). In grey, the optimal management is riskier than in black. Black: \( c = 0.20, \ e_a = 0.05 \) and \( e_b = 0.50 \). Distance \( \Delta h_1 \) is equal to 0.38. Grey: \( c = 0.15, \ e_a = 0.10 \) and \( e_b = 0.70 \). \( \Delta h_2 \) is then equal to 0.19.

**Fig. 4.** Illustration of numerical results of model (2). In each case, isoclines \( \{ N_a, N_b \} \) are represented on the left panel - the intersection illustrates the positive stable equilibrium of the system of equations. In dotted, \( N_a \); in solid, \( N_b \). The same scale is used on X-axis and Y-axis. Unity is individuals. The utility function at equilibrium with respect to \( K_b / K \) is represented on the right panel. \( r_a = 0.4, \ d = 0.1 \) (a) Pseudo-sink, \( r_b = 0.1 \). In grey is represented the zone where \( K_b / K \) cannot take any value. (b) True sink, \( r_b = -0.1 \). In every subplot, \( a = 0 \).

**Fig. 5.** Grids of results representing the utility at equilibrium \( E^* \) with respect to the quality of the exploited patches \( q_b \) and the dispersal rate \( d \). \( q_b \) is set to 2, \( s_0 = 0.80 \) and \( m = 0.30 \). Data represented on each grid are utilities at equilibrium with \( \pi \) the aggregation in abscissa and \( h_b \) the exploited proportion of the landscape in ordinate. The utility scale is provided on the bar on the right of each grid; the darker the colour the higher the utility at equilibrium. The white dotted line is the regression of the maximum utility values for each value of aggregation. The white lozenge is the maximum value on the grid, that is to say the optimal mode of management \( (h_{b, opt}, \pi_{opt}) \).

**Fig. 6.** (a) Representation of the competition coefficient and the intrinsic growth rate of the population with respect to the quality of a patch. Increasing curve: the intrinsic growth rate (left scale). Decreasing curve: competition coefficient (right scale). The parameters chosen are those used in the simulations: \( \beta_1 = 1, \ \beta_2 = 1, \ \beta_3 = 0.5 \log (\log (2) - 0.2) / 0.8, \ \kappa_{\min} = 2.10^{-4} \) and \( \kappa_{\max} = 1.10^{-3} \). (b) Illustration of the influence of dispersal on the maximum value of utility at equilibrium. Representation of the maximum utility with respect to the dispersal rate, for three values of the quality of the exploited patches. Logarithmic scales. Solid line, \( q_b = 1.5 \), dashed, \( q_b = 1 \), dotted \( q_b = 10^{-2} \).
### 6. Table

**Table 1**

<table>
<thead>
<tr>
<th>Variables of the optimization problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ Manager’s welfare</td>
</tr>
<tr>
<td>$x$ Exploited proportion of the landscape</td>
</tr>
<tr>
<td>$s$ Ecosystem service</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables and parameters of the model (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_a$ Proportion of occupied non-exploited patches</td>
</tr>
<tr>
<td>$p_b$ Proportion of occupied exploited patches</td>
</tr>
<tr>
<td>$c$ Average rate of colonization events</td>
</tr>
<tr>
<td>$e_a$ Average rate of extinction events in a non-exploited patch</td>
</tr>
<tr>
<td>$e_b$ Average rate of extinction events in an exploited patch</td>
</tr>
<tr>
<td>$h_a$ Proportion of non-exploited patches on the landscape</td>
</tr>
<tr>
<td>$h_b$ Proportion of exploited patches on the landscape</td>
</tr>
<tr>
<td>$s_0$ Growth rate of the ecosystem service</td>
</tr>
<tr>
<td>$m$ Decay rate of the ecosystem service in the absence of the engineer</td>
</tr>
<tr>
<td>$\alpha$ Relative influence of non-exploited patches compared with exploited patches in the ecosystem service</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Additional variables and parameters of the model (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_a$ Number of individuals in the non-exploited patch</td>
</tr>
<tr>
<td>$N_b$ Number of individuals in the exploited patch</td>
</tr>
<tr>
<td>$r_a$ Intrinsic growth rate in the non-exploited patch</td>
</tr>
<tr>
<td>$r_b$ Intrinsic growth rate in the exploited patch</td>
</tr>
<tr>
<td>$K$ Carrying capacity in the whole landscape</td>
</tr>
<tr>
<td>$K_a$ Carrying capacity in the non-exploited patch</td>
</tr>
<tr>
<td>$K_b$ Carrying capacity in the exploited patch</td>
</tr>
<tr>
<td>$\varepsilon$ Equals +1 if $r_b &gt; 0$; equals -1 otherwise (negative density-dependence)</td>
</tr>
<tr>
<td>$d'$, $d$ Metapopulation dispersal rate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Additional variables and parameters of the model (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_a$ Competition within an non-exploited patch parameter</td>
</tr>
<tr>
<td>$\kappa_b$ Competition within an exploited patch parameter</td>
</tr>
<tr>
<td>$d'$, $d$ Dispersal rates</td>
</tr>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>$\beta_1$</td>
</tr>
<tr>
<td>$\beta_2$</td>
</tr>
<tr>
<td>$\beta_3$</td>
</tr>
<tr>
<td>$\kappa_{\text{min}}$</td>
</tr>
<tr>
<td>$\kappa_{\text{max}}$</td>
</tr>
<tr>
<td>Model (1)</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>spatially implicit landscape</td>
</tr>
<tr>
<td>presence-dependent ecosystem service</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c) Growth and competition</th>
<th>Dispersal</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_a(q_a) ) ( r_b(q_b) ) ( \kappa_a(q_a) ) ( \kappa_b(q_b) )</td>
<td>( d )</td>
</tr>
</tbody>
</table>

**Model (3)**
- spatially explicit landscape
- study of the effect of aggregation on optimal management
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\[ E^*, \text{utility at equilibrium} \]
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