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ON THE BOLTZMANN GAS MIXTURE EQUATION: LINKING THE KINETIC AND FLUID REGIMES

CARLO BIANCA AND CHRISTIAN DOGBE

Abstract. This paper aims at developing a new connection between the Boltzmann equation and the Navier-Stokes equation. Specifically the paper deals with the derivation of the macroscopic equations from asymptotic limits of the Boltzmann equation for a binary gas mixture of hard-sphere gases. By extending the methodology of the single-component gases case and by employing different time and space scalings, we show that it is possible to recover, under suitable technical assumptions, various fluid dynamics equations like the incompressible linearized and nonlinear Navier-Stokes equations, the incompressible linearized and nonlinear Euler equations. The novelty of this paper is the method that we propose, which differs from the Hilbert and Chapman-Enskog expansions. Future research directions are also discussed in the last section of the paper with special attention at the different scalings that can be employed in order to obtain equations presenting a ghost effect.
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1. Introduction

The statistical description of a rarefied gas, but in general of a thermodynamic system not in thermodynamic equilibrium, dates back to Ludwig Boltzmann when in 1872 proposed his celebrated equation. Since the derivation of the classical Boltzmann equation various issues have remained elusive but a very substantial progress has been made in the study of kinetic models for a gas composed of a very large number of identical particles, moving in a three-dimensional space. In this context the interest in the statistical description of a gas mixture has gained much attention and the theory for a simple gas has been generalized for gas mixtures, see the paper of Sirovich and Thurber [29].

A gas mixture is a physical system more complex than a single fluid, even if one considers non-reactive (inert) mixtures. To the best of our knowledge, the first investigation on the dynamics of a gas mixture goes back to Fick [20] in 1855. Subsequently the derivation of the Boltzmann equation for binary gas mixtures has been devised, see [15]. Recently, Kosuge et al. [28] have investigated the case of a binary mixture of hard-sphere gases confined between two parallel plates for a large difference of temperature. The interested reader in a more deeper understanding of this topic is referred to, among others, papers [1], [2], [16].

The present paper deals with the mathematical derivation of incompressible fluid mechanics equations, such as the Navier-Stokes (or Euler) equations, from the Boltzmann equation for binary inert gas mixture. The paper thus aims at developing a new connection between the Boltzmann equation and the Navier-Stokes equation. Specifically the paper deals with the derivation of the macroscopic equations for a binary gas mixture of hard-sphere gases from asymptotic limits of the Boltzmann equation. By extending the methodology of the single-component gases case proposed in [17] and by employing different time and space scalings, we show that it is possible to recover, under suitable technical assumptions, various fluid dynamics equations like the incompressible linearized and nonlinear Navier-Stokes
equations, the incompressible linearized and nonlinear Euler equations. It is also worth mentioning the papers [3, 4, 18] where a general class of kinetic models with collisional integral having the classical collision invariants is considered and whose asymptotic limit leads to the classical equations of the incompressible fluid mechanics.

Differently from the single-component gases case, the pertinent literature for the gaseous mixtures case is more limited. In [32, 36] the condensation-vaporization problem for the mixture of vapors of different species has been considered. The derivation of incompressible Navier-Stokes equations from Boltzmann equations that model the dynamics of gases whose particles may undergo nonelastic collisions has been proposed in [9]. In [11], starting from a kinetic model for a chemical reaction, the authors have derived multi-temperature reactive Euler equations. In [23, 25, 37] the authors have considered the Vlasov-Boltzmann system for a fluid of two species of interacting particles and have performed diffusive expansions, in terms of Knudsen numbers, for the solutions of the rescaled system around Maxwellians of equal weights for the two species. The formal passage from a kinetic model to the incompressible Navier-Stokes equations for a mixture of monoatomic gases with different masses has been performed in [10]. In [34] the authors deals with an interesting proof of an almost exponential decay rate of solutions near the Maxwellian equilibrium. It is worth stressing that in the multispecies Boltzmann equation, each species does not conserve the momentum and energy, although these quantities are conserved for the entire systems, making difficult the hydrodynamic limit when, for example, the characteristic microscopic time is of the order of the relaxation time of the temperature among the species [26].

The novelty of this paper is the method that we propose for deriving the hydrodynamic equations from the Boltzmann equation, which differs from the Hilbert and Chapman-Enskog expansions. Specifically the method consists in passing to the limit as the Knudsen number vanishes in the local conservation laws of mass, momentum and energy that are satisfied by “well-behaved” solutions of the Boltzmann gas mixture equations system.

It is worth stressing that a general strategy for deriving global hydrodynamic limits leading to incompressible models was proposed by Bardos, Golse and Levermore [4, 5, 3] who have considered the hydrodynamic limit problems related to single species cases by considering as underlying framework the Chapman and Enskog framework [15] with more general collision kernels. In particular in [4, 5, 3] the authors have shown that the compressible Navier-Stokes equations is the governing hydrodynamic equations if the first order approximation is included when the Mach number is a constant and the Knudsen number goes to zero, and the hydrodynamic equation is the incompressible Navier-Stokes equations when the Mach number goes to zero with the same rate as the Knudsen number. A different approach has been recently proposed for the asymptotic limit of generalized Boltzmann-type equations in which the action of a thermostat has been taken into account, see [7], [8].

The contents of this paper are organized as follows. After this introduction, Section 2 deals with the underlying framework, which is the binary gaseous mixture Boltzmann equation, and we collect some basic ingredients and known results that we will use later into the paper. In Section 3 we consider various scalings which lead to the derivation of the hydrodynamic models by introducing the dimensionless parameter in the problem: the scaled interaction mean-free path $\varepsilon$. The scalings that are of interest are the hyperbolic scaling and the parabolic scaling. The proof of the main result is given in Section 4. Finally Section 5 is concerned with further research directions on the possibility to derive macroscopic equations by employing generalized scaling with the aim to obtain the limiting ghost effect system.

2. The Binary Gaseous Mixture Boltzmann Equation

This section is concerned with the presentation of the underlying framework that will be subjected to the asymptotic analysis. Specifically we consider the evolution of a binary
gaseous mixture, e.g. the mixture of the L-component and the H-component. In what follows, the Greek letters $\alpha, \ell$ are symbolically used to represent the two species having masses $m^\alpha$ and $m^\ell$, that is say $\{\alpha, \ell\} \in \{L, H\}$.

Let $F^\alpha = F^\alpha(t, x, v)$ be the distribution function of the $\alpha$-component that is solution of the following binary gaseous mixture Boltzmann equations system (see Kogan [27], Chapman and Cowling [15], Feziger and Kaper [19], Hirschfelder et al. [24]):

\[
\begin{align*}
\partial_t F^\alpha + v \cdot \nabla_x F^\alpha &= \frac{2}{\sqrt{\pi} \Kn} (Q(F^\alpha, F^\ell) + Q(F^\ell, F^\alpha)) \quad &(2.1a) \\
\partial_t F^\ell + v \cdot \nabla_x F^\ell &= \frac{1}{\sqrt{\pi} \Kn} (Q(F^\ell, F^\alpha) + Q(F^\alpha, F^\ell)) \quad &(2.1b)
\end{align*}
\]

where $\Kn$ is the Knudsen number and $Q(F^\alpha, F^\ell) = Q(F^\ell, F^\alpha)(t, x, v)$ is the Boltzmann collision operator:

\[
Q(F^\alpha, F^\ell) = \int_{S^+ \times \mathbb{R}^3} [F^\alpha(v) F^\ell(v') - F^\alpha(v') F^\ell(v)] B^{\alpha\ell}(v, v') d\omega dv, \quad (2.2a)
\]

\[
F(v) = F(t, x, v) = \{F^\alpha(t, x, v), F^\ell(t, x, v)\}, \quad \text{ where } S^+ \text{ is the half-sphere defined by } (v - v_*) \cdot \omega, \text{ with } \omega \text{ an unit vector, } v := v_* - v \text{ is the relative velocity, } d\omega \text{ is the solid angle element in the direction of } \omega, \text{ } B^{\alpha\ell}(= B^{\ell\alpha}) \text{ is a nonnegative function, whose functional form is determined by the intermolecular force between species } \ell \text{ and } \alpha. \text{ In particular } B^{\alpha\ell} \text{ is the collision kernel that corresponds to the hard-sphere gas case (cross-section). The integration in Eq. (2.2) is carried out over the whole space of } v_* \text{ and the whole direction of } \omega. \text{ The domain of integration appearing in the sequel is, unless otherwise stated, the whole space of the integration variables. Since we are not dealing with free particles, at least because of collisions, under some physical assumptions, the Boltzmann collision operator, is an operator acting only w.r.t. velocity variable } v.
\]

Assuming elastic collisions among the particles, the post-collisional velocities $v'$ and $v'_*$ reads:

\[
v' = v + \frac{2m^\ell}{m^\alpha + m^\ell} (\omega \cdot \mathbf{v}) \omega, \quad v'_* = v_* - \frac{2m^\alpha}{m^\alpha + m^\ell} (\omega \cdot \mathbf{v}) \omega. \quad (2.3)
\]

Relation (2.3) can be obtained from momentum and energy conservation during the collision $(v, v_*) \leftrightarrow (v', v'_*)$, that read:

\[
m^\alpha v' + m^\ell v'_* = m^\alpha v + m^\ell v_*
\]

\[
m^\alpha |v'|^2 + m^\ell |v'_*|^2 = m^\alpha |v|^2 + m^\ell |v_*|^2
\]

where $m^\alpha$ is the molecular mass of the $\alpha$-component.

As already mentioned, in this paper we consider the following hard-sphere form for the function $B^{\alpha\ell}$ appearing in the collision term (2.2) (see [15]):

\[
B^{\alpha\ell} = \frac{(d^\alpha)^2}{2} |\omega \cdot \mathbf{v}|, \quad d^{\alpha\ell} = \frac{d^\alpha + d^\ell}{2}, \quad (2.4)
\]

being $d^\alpha$ the molecular diameter of species $\alpha$.

It is worth stressing that if the right-hand side of (2.1) is set to zero, then this equation would describe the free behavior of particles; one then obtains a transport equation.

The main aim of this paper is to investigate the steady behavior for small values of the Knudsen number $\Kn$, especially in the continuum limit where $\Kn$ vanishes. We underline that there is no external force in the system.
2.1. Properties of the collision operators. Denoting $F = (F^L, F^R)^T$ (in which “$T$” means vector transpose), the collision operator can be written in compact form as follows:

$$\mathcal{C}(F) := \begin{pmatrix} Q(F^L, F^L) + Q(F^R, F^L) \\ Q(F^L, F^R) + Q(F^R, F^R) \end{pmatrix}$$  \hspace{1cm} (2.5)

and consequently the “two-species” Boltzmann equation now reads:

$$\partial_t F + v \cdot \nabla_x F = \mathcal{C}(F).$$  \hspace{1cm} (2.6)

In order to clarify the collisions between two types of particles we use the following notations:

$$Q^L \equiv Q(F^L, F^L), \quad Q^{LR} \equiv Q(F^L, F^R), \quad Q^R \equiv Q(F^R, F^L), \quad Q^R \equiv Q(F^R, F^R).$$

Setting

$$\psi \equiv m^L F^L + m^R F^R \quad \text{and} \quad G \equiv m^L F^L - m^R F^R,$$

the system (2.1) can be rewritten as follows:

$$\begin{align*}
\partial_t \psi + v \cdot \nabla_x \psi &= m^L (Q^L + Q^{LR}) + m^R (Q^{LR} + Q^R) \quad \text{(2.7a)} \\
\partial_t G + v \cdot \nabla_x G &= m^L (Q^L + Q^{LR}) - m^R (Q^{LR} + Q^R). \quad \text{(2.7b)}
\end{align*}$$

We remark that, when $m^L = m^R = m$, i.e. the particles have unit mass then, the right-hand-sides of (2.7) can be significantly simplified:\footnote{It turns out that it is convenient to consider the sum and difference of $F^L$ and $F^R$, as proposed in [6]}

$$\begin{align*}
\partial_t \psi + v \cdot \nabla_x \psi &= Q(\psi, \psi) \quad \text{(2.8a)} \\
\partial_t G + v \cdot \nabla_x G &= Q(G, G). \quad \text{(2.8b)}
\end{align*}$$

In what follows we summarize the main properties of the collision operator $Q$ that are fundamental in the study of the mixture equation (for details see, for instance the articles by [22], [21], [31], [2], [17]):

(i) **Mass conservation:**

$$\int_{\mathbb{R}^3} Q^L \, dv = 0, \quad \int_{\mathbb{R}^3} Q^{LR} \, dv = 0, \quad \int_{\mathbb{R}^3} Q^R \, dv = 0, \quad \int_{\mathbb{R}^3} Q^R \, dv = 0. \quad \text{(2.9)}$$

(ii) **Momentum conservation:**

$$\int_{\mathbb{R}^3} Q^L m^L v \, dv = 0, \quad \int_{\mathbb{R}^3} (Q^{LR} m^L v + Q^{LR} m^R v) \, dv = 0, \quad \int_{\mathbb{R}^3} Q^R m^R v \, dv = 0. \quad \text{(2.10)}$$

(iii) **Energy conservation:**

$$\int_{\mathbb{R}^3} Q^L m^L |v|^2 \, dv = 0, \quad \int_{\mathbb{R}^3} (Q^{LR} m^L |v|^2 + Q^{LR} m^R |v|^2) \, dv = 0, \quad \int_{\mathbb{R}^3} Q^R m^R |v|^2 \, dv = 0. \quad \text{(2.11)}$$

(iv) **Entropy inequalities:** For any function $G \in \mathcal{C}^\infty_0(\mathbb{R}^+ \times \mathbb{R}^3)$ and for any $G = (G^L, G^R)^T$, the following inequality holds:

$$(\mathcal{C}(G), \log G)_{(L^2(\mathbb{R}^3))^2} = \left( \begin{pmatrix} \mathcal{C}(G) \\ \log G^L \\ \log G^R \end{pmatrix} \right)_{(L^2(\mathbb{R}^3))^3} \leq 0. \quad \text{(2.12)}$$
(v) **Local thermal equilibria:** As a consequence of the entropy inequality, any equilibrium distribution, namely any distribution which maximizes the entropy, has the form of a locally Maxwellian distribution. That is, for any $G = (G^L, G^R)^T$, $(\mathcal{E}(G), \log G) = 0 \Leftrightarrow G$ “is bi-Maxwellian”:

$$G = \begin{pmatrix} n^L \left( \frac{m^L}{2\pi\theta} \right)^{3/2} \exp \left( -\frac{m^L |v - u|^2}{2\theta} \right) \\ n^R \left( \frac{m^R}{2\pi\theta} \right)^{3/2} \exp \left( -\frac{m^R |v - u|^2}{2\theta} \right) \end{pmatrix},$$

(2.13)

where $u^L = u^R = u \in \mathbb{R}^3$, $\theta^L = \theta^R = \theta \in \mathbb{R}^+$ for any $L$ and $H$ and $\alpha = \int G \, dv \in \mathbb{R}^+$ is the number density of gas $\alpha$; that is the two Maxwellians have the same local temperature and mean velocities, with $n^\alpha > 0$ to maintain the positivity of the distribution function and $\theta > 0$ to guarantee its integrability with respect to $v$. Here $(\cdot, \cdot)$ denotes the inner product in $(L^2(\mathbb{R}^3))^2$.

For simplicity we set:

$$\mathcal{M}^L \equiv \mathcal{M}_{[n^L, u, \theta]}(v) = n^L \left( \frac{m^L}{2\pi\theta} \right)^{3/2} \exp \left( -\frac{m^L |v - u|^2}{2\theta} \right),$$

(2.14a)

$$\mathcal{M}^R \equiv \mathcal{M}_{[n^R, u, \theta]}(v) = n^R \left( \frac{m^R}{2\pi\theta} \right)^{3/2} \exp \left( -\frac{m^R |v - u|^2}{2\theta} \right).$$

(2.14b)

The density $n^\alpha$, the mean velocity $u^\alpha \equiv u$ and the temperature $\theta^\alpha \equiv \theta$ are such that

$$\int \mathcal{M}_{[n^\alpha, u, \theta]}(v) \, dv = \begin{pmatrix} n^\alpha \\ m^\alpha n^\alpha u \\ m^\alpha n^\alpha |u|^2 + 3\theta \end{pmatrix}. \tag{2.15}$$

The quantities $m^\alpha n^\alpha u^\alpha$ and $\mathcal{W}^\alpha := \frac{1}{2} m^\alpha n^\alpha |u|^2 + \frac{3}{2} \theta$ are the momentum and energy densities of the Maxwellian. We have the same property for the species $H$.

When $u = 0$, we define

$$\mu^L(v) = n^L \left( \frac{m^L}{2\pi\theta} \right)^{3/2} \exp \left( -\frac{m^L |v|^2}{2\theta} \right), \quad \mu^R(v) = n^R \left( \frac{m^R}{2\pi\theta} \right)^{3/2} \exp \left( -\frac{m^R |v|^2}{2\theta} \right). \tag{2.16}$$

It is worth noting that if we define the scaling transformations of the functions defined on $\mathbb{R}^3$ by

$$\Lambda_u f(\xi) = f(\xi - u), \quad m_\lambda f(\xi) = \lambda^{-3} f\left( \frac{\xi}{\lambda} \right)$$

we get

$$\mathcal{M}_{[n, u, \theta]}(v) = n m_\sqrt{\theta} \Lambda_u \mathcal{M}_{[1, 0, 1]}.$$  

Hence it is enough to study the linearization of the collision integral at the Gaussian,

$$\mathcal{M}_{[1, 0, 1]}(v) = \frac{1}{(2\pi)^{3/2}} e^{-|v|^2}$$

which greatly simplifies the calculations involved.

Bearing all above in mind, we thus define $\mathcal{M}^\alpha_{[1, 0, 1]}$ as an absolute normalized Maxwellians with number density equal to 1, mass velocity equal to 0, temperature equal to 1, i.e.

$$\mathcal{M}^\alpha \equiv \mathcal{M}_{[1, 0, 1]}(v) = \left( \frac{m^\alpha}{2\pi} \right)^{3/2} \exp \left( -\frac{m^\alpha |v|^2}{2} \right). \tag{2.17}$$
Moments and conservation laws. Macroscopic quantities such as the number, momentum and energy densities can be constructed from integrals of the distribution function with respect to the velocity. We call such quantities “moments”. The density $n^\alpha$, mean velocity $u^\alpha$ and the energy density $W^\alpha$ of the species $\alpha$ can be computed from the $\alpha$-species distribution function $f^\alpha$ according to

$$
\left( \begin{array}{c}
  n^\alpha \\
  m^\alpha n^\alpha u^\alpha
\end{array} \right) = \int F^\alpha(v) \left( \begin{array}{c}
  1 \\
  m^\alpha v^\alpha \\
  \frac{1}{2} m^\alpha |v|^2
\end{array} \right) dv.
$$

(2.18)

The quantity $m^\alpha n^\alpha u^\alpha$ is the $\alpha$-species momentum density and $W^\alpha$ is the energy density. Moreover the following fields can be defined:

$$
d = v - u^\alpha \quad \text{(random velocity with bulk velocity $u$)}
$$

$$
q_i^\alpha = \frac{1}{2} \int_{\mathbb{R}^3} c_i |c|^2 F^\alpha dv \quad (i = 1, 2), \quad \text{(heat flow vector)}
$$

$$
p_{ij}^\alpha = \int_{\mathbb{R}^3} c_i c_j F^\alpha dv \quad (i, j = 1, 2), \quad \text{(stress tensor with components $p_{ij}^\alpha$)}.
$$

It is common to separate the drift motion (defined by the average velocity $u^\alpha$) and the random kinetic motion (defined by the velocity $c$) in evaluating these integrals. By definition of $u^\alpha$, one has

$$
\int v \otimes v F^\alpha m^\alpha dv = m^\alpha n^\alpha u^\alpha \otimes u^\alpha + F^\alpha
$$

where

$$
P^\alpha := \text{trace}(p_{ij}) = \int (v - u^\alpha) \otimes (v - u^\alpha) m^\alpha F^\alpha dv,
$$

and

$$
\frac{1}{2} m^\alpha |v|^2 v F^\alpha m^\alpha dv = W^\alpha u^\alpha + F^\alpha u^\alpha + Q^\alpha
$$

with

$$
Q^\alpha := \int \frac{m^\alpha |v - u^\alpha|^2}{2} (v - u^\alpha)^2 F^\alpha dv.
$$

The internal energy per particle $e^\alpha$ and the temperature $\theta^\alpha$ of $\alpha$-species gas are defined as:

$$
e^\alpha = \frac{m^\alpha}{2 n^\alpha} \int_{\mathbb{R}^3} |v - u^\alpha|^2 F^\alpha dv
$$

(2.19)

where, and in the sequel unless otherwise stated, the domain of integration is the whole space of $v$ (or of the variable of integration). We define the mass density $\varrho^\alpha$ by $\varrho^\alpha = m^\alpha n^\alpha$. We also define global quantities for the mixture: the counterparts of the mixture, i.e., the molecular number density $n$, mass density $\varrho$, mass average velocity $v$, pressure $p$ and temperature $\theta$, are expressed by a proper combination of the quantities above as

$$
n = \sum_{\alpha \in \{L, H\}} n^\alpha, \quad \varrho = \sum_{\alpha \in \{L, H\}} \varrho^\alpha, \quad E = n \theta = \sum_{\alpha \in \{L, H\}} \left( p^\alpha + \frac{1}{3} |u - v^\alpha|^2 \right).
$$

The following proposition holds true, see [17] for the proof.

**Proposition 2.1.** Let $F^\alpha = F^\alpha(t, x, v)$ be a solution of the Boltzmann mixture system (2.1) that is locally integrable and rapidly decaying in $v$ for each $(t, x)$. Then the following local
conservation laws hold:
\[\partial_t \int_{\mathbb{R}^3} F^\alpha v dv + \nabla_x \int_{\mathbb{R}^3} vF^\alpha dv = 0\]  \hspace{1cm} (2.20a)
\[\partial_t \int_{\mathbb{R}^3} m^\alpha vF^\alpha dv + \nabla_x \int_{\mathbb{R}^3} m^\alpha v \otimes vF^\alpha dv = \int_{\mathbb{R}^3} m^\alpha vQ(F^\alpha, F^\ell) dv\]  \hspace{1cm} (2.20b)
\[\partial_t \int_{\mathbb{R}^3} m^\alpha \frac{1}{2} |v|^2 F^\alpha dv + \nabla_x \int_{\mathbb{R}^3} m^\alpha \frac{1}{2} |v|^2 vF^\alpha dv = \int_{\mathbb{R}^3} m^\alpha \frac{1}{2} |v|^2 Q(F^\alpha, F^\ell) dv\]  \hspace{1cm} (2.20c)
respectively the local conservation of mass, momentum and energy.

Bearing the previous notations for the thermodynamic fields in mind, these continuity equations are, for the $L$-species:
\[\partial_t n^L + \nabla_x \cdot (n^L u) = 0\]  \hspace{1cm} (2.21a)
\[\partial_t (m^L n^L u) + \nabla_x \left( \int v \otimes vF^L m^L dv \right) = Q^L\]  \hspace{1cm} (2.21b)
\[\partial_t W^L + \nabla_x \cdot \left( \int \frac{m^L |v|^2}{2} vF^L dv \right) = Q^{\ell L}\]  \hspace{1cm} (2.21c)
and similarly for the species $H$:
\[\partial_t n^H + \nabla_x \cdot (n^H u) = 0\]  \hspace{1cm} (2.22a)
\[\partial_t (m^H n^H u) + \nabla_x \left( \int v \otimes vF^H m^H dv \right) = Q^H\]  \hspace{1cm} (2.22b)
\[\partial_t W^H + \nabla_x \cdot \left( \int \frac{m^H |v|^2}{2} vF^H dv \right) = Q^{\ell H},\] \hspace{1cm} (2.22c)
where $Q^{\alpha \ell}$ and $Q^{\ell \alpha}$ are the momentum and energy transfer rates toward species $\alpha$ from species $\ell$:
\[\begin{pmatrix} Q^{\alpha \ell} \\ Q^{\ell \alpha} \end{pmatrix} = \int Q^{\alpha \ell}(F^\alpha, F^\ell)(v) \begin{pmatrix} m^\alpha v \\ \frac{1}{2} m^\alpha |v|^2 \end{pmatrix} dv\] \hspace{1cm} (2.23)
so that, because of the momentum and energy conservation properties of the unlike-collision operators (2.10) and (2.11), we have
\[Q^{\alpha \ell} + Q^{\ell \alpha} = 0, \quad Q^{\alpha \ell} + Q^{\ell \alpha} = 0.\] \hspace{1cm} (2.24)

2.3. Linearization near global Maxwellians. In this subsection, we recall briefly some basic ingredients on the linearized Boltzmann equation for a binary gaseous mixture.

Firstly we simplify the far field in (2.14). We further normalize the collision operator (2.2) as
\[Q(F^\alpha, F^\ell) = \int_{S^+ \times \mathbb{R}^3} [(e_+ - v).\omega] [F^\alpha(u'_+)F^\ell(v') - F^\alpha(u_+)F^\ell(v)] d\omega dv_+ .\] \hspace{1cm} (2.25)

Our main concern will be to study the operator (2.25) “close” to the equilibrium position. We will reformulate the problem (2.1) as a perturbation of the equilibria. More explicitly, if we define
\[F^\alpha = \mu_\alpha + \sqrt{\mu_\alpha} f_\alpha, \quad \alpha \in \{L, H\}.\] \hspace{1cm} (2.26)
as the standard perturbation of $F^\alpha(t, x, v)$ to $\sqrt{\mu_\alpha}$, we observe that the quadratic collision operator (2.2) satisfies
\[Q^L(M^L, M^\ell) + Q^H(M^H, M^\ell) = 0, \quad \text{and} \quad Q^L(M^H, M^\ell) + Q^H(M^L, M^\ell) = 0.\]
Therefore, the linearized collision operator $Lg$, for $g = [g^L, g^H]$, is defined by
\[Lg = [Lg, Lg], \quad Lg \equiv -A^L g - K^L g, \quad Lg \equiv -A^H g - K^H g\] \hspace{1cm} (2.27)
where
\[
\mathcal{A}_g^l \equiv \mu_{\ell_0/2} Q(\sqrt{\mu_{\ell_0} g^l}, \mu_{\ell_0}) + \mu_{\ell_0/2} Q(\sqrt{\mu_{\ell_0} g^l}, \mu_H) \tag{2.28a}
\]
\[
\mathcal{A}_h^l \equiv \mu_{\ell_0/2} Q(\sqrt{\mu_{\ell_0} g^l}, \mu_h) + \mu_{\ell_0/2} Q(\sqrt{\mu_{\ell_0} g^l}, \mu_H) \tag{2.28b}
\]
\[
\mathcal{K}_g^l \equiv \mu_{\ell_0/2} Q(\mu_L, \sqrt{\mu_{\ell_0} g^l} + \mu_{\ell_0/2} Q(\mu_L, \sqrt{\mu_{\ell_0} g^l}) \tag{2.28c}
\]
\[
\mathcal{K}_h^l \equiv \mu_{\ell_0/2} Q(\mu_H, \sqrt{\mu_{\ell_0} g^l}) \tag{2.28d}
\]
and the nonlinear part of the collision operator (2.2) is defined by
\[
\Gamma^l(g, h) = \mu_{\ell_0/2} Q(\sqrt{\mu_{\ell_0} g^l}, \sqrt{\mu_{h}}) + \mu_{\ell_0/2} Q(\sqrt{\mu_{\ell_0} g^l}, \sqrt{\mu_{h}}) \tag{2.29a}
\]
\[
\Gamma^l(g, h) = \mu_{\ell_0/2} Q(\sqrt{\mu_h}, \sqrt{\mu_{\ell_0} g^l}) + \mu_{\ell_0/2} Q(\sqrt{\mu_h}, \sqrt{\mu_{\ell_0} g^l}) \tag{2.29b}
\]
As expected from the ε-theorem, \( \mathcal{L} \) is non-negative and for every fixed \((t, x)\) the null space of \( \mathcal{L} \) is given by the six dimensional space.

We denote by \( L^2_M \) the associated Hilbert space, \( \langle \cdot, \cdot \rangle \) denotes the usual \( L^2 \) inner product without the weight. We summarize the properties of \( \mathcal{L} \) in the following lemma (see Proposition 2.1, pp. 635-638, [1]):

**Lemma 2.2.** We assume the hard-sphere interaction for the collision kernel.

1. \( \mathcal{L} \) is the sum of a diagonal operator \( f \mapsto A_f \)
\[
A_f = \left( A^L(v) f^L(v) \right)_{v \in \mathbb{R}} \quad \text{with } A^L(|v|) \sim 1 + |v| 
\]
and a compact operator \( \mathcal{K} \). The domain of \( \mathcal{L} \) is given by
\[
D(\mathcal{L}) = \{ f \in L^2 \mid \| (1 + |v|)^{1/2} f \|_{L^2_M} < \infty \}.
\]

2. \( \mathcal{L} \) is self-adjoint in \( L^2_M \)
\[
\langle \mathcal{L} (f^L), (g^L) \rangle_M = \langle (f^L), \mathcal{L} (g^L) \rangle_M \tag{2.30}
\]
\( \mathcal{L} \) is nonnegative.

3. The kernel of \( \mathcal{L} \) is a six-dimensional linear space:
\[
ker(\mathcal{L}) = \text{Span}\{ \phi_i, \ i = 0, \ldots, 5 \}
\]
where
\[
\phi_0 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \ \phi_1 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \ \phi_{i+1} = \begin{pmatrix} m_i^v v_i \\ m_i^s v_i \end{pmatrix}, \ (i = 1, 2, 3), \ \phi_5 = \left( m_5^v |v|^2 \right).
\]

4. Any function \( f \in D(\mathcal{L}) \) can be written as \( f = q_f + w_f \) with \( q_f \in ker(\mathcal{L}) \) and \( w \in (ker(\mathcal{L}))^\perp \) and we have \( \langle L f, f \rangle_M \geq \delta_0 \| (1 + |v|)^{1/2} w_f \|^2 \).

3. **Linking the Kinetic and Fluid Regimes: Multiscale Analysis**

This section aims at showing how to connect the kinetic and fluid regimes via the method of asymptotic expansions. The derivations (2.21) and (2.22) can be rigorous, if we take a sequence of solutions \( F_{\alpha}^n, \ \alpha \in (L, H) \) of (2.1), where the Knudsen number \( \varepsilon := \frac{\sqrt{\pi}}{2} \) goes to 0. The Knudsen number \( Kn \) is a small parameter defined by the ratio \( \frac{\ell_0}{L} \) where \( \ell_0 \) is the mean free path and \( L \) is the typical length of the system.
3.1. The rescaling problem. Different macroscopic models correspond to different scaling assumptions. The so-called parabolic (low field) limit of kinetic equations leads to a drift-diffusion type system (or reaction-diffusion system) in which the diffusion processes dominate the behavior of the solutions. On the other hand, in the hyperbolic (high field) limit the influence of the diffusion terms is of lower (or equal) order of magnitude in comparison with other convective or interaction terms and the aim is the derivation of hyperbolic macroscopic models.

Since all the collisions are completely elastic, we have the following scattering cross sections: \( \sigma^L \) (self collision for two L species); \( \sigma^H \) (self collision for two H species); \( \sigma^{HL} \) (cross collision for H specie and L specie). We define:

\[
\nu_{HH} = \frac{\sigma^H}{m^H}, \quad \nu_{HL} = \frac{\sigma^{HL}}{m^L}, \quad \nu_{LL} = \frac{\sigma^L}{m^L}, \quad \nu_{LR} = \frac{\sigma^{LR}}{m^L} \tag{3.1}
\]

where, \( \nu_{LL} \) and \( \nu_{HH} \) are the frequencies of self-collisions, \( \nu_{LR} \) is frequency of collisions of L molecules with H molecules, and \( \nu_{HL} \) is frequency of collisions of H molecules with L molecules.

In order to take into account the collision between the species, we rewrite (2.1) as

\[
\partial_t F^H + v \cdot \nabla x F^H = \nu_{HH} Q(F^H, F^H) + \nu_{HL} Q(F^H, F^L) + \nu_{LR} Q(F^L, F^H). \tag{3.2a}
\]

\[
\partial_t F^L + v \cdot \nabla x F^L = \nu_{HL} Q(F^H, F^L) + \nu_{LL} Q(F^L, F^L) + \nu_{LR} Q(F^L, F^H). \tag{3.2b}
\]

We will look at the solution of (3.2a) at time \( \varepsilon^{-1}t \) and space \( \varepsilon^{-1}x \) (hyperbolic scaling or Euler scaling) by setting

\[
F^H_\varepsilon(t, x, v) = F^H(\varepsilon^{-1}t, \varepsilon^{-1}x, v) \tag{3.3}
\]

together with the following choice of the frequency of collisions:

\[
\nu_{HH} = \varepsilon^q, \quad q > 1, \quad \nu_{LR} = O(1). \tag{3.4}
\]

We will look at the solution of (3.2b) at a time \( \varepsilon^{-2}t \) and space \( \varepsilon^{-1}x \) (diffusion scaling) by setting

\[
F^L_\varepsilon(t, x, v) = F^L(\varepsilon^{-2}t, \varepsilon^{-1}x, v) \tag{3.5}
\]

together with the following choice of the frequency of collisions:

\[
\nu_{LL} = \varepsilon^{q+1}, \quad q > 1, \quad \nu_{HL} = O(1). \tag{3.6}
\]

The rescaled distributions \( F^H_\varepsilon(t, x, v) \) and \( F^L_\varepsilon(t, x, v) \) have to solve the rescaled equation:

\[
\varepsilon \partial_{\varepsilon^\gamma} F^H_\varepsilon + v \cdot \nabla x F^H_\varepsilon = \varepsilon^q Q(F^H_\varepsilon, F^L_\varepsilon) + \frac{1}{\varepsilon} Q(F^H_\varepsilon, F^H_\varepsilon) \tag{3.7a}
\]

\[
\varepsilon \partial_{\varepsilon^\gamma} F^L_\varepsilon + v \cdot \nabla x F^L_\varepsilon = \frac{1}{\varepsilon} Q(F^L_\varepsilon, F^L_\varepsilon) + \varepsilon^{q+1} Q(F^L_\varepsilon, F^H_\varepsilon). \tag{3.7b}
\]

We are looking for the diffusion/hydrodynamic asymptotic limit as \( \varepsilon \to 0 \). Clearly, Maxwelization for the L-species occurs faster than for the H-species, which is consistent with the physical evidence. This choice is mainly guided by the structure of the collision operator.

We introduce the scaled time variable defined by

\[
t = \frac{t}{\varepsilon^\gamma} \tag{3.8}
\]

where \( \gamma \geq 0 \) is the strength parameter of the scaling; this time scaling which is related to the Strouhal number (ratio of the oscillation frequency to the bulk velocity) is introduced to suppress, when \( \gamma \neq 0 \), the acoustic modes varying in a faster timescale than rotational modes of the fluid. The Boltzmann mixture equations (3.7a)-(3.7b) become

\[
\varepsilon^\gamma \partial_t F^H_\varepsilon + v \cdot \nabla x F^H_\varepsilon = \varepsilon^q Q(F^H_\varepsilon, F^L_\varepsilon) + \frac{1}{\varepsilon} Q(F^H_\varepsilon, F^H_\varepsilon) \tag{3.9a}
\]

\[
\varepsilon^{\gamma+1} \partial_t F^L_\varepsilon + v \cdot \nabla x F^L_\varepsilon = \frac{1}{\varepsilon} Q(F^L_\varepsilon, F^L_\varepsilon) + \varepsilon^{q+1} Q(F^L_\varepsilon, F^H_\varepsilon). \tag{3.9b}
\]
We expect to recover the hydrodynamical equations in the limit $\varepsilon \to 0$. Formally, it is clear that in this limit the right-hand side of (3.9a) would become singular. The only possibility to avoid this singularity is that

$$\lim_{\varepsilon \to 0} Q(F_{\varepsilon}^n, F_{\varepsilon}^b) = 0. \quad (3.10)$$

Then, by (2.13), the limit must be a Maxwellian, namely,

$$F_{\varepsilon}^b = \mathcal{M}[n^b, u, \theta], \quad (3.11)$$

for some $(n^b, u, \theta)$ which can be function of $t$ and $x$ and similarly for the specie $L$.

First, if $F_{\varepsilon}^n$ and $F_{\varepsilon}^b$ solve respectively the binary gas mixture Boltzmann equations (3.9b) and (3.9a) then $F_{\varepsilon}^n$ satisfies the local conservation laws of mass, momentum, and energy:

$$\varepsilon^{\gamma+1} \partial_t \int_{\mathbb{R}^3} F_{\varepsilon}^n dv + \nabla_x \cdot \int_{\mathbb{R}^3} v F_{\varepsilon}^n dv = 0, \quad (3.12a)$$

$$\varepsilon^{\gamma+1} \partial_t \int_{\mathbb{R}^3} v m^n F_{\varepsilon}^n dv + \nabla_x \cdot \int_{\mathbb{R}^3} v \otimes v m^n F_{\varepsilon}^n dv = \varepsilon^{\gamma+1} m^n \mathcal{Q}(F_{\varepsilon}^n, F_{\varepsilon}^n), \quad (3.12b)$$

$$\varepsilon^{\gamma+1} \partial_t \int_{\mathbb{R}^3} \frac{1}{2} |v|^2 m^n F_{\varepsilon}^n dv + \nabla_x \cdot \int_{\mathbb{R}^3} \frac{1}{2} |v|^2 m^n F_{\varepsilon}^n dv = \varepsilon^{\gamma+1} m^n \mathcal{E}(F_{\varepsilon}^n, F_{\varepsilon}^n). \quad (3.12c)$$

and for $F_{\varepsilon}^b$ one has:

$$\varepsilon^{\gamma} \partial_t \int_{\mathbb{R}^3} F_{\varepsilon}^b dv + \nabla_x \cdot \int_{\mathbb{R}^3} v F_{\varepsilon}^b dv = 0, \quad (3.13a)$$

$$\varepsilon^{\gamma} \partial_t \int_{\mathbb{R}^3} v m^b F_{\varepsilon}^b dv + \nabla_x \cdot \int_{\mathbb{R}^3} v \otimes v m^b F_{\varepsilon}^b dv = \varepsilon^{\gamma} m^b \mathcal{Q}(F_{\varepsilon}^b, F_{\varepsilon}^b), \quad (3.13b)$$

$$\varepsilon^{\gamma} \partial_t \int_{\mathbb{R}^3} \frac{1}{2} |v|^2 m^b F_{\varepsilon}^b dv + \nabla_x \cdot \int_{\mathbb{R}^3} \frac{1}{2} |v|^2 m^b F_{\varepsilon}^b dv = \varepsilon^{\gamma} m^b \mathcal{E}(F_{\varepsilon}^b, F_{\varepsilon}^b). \quad (3.13c)$$

Since the solutions of the asymptotic equations are not guaranteed to exist or to be regular, our proof is only formal. We assume that for each $\varepsilon > 0$, $F_{\varepsilon}$ is a solution of (3.9a) and (3.9b) that satisfies the local conservation laws of mass, momentum, and energy, as well as the local entropy relation. Assume that

$$F_{\varepsilon}^n \to F^n \quad \text{a.e.}$$

as well as

$$\int_{\mathbb{R}^3} F_{\varepsilon}^n dv \to \int_{\mathbb{R}^3} F^n dv \quad \text{in } C(\mathbb{R}^+; \mathcal{D}'(\mathbb{R}^3)),$$

$$\int_{\mathbb{R}^3} v F_{\varepsilon}^n dv \to \int_{\mathbb{R}^3} v F^n dv \quad \text{in } C(\mathbb{R}^+; \mathcal{D}'(\mathbb{R}^3)),$$

$$\int_{\mathbb{R}^3} |v|^2 F_{\varepsilon}^n dv \to \int_{\mathbb{R}^3} |v|^2 F^n dv \quad \text{in } C(\mathbb{R}^+; \mathcal{D}'(\mathbb{R}^3)),$$

while

$$\int_{\mathbb{R}^3} v \otimes v F_{\varepsilon}^n dv \to \int_{\mathbb{R}^3} v \otimes v F^n dv \quad \text{in } C(\mathbb{R}^+; \mathcal{D}'(\mathbb{R}^3)),$$

$$\int_{\mathbb{R}^3} v |v|^2 F_{\varepsilon}^n dv \to \int_{\mathbb{R}^3} v |v|^2 F^n dv \quad \text{in } C(\mathbb{R}^+; \mathcal{D}'(\mathbb{R}^3)),$$

as $\varepsilon \to 0$. 
3.2. The Hydrodynamic Regime. We start from Boltzmann gas mixture system of equations (3.9b)-(3.9a). As shown by Bardos et al. [4] starting from the nonlinear Boltzmann equation, a whole family of scaled kinetic equations could be considered in general, with different scales in time, space and departure of the initial data from $\mu$ corresponding to different powers of $\varepsilon$. At the formal level of description it is then possible to recover, under suitable hypothesis, various fluid limits like the incompressible linearized and nonlinear Navier-Stokes equations, the incompressible linearized and nonlinear Euler equations.

The small Mach number (ratio of the bulk velocity to the sound speed) is realized if $F^\mu$ is close to an absolute Maxwellian. If one takes the standard Maxwellian, the distance to $F^\mu$ can easily derive simplified models to those we have here.

Before going further into the analysis, a linearization of the compressible Euler equation allows us to choose the phenomenon we want to emphasize. By varying $\gamma$, we can derive different fluid equations (and in particular incompressible models) depending on the strengths of these two scalings.

In the following sections, the main result of the present paper is to perform the asymptotic limit when $\varepsilon$ is close to $0$. One can take the standard Maxwellian, the distance to $F^\mu$ can easily derive simplified models to those we have here.

3.3. Solution near absolute Maxwellian. We will look for the solution $F^\mu$ near $\mu$, that is, the solution having the form

$$F^\mu = \mu_\alpha + \varepsilon^\beta \mu_\gamma g^\mu, \quad F^\beta = \mu_\gamma + \varepsilon^\mu_\gamma g^\beta,$$

with $g^\mu = O(1)$ as $\varepsilon \to 0$.

Plugging the scaling (3.15) into the mixture system (3.9) to deduce the governing equation of the new unknown $g^\mu$, one finds

$$\varepsilon^{\gamma+1} \partial_t g^\mu + v \cdot \nabla x g^\mu = \frac{1}{\varepsilon} \epsilon^\mu L(g^\mu) + \varepsilon^m \Gamma(g^\mu_L) + (\mu_\mu)^{-1/2} \left\{ \varepsilon^\beta + \gamma + m + 1 \Gamma Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu) + \varepsilon^{\gamma+1} Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu) \right\},$$

$$\varepsilon^{\gamma+1} \partial_t g^\mu + v \cdot \nabla x g^\mu = \frac{1}{\varepsilon} \epsilon^\mu L(g^\mu) + \varepsilon^m \Gamma(g^\mu_L) + (\mu_\mu)^{-1/2} \left\{ \varepsilon^\beta + \gamma + m + 1 \Gamma Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu) + \varepsilon^{\gamma+1} Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu) \right\},$$

For notational convenience, we set:

$$L^1_1 (g^\mu_H) = (\mu_\mu)^{-1/2} Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu), \quad L^1_2 (g^\mu_H) = (\mu_\mu)^{-1/2} Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu),$$

$$H^1_1 (g^\mu_H) = (\mu_\mu)^{-1/2} Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu), \quad H^1_2 (g^\mu_H) = (\mu_\mu)^{-1/2} Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu),$$

$$\Gamma^1_1 (g^\mu_H) = (\mu_\mu)^{-1/2} Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu), \quad \Gamma^1_2 (g^\mu_H) = (\mu_\mu)^{-1/2} Q^{\mu H} (\mu_\mu, \mu_\mu, \mu_\mu, \mu_\mu).$$

Here, $\varepsilon^\gamma$ allows us to choose the phenomenon we want to emphasize. By varying $\varepsilon, \beta$ we can formally derive the systems of the fluids dynamics.

The main result of the present paper is to perform the asymptotic limit when $\gamma = \beta = 0$, $m = 1$. Specifically the main result shows that we obtain compressible Euler equation for $F^\mu$ and Incompressible Navier-Stokes equations for $F^L$. The above formal derivation can be stated more precisely as follows.
Theorem 3.1. Let $F^\varepsilon_H$ be smooth and assume that it converges to a limit, say $F^0_H$, in a sufficiently strong norm. Then, when $\gamma = \beta = 0$, $m = 1$, the limit of Eq. (3.9a) is a local Maxwellian

$$F^0_H = \mathcal{M}[n^H, u, \theta],$$

and the fluid quantities $(n^H, u, \theta)$ are governed by the compressible Euler equation

$$\begin{align*}
\partial_t n^H + \text{div}_x (n^H u) &= 0 \\
\partial_t (m^H n^H u) + \nabla_x \cdot (m^H n^H u \otimes u) + \nabla_x p^H &= 0 \\
\partial_t W^H + \nabla_x \cdot ((W^H + p^H) u) &= 0,
\end{align*}$$

(3.22)

Moreover, the fluid quantities $(n^L, u, \theta)$ satisfy the incompressible Navier-Stokes-Fourier equations

$$\begin{align*}
\text{Div}_x ((n^L + \theta) I) &= \nabla_x (n^L + \theta) = 0 \\
\partial_t u + u \cdot \nabla_x u - \nu \Delta_x u &= -\nabla_x p^L \\
\frac{5}{2} (\partial_t \theta + u \cdot \nabla \theta) - \kappa \Delta \theta &= 0,
\end{align*}$$

(3.23)

where $u = \langle g^2 v \rangle$ and $\theta = -n^L - \left(\frac{\|v\|^2}{2} - 1\right) g$ and

$$\kappa = \frac{1}{3} \int_{\mathbb{R}^3} B \cdot \mathbb{L}(B) \mu dv,$$

where $\mu > 0$ is the kinematic viscosity and $\kappa > 0$ is the thermal diffusivity.

Corollary 3.2. Let $F^\varepsilon_H$ be smooth and assume that it converges to a limit, say $F^0_H$, in a sufficiently strong norm. Then, when $\gamma = \beta = 0$, $m > 1$, the fluid quantities $(n^L, u, \theta)$ satisfy the Stokes equation, that is:

$$\begin{align*}
\partial_t u + \nabla_x p &= \mu \Delta_x u \\
\text{div}_x u &= 0 \\
\frac{5}{2} \partial_t u &= \kappa \Delta_x \theta.
\end{align*}$$

(3.24)

This is a system of linear heat equations where the kinematic viscosity $\mu$ and the thermal diffusivity $\kappa$ have the same values as in the Navier-Stokes-Fourier system.

4. Proof of Theorem 3.1

This section is devoted to the proof of the main result of the present paper. As already mentioned in the introduction, the method for deriving the hydrodynamic equations from the Boltzmann equation differs from the Hilbert and Chapman-Enskog expansions. Our proof of the Theorem 3.1 consists in the following five steps:

1. Showing the asymptotic fluctuations;
2. Establishing the incompressibility and Boussinesq’s relations;
3. Evaluating the limit for moments of the form $\langle \mathcal{L} g^\varepsilon \rangle / \varepsilon$ for every $\xi \in \text{Dom}(\mathcal{L}) \cap \text{Null}(\mathcal{L})$;
4. Determining the motion equation and heat equations;
5. Determining Euler equation for the species $H$ and Navier-Stokes and Stokes equations for species $L$.

Before starting the derivation of our different equations, let’s note that from $g^\varepsilon \to g$ in $w = L^2([0, T]; L^2(\mathcal{M} dv))$, it follows that the velocity moments $\varphi g^\varepsilon$ converge to $\langle \varphi g \rangle$ in $w = L^2([0, T]; L^2(dx))$ and hence in the sense of distributions, for any $\varphi$ polynomial in $v$. 

Limit for the species $H$. 


Acting directly on the system of conservation laws deduced from Boltzmann mixture equation for the species $H$, we will show first that the moments of $F^H_\varepsilon$, the weak limit of the sequence $F^H_\varepsilon$, solve the compressible Euler system.

We divide this part of the proof into two main steps.

**Step 1. Convergence to local equilibrium.** Writing (3.9) as

$$
\varepsilon (\partial_t F^H_\varepsilon + v \cdot \nabla_x F^H_\varepsilon) = Q(F^H_\varepsilon, F^H_\varepsilon) + \varepsilon^{q+1} Q(F^H_\varepsilon, F^H_\varepsilon)
$$

and assuming that $F^H_\varepsilon$ are sufficiently smooth and converge to a limit, say $F^H_0$, in a sufficiently strong norm, we deduce that

$$
Q(F^H_\varepsilon, F^H_\varepsilon) = 0 \implies F^H = M[n^H, u, \theta]
$$

for some $(n^H, u, \theta)$ which can be function of $t$ and $x$.

**Step 2. Passing to the limit in the local conservation laws.** Taking the inner product $(\cdot)$ of (4.1) with the collision invariants of $Q^{HH}$, one deduces:

$$
\partial_t n^H_\varepsilon + \nabla_x (n^H_\varepsilon u_\varepsilon) = 0
$$

$$
\partial_t (m^H_\varepsilon n^H_\varepsilon u_\varepsilon) + \nabla_x (m^H_\varepsilon n^H_\varepsilon u_\varepsilon \otimes u_\varepsilon) + \nabla_x (\varepsilon^q) = \varepsilon^q Q^H
$$

$$
\partial_t W^H_\varepsilon + \nabla_x (W^H_\varepsilon u_\varepsilon + F^H_\varepsilon u_\varepsilon + Q^H) = \varepsilon^q S^H
$$

Additionally, we obviously have that

$$
n^H_\varepsilon \rightarrow n^H, \quad u_\varepsilon \rightarrow u.
$$

We also see that

$$
W^H_\varepsilon \rightarrow W^H := n^H \left( \frac{m^H_\varepsilon |u|^2}{2} + \frac{3}{2} \varepsilon \theta \right).
$$

Finally, a direct calculation gives

$$
\varepsilon \rightarrow p^H := n^H \kappa_B \theta \mathbf{I} = p^H \mathbf{I}.
$$

Letting $\varepsilon \rightarrow 0$, in (4.3), one concludes that

$$
\partial_t n^H + \nabla_x (n^H u) = 0
$$

$$
\partial_t (m^H n^H u) + \nabla_x (m^H n^H u \otimes u) + \nabla_x p^H = 0
$$

$$
\partial_t W^H + \nabla_x (W^H + F^H u + Q^H) = 0
$$

**Limit for the species $L$.**

In terms of the relative number density fluctuation $f^L_\varepsilon$, and after dividing by $\varepsilon$, we obtain

$$
\partial_t f^L_\varepsilon + \nabla_x (v f^L_\varepsilon) = \frac{1}{\varepsilon} \mathcal{L}_1(g^L_\varepsilon) + \varepsilon^{m-2} \mathcal{G}^L_\varepsilon + \varepsilon^{q-m} \mathcal{L}_1^L(g^{L\varepsilon}_\varepsilon) + \varepsilon^q \mathcal{L}_2^L(g^{L\varepsilon}_\varepsilon) + \varepsilon^q \mathcal{G}^L_\varepsilon.
$$

The local conservation laws are written in terms of the relative number density fluctuation $g^L_\varepsilon$ defined by (3.15) as

$$
\varepsilon \partial_t (g^L_\varepsilon) + \nabla_x (v g^L_\varepsilon) = 0
$$

$$
\varepsilon \partial_t (v g^L_\varepsilon) + \nabla_x (v \otimes v g^L_\varepsilon) = \mathcal{R}^L_{c,1}
$$

$$
\varepsilon \partial_t \left( \frac{1}{2} |v|^2 g^L_\varepsilon \right) + \nabla_x \left( \frac{1}{2} |v|^2 g^L_\varepsilon \right) = \mathcal{R}^L_{c,2}
$$

where

$$
\mathcal{R}^L_{c,1} = \varepsilon^{q+1} (\mathcal{M}_1^L (g^{L\varepsilon}_\varepsilon)) + \varepsilon^q (\mathcal{M}_2^L (g^{L\varepsilon}_\varepsilon)) + \varepsilon^q (\mathcal{M}_1^{L\varepsilon} (g^{L\varepsilon}_\varepsilon)) + \varepsilon^q (\mathcal{M}_2^{L\varepsilon} (g^{L\varepsilon}_\varepsilon))
$$

and

$$
\mathcal{R}^L_{c,2} = \varepsilon^{q+1} \left( \frac{1}{2} |v|^2 \mathcal{L}_1^L (g^{L\varepsilon}_\varepsilon) \right) + \varepsilon^q \left( \frac{1}{2} |v|^2 \mathcal{L}_2^L (g^{L\varepsilon}_\varepsilon) \right) + \varepsilon^q \left( \frac{1}{2} |v|^2 \mathcal{G}^L_\varepsilon \right).
$$

The argument is split in several steps.
Step 1: The limiting number density fluctuations. The first step shows that the limit $g$ is an infinitesimal Maxwellian. Upon multiplying the equation (4.8) by $\varepsilon$ and letting $\varepsilon \to 0$, this suggests that

$$g_{x} \to g$$

in the sense of distributions on $\mathbb{R}^+ \times \mathbb{R}^3 \times \mathbb{R}^3$ with $Lg = 0$

which says that

$$\text{Ker}(L) = \{g^L, g^L = a + b \cdot v + c|v|^2, \text{ where } (a, b, c) \in \mathbb{R} \times \mathbb{R}^3 \times \mathbb{R}\}.$$  

By Hilbert’s theorem, $g^L$ is an infinitesimal Maxwellian, meaning that $g^L(t, x, v)$ is of the form

$$g^L = \left\{ n^L + u \cdot v + \theta \left( \frac{|v|^2}{2} - \frac{3}{2} \right) \right\} \sqrt{\mu_L}, \quad (4.12)$$

for some $(n^L, u, \theta)$ in $L^\infty(dt; L^2(dx; \mathbb{R} \times \mathbb{R}^3 \times \mathbb{R}))$.

Step 2: The incompressibility condition. The second step shows that $(n^L, u, \theta)$ satisfies the incompressibility and Boussinesq relations.

Passing to the limit in the sense of distributions in the continuity equation, i.e. the first equality in (4.9), we obtain

$$\text{div}_x (vg) = 0 \quad \text{or equivalently} \quad \text{div}_x u = 0 \quad (4.13)$$

which is the incompressibility condition in the Navier-Stokes equations.

Passing to the limit in the sense of distributions in the momentum equation, i.e. the second equality in (4.9), we obtain

$$\text{div}_x (v \otimes vg) = 0 \quad \text{or equivalently} \quad \text{div}_x (n^L + u) = 0. \quad (4.14)$$

Since $g \in L^\infty(dt; L^2(\mu dvdx))$, $n^L + \theta \in L^\infty(dt; L^2(x))$; the only a.e. constant function in $L^2(\mathbb{R}^3)$ being 0. The Boussinesq relation implies that the infinitesimal Maxwellian form (4.12) of $g$ reduces to

$$n^L + \theta = 0 \quad \text{and} \quad g^L = v \cdot u + \left( \frac{|v|^2}{2} - \frac{5}{2} \right) \theta. \quad (4.15)$$

for some $(u, \theta) \in L^\infty(dt; L^2(dx; \mathbb{R}^3 \times \mathbb{R}))$.

Step 3: The limiting fluctuations of density and temperature. The next three steps show that the evolution of $(u, \theta)$ is governed by the motion and heat equations. The difficulty here is that when the local conservation laws (4.9) are written so that the time derivatives are order 1, the fluxes become order $1/\varepsilon$.

Note that the asymptotic limit can be formally derived from (3.16) using the asymptotic expansion

$$g^L = g^L + \varepsilon h + \varepsilon^2 k + O(\varepsilon^3). \quad (4.16)$$

Besides, to first order, we obtain

$$\partial_t g^L + v \cdot \nabla_x h = -Lk + 2\Gamma^L(g^L, h) \quad (4.17)$$

from which we deduce that

$$\partial_t (\langle vg^L \rangle) + \nabla_x \cdot (\langle v \otimes vh \rangle) = 0, \quad (4.18a)$$

$$\partial_t \left( \left( \frac{|v|^2}{5} - 1 \right) g^L \right) + \nabla_x \cdot \left( v \left( \frac{|v|^2}{5} - 1 \right) h \right) = 0. \quad (4.18b)$$

To get a closed equation for $g^L$, we have to inverse the operator $L$.

The next Lemma claims that the integral equation $L\phi = \psi$, $\psi \in L^2(\mu dv)$ satisfies the Fredholm alternative.
Lemma 4.1. Let \( A = v \otimes v - \frac{1}{3} |v|^2 I \) (resp. \( B = (\frac{|v|^2}{2} - \frac{5}{2}) v \)) in \( L^2(\mu dv) \cap \text{Null}(L) \). The Fredholm alternative holds for \( L \) namely, that \( \text{Range}(L) = \text{Null}(L)^\perp \). In particular, it implies that unique \( \hat{A} \in L^2(\mu dv; \mathbb{R}^{3 \times 3}) \) and \( \hat{B} \in L^2(\mu dv; \mathbb{R}^{3}) \) exist which solve
\[
\begin{align*}
L\hat{A} &= A & \hat{A} \in \text{Null}(L)^\perp \text{entrywise}, \quad (4.19a) \\
L\hat{B} &= B & \hat{B} \in \text{Null}(L)^\perp \text{entrywise}. \quad (4.19b)
\end{align*}
\]

The solution \( \hat{A} \) or \( \hat{B} \) of the equation (4.19a) can then be written as
\[
\hat{A}(v) = \frac{\gamma(|v|)}{A(v)}.
\]

The higher order terms of \( \varepsilon \) tend to zero, when \( \varepsilon \to 0 \). We finally obtain in the limit:
\[
\begin{align*}
\partial_t (\xi^2 v_i) + \nabla_x \cdot \langle A_{ij} (\Gamma(g^i, g^j) - v \cdot \nabla g^i) \rangle + \nabla \left( \frac{|v|^2}{5} - 1 \right) g_i^j + \nabla_x \cdot \langle \hat{B} (\Gamma(g^i, g^j) - v \cdot \nabla g^i) \rangle &= 0. \quad (4.21b)
\end{align*}
\]

The crucial ingredient needed to compute the term \( \langle A_{ij} (\Gamma(g^i, g^j)) \rangle \) in Eq. (4.21a) is the following result whose proof can be found in [4].

Lemma 4.2. For each \( \phi, \psi \in L_\mathcal{M} \), one has
\[
\Gamma_\mathcal{M}(\phi, \psi) = \frac{1}{2} [\lambda_\mathcal{M} (\phi \psi)].
\]

Proof. Differentiate twice the relation \( C(\mathcal{M}(\alpha u, \theta)) = 0 \), and observe that the range of the differential \( d\mathcal{M}(\alpha u, \theta) \) is equal to \( \text{Ker}(L) \).

Bearing all above in mind, one has
\[
\langle \hat{A}\Gamma(g^i, g^j) \rangle = \frac{1}{2} \langle \hat{A}\Gamma(\xi^2 g^i) \rangle = \frac{1}{2} \langle \hat{A} \otimes \hat{A} : (u \otimes u - \frac{1}{3} |u|^2 I) \rangle.
\]

Therefore
\[
\langle \hat{A}\Gamma(g^i, g^j) \rangle \to \frac{1}{2} \langle \hat{A} \otimes \hat{A} : (u \otimes u - \frac{1}{3} |u|^2 I) - \frac{1}{2} (A \otimes A) : D(u) \rangle.
\]

Thus, in view of the previous computation, the second term in (4.21a) becomes
\[
\nabla_x \cdot \langle A_{ij} (\Gamma(g^i, g^j) - v \cdot \nabla g^i) \rangle \to \frac{1}{2} \langle (A \otimes A) : (u \otimes u - \frac{1}{3} |u|^2 I) - \frac{1}{2} (A \otimes A) : D(u) \rangle
\]
\[
= \langle (u \otimes u - \frac{1}{3} |u|^2 I) - \nu D(u) \rangle
\]

where \( \nu \) is defined by
\[
\nu = \frac{1}{10} \langle \hat{A} : L\hat{A} \rangle.
\]

Upon placing this expression in the momentum conservation laws, we obtain
\[
\partial_t u + \text{div}_x (u \otimes u) - \nu \text{div}_x D(u) + \text{div}_x \left( \frac{1}{4} |u|^2 I \right) + \nabla_x \left( \frac{1}{2} \langle \frac{1}{2} \xi |u|^2 g_i \rangle \right) = 0,
\]

or equivalently
\[
\partial_t u + \text{div}_x (u \otimes u) - \nu \Delta_x u = -\nabla_x \left( \frac{1}{2} \langle \frac{1}{2} |u|^2 g_i \rangle - \frac{1}{2} |u|^2 I \right).
\]

Indeed, the divergence free condition \( \text{div}_x u = 0 \) implies that
\[
\text{div}_x D(u) = \Delta_x u + \nabla_x (\text{Div}_x u) - \frac{2}{3} \nabla_x (\text{div}_x u) = \Delta_x u.
\]

Equivalently
\[
\partial_t u + \text{div}_x (u \otimes u) - \nu \Delta_x u = 0 \quad \text{(modulo gradient fields)}
\]

which is Navier-Stokes equation and the Fourier equation namely (3.23).

Case \( m > 1 \). Derivation of the Stokes equation (the momentum equation) for \( L \).

Step 1. The starting point in our analysis is Eq. (4.8).
Accordingly, we split the tensor \( v \otimes v \) into its traceless and scalar component:

\[
v \otimes v = (v \otimes v - \frac{1}{3}|v|^2 I) + \frac{1}{3}|v|^2 I,
\]

so that the local conservation of momentum becomes

\[
\partial_t \langle gy_k \rangle + \frac{1}{\varepsilon} \nabla_x \cdot (\langle v \otimes v - \frac{1}{3}|v|^2 I \rangle g_k) + \frac{1}{\varepsilon} \nabla_x \langle \frac{1}{3}|v|^2 g_k \rangle \\
= \varepsilon^{\delta - m} \langle L_1^{LR}(g_{\varepsilon}^L) \rangle + \varepsilon^1 \langle L_2^{LR}(g_{\varepsilon}^R) \rangle + \varepsilon^1 \langle T_1^{LR}(g_{\varepsilon}^{LR}) \rangle
\]

(4.22)

where the trace of the tensor \( v \otimes v \) has been separated out. The term \( \nabla_x \langle \frac{1}{3}|v|^2 g_k \rangle \) has the form \( \nabla_x p_k \) for \( p_k \equiv \frac{1}{4}|v|^2 g_k \) it vanishes when, according to our prescription, we integrate (4.22) against a divergence-free test function. Therefore, we are going to ignore this term in the computation below.

The goal is to replace the second term in the equation (4.22) with an expression whose limit we can compute. To this end let’s now define

\[
\Phi(v) = \mathbb{L}^{-1}(v \otimes v - \frac{1}{3}|v|^2 I).
\]

Next, multiply (4.22) by \( \Phi \) and average it over the velocity domain. Using the selfadjointness of \( \mathbb{L} \), we obtain

\[
\varepsilon \partial_t \langle \Phi(v) g_k \rangle + \nabla_x \cdot \langle v \otimes \Phi g_k \rangle = -\frac{1}{\varepsilon} \langle (v \otimes v - \frac{1}{3}|v|^2 I) g_k \rangle + \varepsilon^{\delta - m} \langle L_1^{LR}(g_{\varepsilon}^L) \Phi \rangle + \varepsilon^1 \langle L_2^{LR}(g_{\varepsilon}^R) \Phi \rangle + \varepsilon^1 \langle T_1^{LR}(g_{\varepsilon}^{LR}) \Phi \rangle.
\]

(4.23)

Upon formally letting \( \varepsilon \to 0 \) in this equation, only the second and third terms do not vanish, so that

\[
\nabla_x \cdot \langle v \otimes \Phi g_k \rangle = -\frac{1}{\varepsilon} \langle (v \otimes v - \frac{1}{3}|v|^2 I) g_k \rangle + O(\varepsilon).
\]

(4.24)

One can then pass to the limit in (4.8) to get

\[
\partial_t \langle \Phi(v) g_k \rangle - \nabla_x \cdot \langle v \otimes \Phi g_k \rangle = 0.
\]

(4.25)

To conclude, we need to compute the term \( \nabla_x \cdot \langle v \otimes \Phi g_k \rangle \). Observe that

\[
\nabla_x \cdot \langle v \otimes \Phi g_k \rangle = \langle \mathbb{L}^{-1}(v \otimes v - \frac{1}{3}|v|^2 I) \otimes (v \otimes v) : \nabla_x u \rangle.
\]

(4.26)

One can add to the expression (4.26), without altering it, the term \( -\frac{1}{4}|v|^2 I \) since the latter is in \( \text{Null}(L) \), which is orthogonal to the range of \( \mathbb{L}^{-1} \). We can rewrite

\[
\nabla_x \cdot \langle v \otimes \Phi g_k \rangle = \langle \mathbb{L}^{-1}(v \otimes v - \frac{1}{3}|v|^2 I) \otimes (v \otimes v - \frac{1}{3}|v|^2 I) : \nabla_x u \rangle.
\]

(4.27)

By virtue of (4.20), we can set

\[
\langle \mathbb{L}^{-1}(v \otimes v - \frac{1}{3}|v|^2 I) \otimes (v \otimes v - \frac{1}{3}|v|^2 I) \rangle \equiv \mathcal{T}
\]

where \( \mathcal{T} \) is fourth order tensor. Taking into account the fact that \( \mathbb{L}^{-1} \) is a positive definite operator, the diagonal entries of \( \mathcal{T} \) are positive quantities, as one expects them to be, given their physical interpretation in relation with the kinematic viscosity \( \nu \), as we are going to see. Componentwise, we have

\[
\mathcal{T}_{ijlm} = \langle \beta(|v|)(v_iv_j - \frac{1}{3}|v|^2 \delta_{ij}) (v_lv_m - \frac{1}{3}|v|^2 \delta_{lm}) \rangle,
\]

which, because of the oddness of the integrand, vanishes whenever there is an unpaired index. The many symmetries of the tensor \( \mathcal{T} \) allow to write, by inspection,

\[
\mathcal{T}_{ijlm} = a\delta_{ij}\delta_{lm} + b\delta_{il}\delta_{jm} + c\delta_{im}\delta_{jl}.
\]
But $T_{ijlm} = T_{ijml}$ implies $c = b$, so $T_{ijlm} = c(\delta_{im}\delta_{jl} + \delta_{il}\delta_{jm}) + a\delta_{ij}\delta_{lm}$. Since $(v \otimes v - \frac{1}{3} |v|^2 I)$ is a traceless tensor, it has to be that $T_{ijll} = 0$, which yields $2c\delta_{ij}\delta_{ll} + a\delta_{ij}\delta_{ll} = 0$, that is $a = -\frac{1}{2}c$, so that

$$T_{ijlm} = c(\delta_{im}\delta_{jl} + \delta_{il}\delta_{jm}) - \frac{2}{3}\delta_{ij}\delta_{lm}.$$  

The value of $c$ is obtained by taking the double trace of $T$. One writes $T_{jjjj} = 20c$, from which the positivity of $c$ follows.

To compute $(T : \nabla u)$, notice that $\delta_{im}\delta_{jl}\partial_l u_m = \partial_j u_i$, $\delta_{il}\delta_{jm}\partial_l u_m = \partial_j u_i$ while the incompressibility condition yields $\partial_j \partial_l u_m \partial_l u_m = 0$. Therefore one gets

$$T : \nabla u = c(\nabla u + (\nabla u)^T).$$

Taking the divergence of the expression (4.27), we finally obtain

$$\nabla_x : (\nabla_x : (v \otimes \Phi g)) = \nabla_x : (\nabla_x u + (\nabla_x u)^T) = \nu \Delta u(t, x),$$

where we used the incompressibility condition and set $c = \nu$.

From equation (4.25) because of the weak notion of solution derived from the Boltzmann equation, one has

$$\frac{d}{dt} \int \phi \cdot u dx = \nu \int \Delta_x \phi \cdot u dx,$$

valid for any $\phi \in V = \{u \in (C^\infty(\Omega))^3, \nabla_x \cdot u = 0, \int u dx = 0\}$, where $\Omega \subset \mathbb{R}^3$, so that, for almost every $t_1, t_2$ the relation

$$\int \phi \cdot u(t_2) dx - \int \phi \cdot u(t_1) dx = \nu \int_{t_1}^{t_2} \Delta_x \phi \cdot u dt dx = 0$$

holds. One can therefore write

$$\partial_t u(t, x) + \nabla_x p(t, x) = \nu \Delta_x u(t, x).$$

To obtain the heat equation we start with equation (4.12). One easily checks that

$$\langle \frac{1}{2} |v|^2 - 5g^\nabla \rangle \to \langle \frac{1}{2} |v|^2 - 5g^\nabla \rangle = \frac{5}{2} \theta$$

and one finds that

$$\langle \hat{B}v \cdot \nabla_x g^\nabla \rangle = \frac{5}{2} \kappa \nabla_x \theta$$

and like

$$\langle \hat{B}Q(g^\nabla, g^\nabla) \rangle = \frac{1}{2} \langle \hat{B}L_{\mu}(g^\nabla)^2 \rangle = \frac{1}{2} \langle (L_{\mu} \hat{B})(g^\nabla)^2 \rangle = \frac{1}{2} \langle B(g^\nabla)^2 \rangle = \frac{5}{2} \kappa \theta.$$  

Combining (4.29), (4.30) with (4.31), we thereby finish the proof of the first part of our theorem:

$$\frac{5}{2} \partial_t \theta + \text{div}(u \theta) - \kappa \Delta_x \theta = 0,$$

with

$$\kappa = \frac{2}{15} \langle \hat{B} \cdot L \hat{B} \rangle.$$

**Step 2. Derivation of the energy equation**

This step shows that the evolution of $(u, \theta)$ is governed by the motion and heat equations (3.24).
Combining the conservation laws for mass and energy

\[
\frac{5}{2} \left( \partial_t \langle g_\varepsilon \rangle + \frac{1}{\varepsilon} \nabla_x \langle v g_\varepsilon \rangle \right) = 0 \quad (4.32a)
\]

\[
\partial_t \left( \frac{1}{2} |v|^2 g_\varepsilon \right) + \frac{1}{\varepsilon} \nabla_x \langle v g_\varepsilon \rangle = \mathcal{R}^1_{x,2} \quad (4.32b)
\]
yields

\[
\partial_t \left( \frac{1}{2} |v|^2 - \frac{5}{2} \right) g_\varepsilon + \frac{1}{\varepsilon} \nabla_x \left( \frac{1}{2} |v|^2 - \frac{5}{2} \right) g_\varepsilon = \mathcal{R}^1_{x,2}. \quad (4.33)
\]

Upon formally letting \( \varepsilon \to 0 \) in the equation (4.33), the first term of (4.33) converges to

\[
\partial_t \left( \frac{1}{2} |v|^2 - \frac{5}{2} \right) \left( n(t, x) + v \cdot u(t, x) + \left( \frac{1}{2} |v|^2 - \frac{3}{2} \right) \theta(t, x) \right)
= \frac{3}{2} \partial_t \theta - \partial_t \left( n(t, x) + v \cdot u(t, x) + \left( \frac{1}{2} |v|^2 - \frac{3}{2} \right) \theta(t, x) \right)
= \frac{3}{2} \partial_t \theta - \partial_t n + \frac{5}{2} \partial_t \theta,
\]

where we used \( \langle (\frac{1}{2} |v|^2 - \frac{3}{2}) \rangle = \frac{3}{2} \langle (\frac{1}{2} |v|^2 - \frac{3}{2}) \rangle = 0 \) and the integrated Boussinesq relation \( n = -\theta \).

For the second term of (4.33) we make use of a technique similar to the one employed for the corresponding term in the momentum equation, namely write

\[
-\frac{1}{\varepsilon} \nabla_x \left( \frac{1}{2} |v|^2 - \frac{5}{2} \right) g_\varepsilon = \frac{1}{\varepsilon} \langle \Psi \nabla g_\varepsilon \rangle, \quad (4.35)
\]

where now

\[
\Psi = \mathcal{L}^{-1} \left[ \frac{1}{2} |v|^2 - \frac{5}{2} \right] v.
\]

It can be checked that \( \langle \frac{1}{2} |v|^2 - \frac{5}{2} \rangle v \) is in \( \text{Null}(\mathcal{L}) \) and so it is in the range of \( \mathcal{L}^{-1} \). Eliminate \( \langle \Psi \nabla g_\varepsilon \rangle \) using the Boltzmann equation, which gives

\[
\langle \Psi \nabla g_\varepsilon \rangle = -\varepsilon \langle \Psi \partial_t g_\varepsilon \rangle - \langle \Psi v \cdot \nabla_x g_\varepsilon \rangle. \quad (4.37)
\]

The first term on the right-hand side goes to zero, while taking the limit in the second term and bringing the gradient outside, one sees that \( \langle \Psi v \nabla_x g_\varepsilon \rangle \) converges to \( \nabla_x \langle v \otimes \Psi g \rangle \). Direct calculation shows that

\[
\nabla_x \langle v \otimes \Psi g \rangle = \nabla_x \langle (v \otimes \Psi)(n(t, x) + v \cdot u(t, x) + (\frac{1}{2} |v|^2 - \frac{5}{2}) \theta(t, x)) \rangle
= \nabla_x \langle (v \otimes \mathcal{L}^{-1}[(\frac{1}{2} |v|^2 - \frac{5}{2}) v](n(t, x) + (\frac{1}{2} |v|^2 - \frac{5}{2}) \theta(t, x)) \rangle,
\]

where again, the Boussinesq relation has been used. Since \( \mathcal{L}^{-1} \) preserves the parity, the only surviving term is

\[
\nabla_x \langle v \otimes \mathcal{L}^{-1}[(\frac{1}{2} |v|^2 - \frac{5}{2}) v](n(t, x) + (\frac{1}{2} |v|^2 - \frac{5}{2}) \theta(t, x)) \rangle
= (\mathcal{L}^{-1}[(\frac{1}{2} |v|^2 - \frac{5}{2}) v] \otimes v \otimes \frac{1}{2} \theta(t, x) \rangle \cdot \nabla_x \theta(t, x) = \frac{5}{2} \kappa \nabla_x \theta. \quad (4.38)
\]

It follows directly from Lemma 4.1 and relation (4.20) and the symmetry properties of the integrand, that

\[
\langle \mathcal{L}^{-1}[(\frac{1}{2} |v|^2 - \frac{5}{2}) v] \otimes v \otimes \frac{1}{2} \theta(t, x) \rangle
= \langle \alpha(|v|)(\frac{1}{2} |v|^2 - \frac{5}{2}) v \otimes v \otimes \frac{1}{2} \theta(t, x) \rangle = \frac{5}{2} \kappa \mathbf{I}, \quad (4.39)
\]
with $$\kappa = \frac{2}{15} \langle \Psi \cdot L \Psi \rangle.$$ 

Taking the divergence of the expression (4.38) and gathering the limiting terms in (4.33), we finally get

$$\partial_t \theta(t,x) = \kappa \Delta(t,x).$$

We have thus recovered the Stokes equation. This concludes the proof of the Theorem 3.1 and of the related corollary.

5. Conclusions and Research Perspectives

This paper has been concerned with a hydrodynamic limit for a binary inert gas mixture by employing a new mathematical method. This study reveals significant physical and mathematical features which result from the interaction of the component gases as described by the kinetic models. Our analysis has been limited to the case $$\gamma = \beta = 0, \ m \geq 1$$ that has shown an important macroscopic dynamics related to the Navier-Stokes equations. The derivation of macroscopic equation for further general cases is the main research perspective.

In particular, we are interested in showing that at the hydrodynamic scale the system shows that the flow of the mixture vanishes in the continuum limit, but the vanishing flow gives a finite effect on the behavior of the mixture in this limit. This is a kind of phenomena called “ghost effects” (the effect of an infinitesimal flow field on other physical quantities, such as the temperature field) discovered recently by Sone [33], [30] in the continuum limit that has been studied in [35].

The analysis of the ghost effect in a single component gas is one of the classical problems in modern kinetic theory and has been tackled by various methods, including moment methods. It is well known that rarefied gases, in which the molecular mean free path is not negligible compared to the typical scale of the flow, should be dealt with the Boltzmann equation and not by the system of conventional fluid-dynamic equations. The analysis of the latter equation is, however, not an easy task, mainly because of the complexity of the collision term, which represents effects of molecular interactions on a change of the velocity distribution function of molecules [31]. This effect is particularly important because it reveals the fatal defect contained in the Navier-Stokes system for a gas. The effect manifests itself in a wide class of problems.

Moreover, we are interested in showing that the sequence: Euler equations, Navier-Stokes equations, Burnett equations, etc. breaks down at the Burnett level since these equations are ill-posed [12]. In fact, it is well known (see [12], [13], [14]) that the Burnett hydrodynamic equations violate the basic physics behind the Boltzmann equation. Namely, sufficiently short acoustic waves are amplified with time instead of decaying.

The rigorous proofs are in progress and the results will be presented in due course.
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