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Abstract. Authorship verification is the task of determiniiiga given text is
written by a candidate author or not. In this paper present a first study on
using an anomaly detection method for the authprskrification task. We
have considered a weakly supervised probabilisidehbased on a multivari-
ate Gaussian distribution. To evaluate the effecidss of the proposed method,
we conducted experiments on a classic French cofpuispreliminary results
show that the probabilistic method can achievegh kerification performance
that can reach an,Bcore of 85%. Thus, this method can be very vidufds
authorship verification
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1 Introduction

Authorship verification is a special case of thehauship attribution problem. The
authorship attribution problem can be generallyrigiated as follows: given a set of
candidate authors for whom samples of written segtavailable, the task is to assign
a text of unknown authorship to one of these caatdicuthors [17]. This task has
been addressed mainly as a problem of multi-clessiohination, or as a text catego-
rization task [16]. In the authorship verificatipnoblem, though, we are given sam-
ples of texts written by a single author and akeddo assess if a given different text
is written by this author or not [13]. As a catagation problem, modifying the orig-
inal attribution problem in this way makes the taglkauthorship verification signifi-
cantly more difficult partly because building a meterising model of one author is
much harder than building a distinguishing modeWeen two authors [12].
Authorship verification has two key steps:igexing step based on style markers
is performed on the text using some natural langyagcessing techniques such as



tagging, parsing, and morphological analysis; thenidentification step is applied
using the indexed markers to verify the validitytleé authorship. Many style markers
have been used to characterise writing styles, feanty studies based on sentence
length and vocabulary richness [19] to more reesak relevant work based on func-
tion words [9], [20], punctuation marks [2], paftapeech (POS) tags [14], parse
trees [6] and character-based features [11]. Tisese@ agreement among researchers
that function words are the most reliable indicatbauthorship [17].

The verification step can be addressed aseaclass problem (written-by-the-

author) or as a binary classification problem (t&ritby-the-author as positive vs not-
written-by-the-author as negative). However, bdtlthese formulations of the prob-
lem have drawbacks: In the case of binary claggiba, one should collect a reason-
able amount of representative texts of the entivet-Written-by-the-author” class,
which is difficult, if not impossible. In the ca®é one-class classification, one does
not take advantage from negative examples thatonsotl actually lack for them even
though they are not representative of the entasscl
In this paper, we address the authorship verificagiroblem as an anomaly detection
problem where texts written by the candidate autiver seen as normal data while
texts not written by that author are seen anomatiatis. We propose a probabilistic
anomaly detection method that can benefit from tieg@xamples for the authorship
verification process.
We first give an overview of the anomaly detectfmoblem in section 2 and then
describe our method in section 3. We than experiafignvalidate the proposed
method in section 4 using a classic French corfpinslly we use this method to settle
a literary mystery case.

2  Anomaly Detection

Anomaly detection is a challenging task which csissof identifying patterns in data
that do not conform to expected (normal) behavidinese non-conforming patterns
are called anomalies or outliers [3]. Anomaly dBtechas been successfully used in
many applications such as fault detection, radgetadetection and hand written digit
recognition [15].

This technique has also been used to deal witlidéxtata for various purposes such
as detecting novel topics, events, or news stamiescollection of documents or news
articles [3]. Anomaly detection is based on thaitleat one can never train a classifi-
cation algorithm on all the possible classes thatdystem is likely to encounter in
real application. Anomaly detection is also suiafdr situations in which the class
imbalance problem can affect the accuracy of diaasion (see Fig. 1) [18].
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Fig. 1. The anomaly detection and the classification iearschemas

Many anomaly detection techniques fall under tladistical approach of modelling
data based on its statistical properties and ubilsgnformation to estimate whether a
test sample comes from the same distribution ot} Another common method
for anomaly detection is the one-class SVM thaeines a hyper sphere enclosing
the normal data [8]. In this contribution, we déserand use a probabilistic anomaly
detection method for authorship verification thaaightforwardly follows the defini-
tion given above. The method is discussed in thé section.

3 Proposed Method

In our method, we address the authorship verificafiroblem as an anomaly detec-
tion problem where texts written by a given auticaare seen as normal data, while
texts not written by that authdrare seen anomalous data. We use a probabilistic
anomaly detection method that can benefit from alous examples for the author-
ship verification process based on a multivariatei$dian modelling. Given the fact
that unsupervised anomaly detection approaches ddil to match the required de-
tection rates in many tasks and there exists a foeddbelled data to guide the model
generation [7], our proposed methods is weakly siged in the sense that it takes
into consideration a small amount of representatimemalous data for the model
generation.

The approach to anomalous text detection is to @ainultivariate Gaussian distribu-
tion model on the style markers extracted from daroptext written by an authdf.
Every newly arriving text (data instance) that wenivto verify as written by or not

is contrasted with the probabilistic model of nolitgaand a normality probability is
computed. The probability describes the likelih@bdhe new text to have been writ-
ten byX compared to the average data instances seen dhbértgpining. If the prob-
ability does not surpass a predefined threshnglthe instance is considered an anom-
aly and the text is considered not to have beettemrby the authaX. To define the
probability threshold, we cross-validate over aadsé¢t containing both anomalous



and non-anomalous data and we set the threshdldetwalue that maximizes the
authorship verification performance on this data $8e method can be formulated
into three steps as follow: Let; be an-dimensional vector representing the

texti (i = 1,...,m).

1. Train a Multivariate Gaussian distribution mogglx) on the normal data. This is
done by estimating the two distribution parameteitse multivariate locatiop and

the covariance matri¥ :

p= =3 x® @)
r=2ym (O - (O -’ )

2. Given a new instanog compute the probability(x) :

PO = —5— exp(—5 (x = WX (x — ) (3)

1
(2m)z|z|2

3. Predict the anomaly (= 1) of the instance given the probability threshold :

_ {1 if p(x) <x @)
0if p(x) = x

The nature of the style markers used as attribtdedescribe and to get an
dimensional vector representing the text is vergartant and determines the applica-
bility of our method. In fact, the nature of theg@ributes should respect the Gaussian
assumption made to train the multivariate Gaussiadel. For our experiment, we
chose to test this method on two types of stylekararseparately. Each text in our
data set is mapped onto a vector of the frequefttyeomost frequent function words

and a vector of the frequency of POS-tags
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Fig. 2. The probability of frequency of the French funotiword "de" has a Gaussian behavior



There are two main reasons for using the frequafidynction words as attributes.
First, because of their high frequency in a writtext, function words are very likely
to have a Gaussian behaviour (see Figure 2). Sacgrfdinction words, unlike con-
tent words, are difficult to consciously contrdius they are more independent from
the topic or the genre of the text [4]. In fact,pgfe@l and Schler found that all the
work of distinguishing the styles of different aoith is accomplished with a small set
of features containing frequent function words [124sed on that information and to
get a right balance between the features-set sidetlee dataset size, we limit our
study to the most 30th frequent function words. phg-of-speech-based markers are
also shown to be very effective because they pahtlre the advantages of function
words

4 Experimental Validation

4.1 Data Set

To test the effectiveness of our method, we useadtlsowritten by: Balzac, Dumas
and France. This choice was motivated by our spetirest in studying the classic
French literature of the 19th century, and by thailability of electronic texts from
these authors on the project Gutenberg websiteInath@é Gallica electronic library?2.
Our choice of authors was also affected by the tfzat we wished to get a challeng-
ing problem since these three authors are knowsaye relatively comparable syntac-
tic styles. More information about the data seduse the experimentation is summa-
rized in Table 1.

For each of the three authors mentioned abegecollected 4 novels, so that the
total number of novels was 12. The next step wativiole these novels into smaller
pieces of texts in order to have enough data ins&iartificial documents) to train
and test the probabilistic model. Researchers wgrkin authorship attribution in
literary texts have used different dividing stragsg For example, Hoover [10] decid-
ed to take just the first 10,000 words of each hagea single text, while Argamon
and Levitan [1] treated each chapter of each baok aeparate text. In our experi-
ment, we chosaimply to chunk each novel into approximately equaits of 2000
words, which is below the threshold proposed byrH8g specifying the smallest
reasonable text size to achieve good attributidis increases the degree of the diffi-
culty of the task.

1 http://www.gutenberg.org/
2 http://gallica.bnf.fr/



Table 1.Data set used in our experiment

Author Name # of texts
Balzac, Honoré de 126
Dumas, Alexandre 190

France, Anatole 128

4.2 Verification Protocol

In our experiment, the corpus was POS tagged anctifun words were extracted.
Each text is then represented by two vect®&s= {ry,1,, ..., 1.}, one for the normal-
ized frequencies of occurrence of the top 30 fumctvords in the corpus, and an-
other for the normalized frequencies of occurresfceOS-tags. The normalization of
the vectors of frequency representing a given t&eag done according to the size of
the text. Then, for each author, we used 75% ofitlia generated by texts written by
this author to estimate the parameters of the mageksenting this author, and 20%
of the data from each author for testing it. Theaming 5% data was merged with
5% of the data (anomalous data) generated by eaetofothe other authors and was
used to estimate the probability threshdld To get a reasonable estimate of the ex-
pected generalization performance, we used a rdsampith replacement method.
The training and testing process was done 10 tiffles.overall authorship verifica-
tion performance is taken as the average perforenawer these 10 runs. For evaluat-
ing the verification performance, we used the stathadneasures, calculating precision
(P), recall R), andF; where:

__ (1+a?®)Rp

&7 (aZR)+p (5)

We consider precision and recall to have the saaheeyso we set equal to 1.

4.3 Baselines

To evaluate the effectiveness of the proposed rdett® used one-class SVM and
binary SVMs classifier using RBF kernel (best perfing). The one-class SVM was
trained and tested on the same data used to tndlirtest the multivariate Gaussian
model respectively. The binary SVM classifier weairted on both the data used to
train the probabilistic model and the data useddtimate the probability threshold,
and it was tested on the same data as our pradtabitnodel. The overall baseline
classification performance is taken as the avepag®rmance over the 10 runs.

4.4 Results

The results of measuring the verification perforowmrior the two different style
markers presented in our experimental validatiensaimmarized in Table 2 for func-



tion words and in Table 3 for POS tags. These teshlow in general the superiority
of the proposed method over the baselines in tefmis score and recall. These re-
sults also show in general a better performancenwising frequent function words
than POS-tag for both the proposed method andabelines.

Our study here indicates that the multivariate Geusmodel for anomaly detection
combined with features based on frequent functiord& can achieve a high verifica-
tion performance (e.g., F1 = 0.85). By contras, dhe-class SVM performs particu-
larly poorly on this task. The binary SVM achiewethtively good results but doesn’t
outperform the probabilistic model; this shows ttie authorship verification prob-
lem should not be handled as a binary class prohbieless a sufficient amount of
representative negative data is present to aveidltss imbalance problem.

Table 2. Results of the authorship verification using fregfufenction words

Method P R Fq
One-class SVMs 0,34 0,50 0,40
Binary SVMs 0,86 0,75 0,80
Multivariate Gaussian Mode 0,82 0,88 0,85

Table 3. Results of the authorship verification using fragueOS-tags

Method P R Fq
One-class SVMs 0,51 0,45 0,48
Binary SVMs 0,81 0,58 0,67
Multivariate Gaussian Mode 0,69 0,89 0,77

Finally, these results are in line with previousrkvthat claimed that semi-supervised
anomaly detection approaches, originating from @estised classifier, are inappro-
priate and hardly detect new and unknown anomakesl that semi-supervised
anomaly detection needs to be grounded in the @ngised learning paradigm [7].

5 A Classic French Literary Mystery: “Le Roman de Violette”

In this section, we apply our probabilistic methodsettle one of the classic French
literary mysteries. “Le Roman de Violette”3 is avebpublished in 1883. The author-
ship of this novel has still not been determinederEthough the novel was edited
under the name of Alexandre Dumas, some literaticerstate that a serious candi-
date for its authorship is “La Marquise de Mannodikctot”. But this hypothesis

3 http://ero.corneille-moliere.com/?p=page52&m=erciié



cannot be definitely proved, partly because therenly one known book written by
that author, which limits the quantity of text dahie to validate the computational
authorship identification methods including our huat.

We applied our proposed authorship verifigatioethod to handle this case. Since
there is not enough available text written by “Larguise de Mannoury d’Ectot” to
verify whether she is the writer of “Le Roman deoMite” or not, we set Alexandre
Dumas as the author candidate that we want toywasifthe writer or not. We trained
the probabilistic model based on frequent functimrds on texts written by Alexan-
dre Dumas. The only known book written by “La Masgude Mannoury d’Ectot”
was used as the representative anomalous text thesprobability threshold. Finally,
the verification test was performed on the “Romarviblette”. The authorship prob-
ability produced by the novel using our proposedhoe is under the threshold need-
ed to validate the authorship. This result suggiststhe novel “Le Roman de Vio-
lette” was not written by Alexandre Dumas.

6 Conclusion

In this paper, we have presented a study on usingnamaly detection method for
the authorship verification task. We have considexaveakly supervised probabilis-
tic model based on a multivariate Gaussian didfidbu To evaluate the effectiveness
of the proposed method, we conducted experiments cassic French literary cor-
pus. Our preliminary results show that the probstisl method can achieve a high
verification performance that can reach an F1 sob85%.

Based on the current study, we have identified re¢\fature research directions.
First, we will explore incorporating the non-vet#tion option into our probabilistic
model. In fact, in the field of authorship idertdtion, the non-attribution option is
better than a false attribution. Second, this stwillybe expanded to include more
style markers. Third, we intend to experiment wather languages and text sizes
using standard corpora employed in the field atdar
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