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Abstract

This paper is concerned with the asymptotic analysis of space-velocity dependent ther-
mostatted kinetic frameworks which include conservative, nonconservative and stochastic
operators. The mathematical frameworks are integro-partial differential equations that
can be proposed for the modeling of most phenomena occurring in biological and chem-
ical systems. Specifically the paper focuses on the derivation of macroscopic equations
obtained by performing a low-field and a high-field scaling into the thermostatted kinetic
framework and considering the related convergence when the scaling parameter goes to
zero. In the low-field limit, the macroscopic equations show diffusion with respect to
both the space variable and a scalar variable that is introduced for the modeling of the
strategy of the particle system. In the high-field limit, the macroscopic equations show
hyperbolic behavior. The asymptotic analysis is also generalized to systems decomposed
in various functional subsystems.

2000 Mathematics Subject Classification. 35Q20, 82C22, 92B05
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1 Introduction

The development of modern technologies and the related computational models have allowed
a complete description of complex phenomena that appear in most biological and chemical
systems at different scales: atomic, molecular, genetic, cellular, organ, tissue. Specifically, in
most of the computational and mathematical models of the pertinent literature, the description
has been performed at a specific scale without considering the problem to link the different
phenomena occurring at different scales.

In particular, mathematical models have been employed for a complete description of var-
ious phenomena occurring in complex living systems. In detail, at atomic/molecular/genetic
scales, mathematicians have proposed ODE-based models (see the review paper [1]); at the
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cellular/organ scale the generalized kinetic theory approach has been applied (see the book
[2] and references cited therein, and also the paper [3]); at tissue scale the continuum mechan-
ics approach has been considered (see the book [4] and references cited therein, and papers
[5, 6]). These models have been derived by considering only the phenomenological description
occurring at a specific scale without taking care of the phenomena at a lower scale.

However, mathematicians have developed an analytical method, called asymptotic method,
for deriving macroscopic equations fulfilled by the local macroscopic quantities (density and
momenta of the distribution function) by asymptotic limits of kinetic models, see among
others, the papers [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21].

The asymptotic method consists in defining the appropriate time and space scaling, which
is a complex task considering that the ratio between the various rates characterizing each
evolution plays an important role in assessing the structure of mathematical macroscopic
equations derived from the kinetic equations. Therefore the macroscopic models are derived
by letting the inter-particle distances tend to those of the macroscopic level. In particular,
in the pertinent literature, there exists the so-called low-field and high-field limits, see the
reference section of the book [2] and [22, 23]. In particular the low-field asymptotic limit of
kinetic equations leads to a parabolic (reaction-diffusion) equation and the high-field limit
leads to hyperbolic equations. This is the investigation that is pursued into the present paper.

The kinetic framework considered in this paper belongs to the class of thermostatted kinetic
models that have been recently proposed in papers [24, 25, 26] for the modeling of complex
systems in physics and life sciences. Specifically the system is composed by a large number
of particles whose microscopic state includes not only space and velocity variables but also
a scalar variable, usually called activity, related to the function expressed by the particles
that in this context are called active particles or agents. The time evolution of the system
is described by a distribution function defined onto the macroscopic state of the particles.
Mutual interactions among the particles modify the asymptotic evolution of the system. The
mathematical framework, which belongs to the class of integro-partial differential equations,
includes conservative, nonconservative and stochastic operators (in particular a velocity-jump
process). Moreover a mathematical thermostat, in accordance with the Gauss principle of
least constrain [27], is introduced for controlling the increase of the kinetic or activity energy
of the system.

Specifically the present paper focuses on the derivation of macroscopic equations by per-
forming a low-field and a high-field scaling and, under some technical assumptions on the
conservative, nonconservative and the stochastic (velocity-jump) operators, the related con-
vergence of the asymptotic limit, when the scaling parameter goes to zero, is reached. In the
low-field limit, the macroscopic equations show diffusion with respect to both the space and
activity variables. In the high-field limit, the macroscopic equations show hyperbolic behav-
ior. The asymptotic analysis is also generalized to complex systems decomposed into a large
number of functional subsystems.

It is worth precising that the asymptotic method is also applied to the p-thermostatted
kinetic framework proposed in the paper [24], which is a new thermostatted mathematical
framework where the p-thermostat has been introduced for the control of the time evolution
of higher-order momenta.

The analysis developed in this paper is based on the method developed in papers [28, 29]
(see also the reference section for a deeper understanding of the method) where the authors
have considered a thermostatted kinetic framework with only conservative interactions and a
velocity-jump process.

It is worth stressing that, to the best of our knowledge, this is the first paper that attempts
to perform the asymptotic method, under the low-field scaling, to the thermostatted kinetic
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framework and to the p-thermostatted kinetic framework with nonconservative interactions.
In particular the results show what are the effects of nonconservative interactions at the
macroscopic scale and how these types of interactions modify the terms into the macroscopic
equation. These results are of great interest in the modeling of the complex biological and
chemical systems where proliferation and destruction of particles occur, such as in cancer-
immune system competition, see [30, 31, 32, 33, 34].

The present paper is organized into five more sections which follow this introduction. In
detail, Section 2 introduces the generalized thermostatted kinetic framework for the modeling
of systems composed by particles whose microscopic state includes also the scalar variable
related to the strategy of the particles (activity). The active particles are also able to proliferate
and their velocity is described by a jump process. The mathematical frameworks are coupled
with a thermostat and a p-thermostat. Preliminary properties of the operators which define the
mathematical framework are presented in Section 2.1. Section 3 is meant to the definition of
the low-field scaling, the scaled thermostatted kinetic frameworks, and the statement and proof
of one of the main results of the present paper that consists of the derivation of the macroscopic
equations for the local density of the system. A specific model is considered in Section 4; the
macroscopic equation for the local density is derived for the relaxation model. Section 5 is
concerned with the high-field scaling and the derivation of the macroscopic equations for the
local density and momentum of the system. Finally Section 6 concludes the paper with some
technical generalizations related to the complex biological and chemical systems characterized
by a large number of active particles grouped into functional subsystems according to a recent
system biology approach. Future research perspectives are also discussed within this section.

2 Generalized thermostatted kinetic frameworks

This section is concerned with the definition of the thermostatted kinetic equations that are
the underlying frameworks for the derivation of the macroscopic equations obtained by the
asymptotic limit method. The mathematical framework refers to the modeling of the complex
biological/chemical system that is a set of interacting particles having a specific function
whose magnitude is taken into account by introducing a scalar variable u called activity.
The magnitude of the activity variable is modified by the conservative interactions that are
defined by considering the encounter rate among very close particles and the probability that
particles change their activity. Birth and death processes are also considered by defining the
proliferative and destructive rates. The microscopic state of the particles also includes space
x and velocity v variables; in particular the space variable is not modified by the interactions
and the velocity variable changes according to a jump process.

Let f = f(t,x,v, u) be the distribution function of the particles of the system having at
time t the microscopic state (x,v, u), where (x,v) ∈ Dx ×Dv ⊂ R3 × R3 and u ∈ Du ⊂ R.
The system is subjected to a known external force field F = F (u) : Du → R that moves the
system out of equilibrium.

The derivation of the thermostatted framework requires the definition of the following main
quantities:

(i) The interaction rate η(u∗, u∗), which denotes the probability that a particle with micro-
scopic state (x,v, u∗) interacts with a particle with microscopic state (x,v, u∗).

(ii) The particles with microscopic state (x,v, u∗) interacting with the particles with micro-
scopic state (x,v, u∗) have a probability density to reach the microscopic state (x,v, u)
given by A = A (u∗, u∗, u) : Du ×Du ×Du → R+ such that ‖A ‖L1(Du) = 1, ∀u∗, u∗ ∈
Du.
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(iii) The velocity variable v that belongs to the domain Dv assumed bounded and spheri-
cally symmetric with respect to (0, 0, 0), changes according to a stochastic velocity-jump
process in which the particle moves with constant speed describing a straight line whose
direction changes continuously.

The evolution equation for the distribution function f is obtained by equating the time
derivative of f to the balance of the inlet and outlet flows into the elementary volume of the
space of the microscopic states. Specifically, denoting by ∂t, ∇x the time derivative and the
space gradient of f , respectively, and by ·, the canonic scalar product in R3 between two
vectors, the thermostatted kinetic framework for f thus reads:

(∂t + v · ∇x) f + ∂u

(
F (u)

(
1− u

∫

Ω

u f dx dv du

)
f

)
= J [f ] + N [f ] + ν V [f ], (2.1)

where Ω = Dx ×Dv ×Du and

• v · ∇xf is the transport operator;

• ν is the turning rate or turning frequency of the velocity-jump, hence 1/ν is the mean
run time;

• The conservative operator J [f ] = J [f ](t,x,v, u) = G[f ](t,x,v, u)+L[f ](t,x,v, u), which
models the conservative changing of the activity, reads:

G[f ] =
∫

Du×Du

η(u∗, u∗) A (u∗, u∗, u)f(t,x,v, u∗) f(t,x,v, u∗) du∗ du∗ (2.2)

L[f ] = −f(t,x,v, u)
∫

Du

η(u∗, u∗) f(t,x,v, u∗) du∗, (2.3)

that models the gain of particles with microscopic state (x,v, u), due to activity transi-
tions of the particles with microscopic state (x,v, u∗) that interact with particles having
the microscopic state (x,v, u∗), and the loss of particles due to transitions into different
microscopic states.

• The nonconservative operator N [f ] = N [f ](t,x,v, u), which models proliferation or
destruction of particles with microscoscopic state (x,v, u), reads:

N [f ] = f(t,x,v, u)
∫

Du

η(u∗, u∗)µ(u∗, u∗) f(t,x,v, u∗) du∗. (2.4)

where µij denotes the net proliferative/destructive rate.

• The turning operator V [f ] ≡ V [f ](t,x,v, u), which models the velocity-jump process, is
the stochastic term defined as follows:

V [f ] =
∫

Dv

[T (v∗,v)f(t,x,v∗, u)− T (v,v∗)f(t,x,v, u)] dv∗, (2.5)

where T (v∗,v) is the turning kernel which gives the probability that the velocity v∗ ∈ Dv

jumps into the velocity v ∈ Dv (if a jump occurs).

• The thermostatted term reads:

TF [f ] := ∂u

(
F (u)

(
1− u

∫

Ω

u f(t,x,v, u) dx dv du

)
f(t,x,v, u)

)
, (2.6)

which is a transport term due to the activity of the particles; the reader interested in
Gaussian thermostats is referred to papers [27, 35, 36].
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The turning event is usually governed by a Poisson process [12, 37]. The choice of a new
velocity is independent of the run time. In general ν may be space-dependent and may depend
on internal and external variables as well. Similar stochastic rotations of the velocity of the
particles have been also introduced to simulate multiple collision dynamics in order to account
for the effect of the solvent, see [38].

The role of the thermostat into the framework (2.1) is that of controling the second moment
of local activity which is defined as follows:

E2[f ](t,x,v) =
∫

Du

u2 f(t,x,v, u) du. (2.7)

High-order local quantities are calculated if motivated by some interest for the modelling,
see [18]. Indeed a generalization of the thermostatted framework (2.1) has been considered in
paper [24] for controling the following pth-order moment of local activity:

Ep[f ](t,x,v) =
∫

Du

up f(t,x,v, u) du, p ∈ N. (2.8)

This generalization, called the p-thermostatted kinetic framework, reads:

(∂t + v · ∇x) f + ∂u

(
F (u)

(
1− u

∫

Ω

up−1 f dx dv du

)
f

)
= J [f ] + N [f ] + ν V [f ], (2.9)

where the meaning of each term into the above equation can be recovered by the previous
considerations. In this case the thermostat term reads:

TF,p[f ] := ∂u

(
F (u)

(
1− u

∫

Ω

up−1 f(t,x,v, u) dx dv du

)
f(t,x,v, u)

)
. (2.10)

In the low field limit, the analysis is addressed to obtain the evolution equation of the local
density %[f ](t,x, u) of the system defined at time t in the position x and activity u, as follows:

% := %[f ](t,x, u) =
∫

Dv

f(t,x,v, u) dv. (2.11)

In the high-field limit, the main aim of this paper is to obtain the evolution equation of %[f ]
and of the relative mass velocity of particles U(t,x, u) defined on [0,∞[×Dx ×Du by

U := U[f ](t,x, u) =
1

%[f ](t,x, u)

∫

Dv

v f(t,x,v, u) dv. (2.12)

The following pressure term

P := P[f ](t,x, u) =
∫

Dv

(v − U)⊗(v − U)f(t,x,v, u) dv, (2.13)

will be also taken into account.

2.1 Preliminary properties of the operators

This section deals with some preliminary properties of the consevative, nonconservative and
velocity-jump operators.
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Lemma 2.1. If the interaction rate η is assumed constant and the probability density A
satisfies, for all u∗, u∗ ∈ Du, the following assumptions:

∫

Du

A (u∗, u∗, u) du = 1, (2.14)

∫

Du

u A (u∗, u∗, u) du = 0, (2.15)
∫

Du

u2 A (u∗, u∗, u) du = u2
∗, (2.16)

then the gain operator

G[f ] = η

∫

Du×Du

A (u∗, u∗, u)f(t,x,v, u∗) f(t,x,v, u∗) du∗ du∗ (2.17)

satisfies, for all functions f , the following identities:
∫

Du

G[f ](t,x,v, u) du = η

(∫

Du

f(t,x,v, u) du

)2

, (2.18)

∫

Du

uG[f ](t,x,v, u) du = 0, (2.19)

∫

Du

u2 G[f ](t,x,v, u) du = η

(∫

Du

f(t,x,v, u) du

)(∫

Du

u2 f(t,x,v, u) du

)
. (2.20)

Proof. The condition (2.14) implies:
∫

Du

G[f ](t,x,v, u) du =
∫

Du

(∫

Du×Du

η A (u∗, u∗, u) f(t,x,v, u∗) f(t,x,v, u∗) du∗ du∗
)

du

=
∫

Du×Du

η

(∫

Du

A (u∗, u∗, u) du

)
f(t,x,v, u∗) f(t,x,v, u∗) du∗ du∗

= η

(∫

Du

f(t,x,v, u∗) du∗
)(∫

Du

f(t,x,v, u∗) du∗
)

(2.21)

Bearing in mind the condition (2.15) we have:
∫

Du

uG[f ](t, u) du =
∫

Du

u

(∫

Du×Du

η A (u∗, u∗, u) f(t,x,v, u∗) f(t,x,v, u∗) du∗ du∗
)

du

=
∫

Du×Du

η

(∫

Du

uA (u∗, u∗, u) du

)
f(t,x,v, u∗) f(t,x,v, u∗) du∗ du∗

= 0. (2.22)

Finally the condition (2.16) implies that the following identity holds true:
∫

Du

u2 G[f ](t, u) du =
∫

Du

u2

(∫

Du×Du

η A (u∗, u∗, u) f(t,x,v, u∗) f(t,x,v, u∗) du∗ du∗
)

du

=
∫

Du×Du

η

(∫

Du

u2 A (u∗, u∗, u) du

)
f(t,x,v, u∗) f(t,x,v, u∗) du∗ du∗

= η

∫

Du×Du

u2
∗ f(t,x,v, u∗) f(t,x,v, u∗) du∗ du∗

= η

(∫

Du

f(t,x,v, u∗) du∗
)(∫

Du

u2
∗ f(t,x,v, u∗) du∗

)
. (2.23)
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Therefore the proof of the Lemma is concluded.

The results in Lemma 2.1 carry out an important role in the existence of solution results for
the relative Cauchy problem of the thermostatted kinetic frameworks (2.1) and (2.9). These
results will not be reported here because they require further assumptions on the operators (see
paper [25] for the existence result of solutions of the Cauchy problem for the thermostatted
kinetic framework without nonconservative interactions). However in the case of the ther-
mostatted kinetic frameworks (2.1) and (2.9), the global existence of solutions is not ensured
in general. Moreover the validity of the Lemma 2.1 allows us to derive the evolution equation
for the following first activity moment

∫

Ω

u f(t,x,v, u) dx dv du,

even when nonconservative interactions are considered.
Following the proof of Lemma 2.1 is simple to obtain the proof of the following Lemma.

Lemma 2.2. If the interaction rate η and the proliferative/destructive rate µ are assumed
constants, then the loss operator and the nonconservative operators, respectively, satisfy the
following identities:

∫

Du

L[f ](t,x,v, u) du = −η

(∫

Du

f(t,x,v, u) du

)2

, (2.24)

∫

Du

N [f ](t,x,v, u) du = ηµ

(∫

Du

f(t,x,v, u) du

)2

. (2.25)

The asymptotic analysis, that will be performed in the present paper, strongly depends on
the turning operator V [f ]. Therefore the following Assumptions and Lemma are essential for
the asymptotic limit of the thermostat frameworks (2.1) and (2.9).
The main properties of V [f ] are summarized below:

Lemma 2.3. Assume that the turning operator V [f ] given by Eq. (2.5) satisfies the following
assumptions:

(A1) Conservation of particles:
∫

Dv

V [f ] dv =
∫

Dv

v V [f ] dv = 0. (2.26)

(A2) There exists a bounded equilibrium velocity distribution G(v) : Dv → R+, independent
of t and x, such that:

T (v∗,v) G(v) = T (v,v∗)G(v∗). (2.27)

and ∫

Dv

v G(v) dv = 0,

∫

Dv

G(v) dv = 1. (2.28)

(A3) The kernel T (v,v∗) is bounded, and there exists a constant σ > 0 such that

T (v,v∗) ≥ σG(v), ∀(v,v∗) ∈ Dv ×Dv. (2.29)

Then
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(i) For f ∈ L2(Dv; dv/G), the integral equation V [g] = f has a unique solution g ∈ L2 (Dv; dv/G)
such that ∫

Dv

g(v) dv = 0 if and only if
∫

Dv

f(v) dv = 0.

(ii) The integral operator V defines a self-adjoint Fredholm operator on the space L2 (Dv; dv/G).

(iii) The equation V [f ] = v G(v) has a unique solution given by f(v) = χ(v).

(iv) The null-space of V is spanned by a unique normalized and nonnegative function G(v):

Ker(V ) = Span{G}.

The reader interested into the proof of the Lemma 2.3 is referred to paper [37].
It is worth stressing that the assumption (A2) means that the flow produced by the equi-

librium distribution G(v) vanishes, and that G is normalized with respect to the velocity
domain. The function χ(v) gives the coefficient in the low-field limit equation.

3 The macroscopic framework by low-field scaling

This section aims at performing the asymptotic limit of the thermostatted kinetic frameworks
(2.1) and (2.9) by a low-field scaling (low-field asymptotic limit). Specifically we consider
the scaled thermostatted kinetic frameworks whose solutions are assumed to be bounded in a
space of functions where all needed convergence results will be true.
The Hilbert space L2(Dv, dv) endowed with the usual scalar product

〈f, g〉 =
∫

Dv

f(v) g(v) dv, f, g ∈ L2(Dv, dv),

will be used in the sequel and the average of the function ϕ with respect to variable v will be
denoted by

〈ϕ〉 := 〈ϕ, 1〉 =
∫

Dv

ϕ(v) dv.

Moreover the following Kronecher delta will be used:

δij =





1 if i = j

0 if i 6= j

To prove the main result an integral approach will be more suitable than Chapman-Enskog
method. Indeed, employing test functions directly on conservation equations for the velocity
moments of distribution function and balancing with care the various terms, we can pass to
the limit of vanishing mean free path and hope to derive the macroscopic description.

3.1 Low-field scaling and scaled thermostatted frameworks

Let α be the microscopic length scale (mean free path), β the macroscopic length scale, and
ε the ratio between α and β. In order to obtain the macroscopic equation from the kinetic
frameworks, the following scaling is considered:

(t,x,v, u, F ) →
(

t

ε
,x,v, u, ε`F

)
, ` ≥ 1, (3.1)
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and considering the relationship that exists among the interaction rate, the proliferative/destructive
rate and the turning frequency, the following choice of the rates can be set:

η = εr, µ = εq, ν =
1
εs

, (3.2)

where q, r, s ≥ 1. Therefore the distribution function reads:

fε(t,x,v, u) = f

(
t

ε
,x,v, u

)
.

Consequently the thermostatted framework (2.1) is scaled as follows:

ε∂tfε + v · ∇xfε + ε`TF [fε] = εrJ̃ [fε] + εr+qÑ [fε] +
1
εs

Ṽ [fε], (3.3)

and the scaled p-thermostatted framework (2.9) reads:

ε∂tfε + v · ∇xfε + ε`TF,p[fε] = εrJ̃ [fε] + εr+qÑ [fε] +
1
εs

Ṽ [fε], (3.4)

where J̃ [fε], Ñ [fε], Ṽ [fε], TF [fε], and TF,p[fε] are the scaled conservative, nonconservative,
turning and thermostat operators, respectively, that read:

J̃ [fε](t,x,v, u) =
∫

Du×Du

A (u∗, u∗, u)fε(t,x,v, u∗) fε(t,x,v, u∗) du∗ du∗

−fε(t,x,v, u)
∫

Du

fε(t,x,v, u∗) du∗, (3.5)

Ñ [fε] = fε(t,x,v, u)
∫

Du

fε(t,x,v, u∗) du∗, (3.6)

Ṽ [fε](t,x,v, u) =
∫

Dv

[T (v∗,v)fε(t,x,v∗, u)− T (v,v∗)fε(t,x,v, u)] dv∗. (3.7)

TF [fε] = ∂u

(
F (u)

(
1− u

∫

Ω

u fε(t,x,v, u) dx dv du

)
fε(t,x,v, u)

)
(3.8)

TF,p[fε] = ∂u

(
F (u)

(
1− u

∫

Ω

up−1 fε(t,x,v, u) dx dv du

)
fε(t,x,v, u)

)
(3.9)

The singular character of the problem is related to the fact that the small parameter ε basically
multiplies all derivatives in the equation (3.3). The following Lemma holds true.

Lemma 3.1. (Factorization of the function asymptotic limit) Let fε(t,x,v, u) be a sequence of
solutions of the scaled thermostatted kinetic equation (3.3) or (3.4). Assume that the turning
operator V satisfies the assumptions (A1-A2-A3) and, when ε → 0, the following statements
hold true:

fε −→ f a.e. in [0,∞)×Dx ×Dv ×Du, (3.10)
Ṽ [fε] −→ Ṽ [f ] (3.11)

Then the asymptotic limit f of the sequence fε (modulo the extraction of a subsequence) admits
the following factorization:

f(t,x,v, u) = %(t,x, u) G(v), (3.12)

where % is the local macroscopic density (2.11) of the system.
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Proof. To prove the Lemma, firstly we multiply Eq. (3.3) or Eq. (3.4) by εs and we let ε go
to zero. Since, for T > 0, fε(t,x,v, u) is uniformly bounded in

L∞[0, T ; L2(Dx ×Dv ×Du)]

it weakly converges (modulo the extraction of a subsequence) to a solution fε(t,x,v, u) of the
equation

Ṽ [f ] = 0. (3.13)

Therefore we deduce from Lemma 2.3 the existence of a function % = %(t,x, u) : [0,∞[×Dx ×
Du → R+ independent of v and such that the relation (3.12) holds true. In particular

∫

Dv

f(t,x,v, u) dv =
∫

Dv

%(t,x, u)G(v) dv = %(t,x, u)
∫

Dv

G(v) dv. (3.14)

In order to calculate the asymptotic limit of the scaled thermostatted framework (3.3) or
(3.4), we need to perform the limit, when ε goes to zero, of the term

1
ε
〈v · ∇xfε〉. (3.15)

Lemma 3.2. (The limit of the convective term). Let fε(t,x,v, u) be a sequence of solutions
of the scaled thermostatted kinetic equation (3.3) or (3.4). Assume that the turning operator
V satisfies the assumptions (A1-A2-A3) and, when ε → 0, the following statements hold true:

fε −→ f a.e. in [0,∞)×Dx ×Dv ×Du, (3.16)
Ṽ [fε] −→ Ṽ [f ], (3.17)

then
1
ε
〈v · ∇xfε〉 −−−→

ε→0
δs,1 divx 〈(χ(v)⊗ v)∇x%〉 . (3.18)

where χ(v) is the only solution of the equation Ṽ [f ] = v G(v).

Proof. According to Lemma 2.3, the term (3.15) can be rewritten as follows:

1
ε
〈v · ∇xfε〉 = divx

〈
vfε

ε

〉

=
1
ε
divx

〈
v fε

G(v)
G(v)

〉
= divx

〈
Ṽ [fε]

ε

χ(v)
G(v)

〉
. (3.19)

Moreover, multiplying the right-and-left-hand sides of Eq. (3.3) by εs−1, we obtain

1
ε
Ṽ [fε] = εs∂tfε+εs+`−1TF [fε]+εs−1v·∇xfε−εs+r−1J [fε]−εs+q+r−1N [fε] := L[fε]. (3.20)

Therefore, plugging the above term into Eq. (3.19) gives

1
ε
〈v · ∇xfε〉 = divx

〈
L[fε]

χ(v)
G(v)

〉
. (3.21)
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The assumption of convergence of fε ensures the convergence in the sense of distributions of
its moments, so that one can pass to the limit in the equation. Note that if s = 1 then, when
ε → 0, one obtains

εs∂tfε + εs+`−1TF [fε]− εs+r−1J̃ [fε]− εs+q+r−1Ñ [fε] → 0 and εs−1v · ∇xfε → v · ∇xf.
(3.22)

If s > 1 then L[fε] → 0, when ε → 0.
Therefore, if s = 1, we have the following limit:

1
ε
〈v · ∇xfε〉 −−−→

ε→0
divx

〈(
χ(v)
G(v)

⊗ v
)
∇xf

〉
= divx 〈(χ(v)⊗ v)∇x%〉 . (3.23)

3.2 The macroscopic equation

Bearing all the previous sections in mind, the macroscopic equation which describes the evo-
lution of the local macroscopic density % is stated in the following theorem.

Theorem 3.1. Let fε(t,x,v, u) be a sequence of solutions of the scaled thermostatted kinetic
equation (3.3). Assume that the turning operator V satisfies the assumptions (A1-A2-A3)
and, when ε → 0, the following statements hold true:

fε −→ f a.e. in [0,∞)×Dx ×Dv ×Du, (3.24)
Ṽ [fε] −→ Ṽ [f ] (3.25)

and the following quantities

〈fε〉 , 〈vfε〉 , 〈v ⊗ vfε〉 ,
〈

J̃ [fε]
〉

,
〈

Ñ [fε]
〉

, 〈TF [fε]〉 ,
〈
vJ̃ [fε]

〉
, 〈vTF [fε]〉

converge, in the sense of distributions on R∗+ ×Dx ×Du, to the corresponding quantities

〈f〉 , 〈vf〉 , 〈v ⊗ vf〉 ,
〈

J̃ [f ]
〉

,
〈

Ñ [f ]
〉

, 〈TF [f ]〉 ,
〈
vJ̃ [f ]

〉
, 〈vTF [f ]〉

and that every formally small term in ε vanishes. Then the local macroscopic density % is the
weak solution of the following equation

∂t% + δ`,1 ∂u (F (u)(1− uA[%](t))%) = δs,1divx(D% · ∇x%) + δr,1H[%] + δr+q,1S[%], (3.26)

where

• A[%](t) is the following operator:

A[%](t) =
∫

Dx×Du

u %(t,x, u) dx du, (3.27)

• D% is the following tensor:

D% = −
∫

Dv

v ⊗ χ(v) dv, (3.28)
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• H[%](t,x, u) is the following operator:

H[%] = 〈G(v), G(v)〉
∫

Du×Du

A (u∗, u∗, u) %(t,x, u∗) %(t,x, u∗) du∗ du∗

− %(t,x, u)〈G(v), G(v)〉
∫

Du

%(t,x, u∗) du∗. (3.29)

• S[%](t,x, u) is the following operator:

S[%] = %(t,x, u)〈G(v), G(v)〉
∫

Du

%(t,x, u∗) du∗. (3.30)

Proof. By taking the average of the equation (3.3) with respect to v, using the assumption
A1 and dividing by ε, one obtains:

∂t 〈fε〉+
1
ε
〈v · ∇xfε〉+ ε`−1 〈TF [fε]〉 = εr−1

〈
J̃ [fε]

〉
+ εr+q−1

〈
Ñ [fε]

〉
. (3.31)

Assume that ` > 1, r > 1, and r + q > 1. When ε → 0, the third, the fourth and the fifth
terms in Eq. (3.31) goes to zero, therefore just the limit of the term:

1
ε
〈v · ∇xfε(t,x,v, u)〉 (3.32)

has to be evaluated, see Lemma 3.2.
The term related to the Gaussian isokinetic thermostat reads:

ε`−1 〈TF [fε]〉 = ε`−1

〈
∂u

(
F (u)

(
1− u

∫

Ω

u fε dx dv du

)
fε

)〉

−−−→
ε→0

δl,1

〈
∂u

(
F (u)

(
1− u

∫

Ω

u %Gdx dv du

)
%G

)〉

= δl,1

〈
∂u

(
F (u)

(
1− u

∫

Dx×Du

u % dx du

)
%G

)〉

= δl,1 ∂u (F (u) (1− uA[%](t)) %) . (3.33)

Bearing all above in mind, it is an easy task to show that

εr−1〈J̃ [fε]〉 −−−→
ε→0

δr,1H[%]

and
εr+q−1〈Ñ [fε]〉 −−−→

ε→0
δr+q,1S[%]

where H[%] and S[%] are the operators defined in Eqs. (3.29) and (3.30), respectively.
Therefore the proof is concluded.

Remark 4.1. In general the tensor D%, called diffusivity tensor, is non-isotropic, i.e. is not a
scalar multiple of identity.

Bearing all above in mind, the following theorem is related to the derivation of the macroscopic
equation for the local macroscopic density of the p-thermostatted kinetic framework (2.9).
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Theorem 3.2. Let fε(t,x,v, u) be a sequence of solutions of the scaled thermostatted kinetic
equation (3.4). Assume that the turning operator V satisfies the assumptions (A1-A2-A3)
and, when ε → 0, the following statements hold true:

fε −→ f a.e. in [0,∞)×Dx ×Dv ×Du, (3.34)
Ṽ [fε] −→ Ṽ [f ] (3.35)

and the following quantities

〈fε〉 , 〈vfε〉 , 〈v ⊗ vfε〉 ,
〈

J̃ [fε]
〉

,
〈

Ñ [fε]
〉

, 〈TF,p[fε]〉 ,
〈
vJ̃ [fε]

〉
, 〈vTF,p[fε]〉

converge, in the sense of distributions on R∗+ ×Dx ×Du, to the corresponding quantities

〈f〉 , 〈vf〉 , 〈v ⊗ vf〉 ,
〈

J̃ [f ]
〉

,
〈

Ñ [f ]
〉

, 〈TF,p[f ]〉 ,
〈
vJ̃ [f ]

〉
, 〈vTF,p[f ]〉

and that every formally small term in ε vanishes. Then the local macroscopic density % is the
weak solution of the following equation

∂t% + δ`,1 ∂u (F (u)(1− uAp[%](t))%) = δs,1divx(D% · ∇x%) + δr,1H[%] + δr+q,1S[%], (3.36)

where Ap[%](t) is the following operator:

Ap[%](t) =
∫

Dx×Du

up−1 %(t,x, u) dx du, (3.37)

D% is the tensor (3.28), H[%] is the operator (3.29) and S[%] is the operator (3.30).

4 Macroscopic equation for the relaxation model

This section aims at showing the procedure of the asymptotic limit for a specific model: the
relaxation model. In particular, since the directional changes are described by the kernel T ,
we can assume without restriction that the set of velocities Dv is symmetric with respect to
the rotation group SO(d).
Specifically we assume that

T (v∗,v) = γ G(v), 0 < γ < σ.

Therefore the turning operator reads:

V [f ](t,x,v, u) =
∫

Dv

[T (v∗,v)f(t,x,v∗, u)− T (v,v∗)f(t,x,v, u)] dv∗,

= γ

(
G(v)

∫

Dv

f(t,x,v∗, u) dv∗ − f(t,x,v, u)
∫

Dv

G(v∗) dv∗
)

,

= γ (%(t,x, u)G(v)− f(t,x,v, u)) .

Accordingly the function χ(v) solution of the integral equation V [χ(v)] = vG(v) reads:

χ(v) =
G(v)(γ%− v)

γ
.
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Consequently the diffusion tensor D% reads:

D% = −
∫

Dv

[v ⊗ χ(v)] dv =
1
γ

∫

Dv

[v ⊗ vG(v)] dv. (4.1)

In particular if Dv is the 3-sphere of radius R > 0 and G(v) = 1/|Dv| we have

D% =
1

γ|Dv|
∫

Dv

v ⊗ v dv. (4.2)

By formula ∫

Dv

vivj dv = |Dv| R
2

3
δij ,

we have that

D% =
R2

3γ
I, (4.3)

where I is the identity matrix. Since

divx(D% · ∇x%) =
R2

3γ
∆x%,

the macroscopic equations (3.26) and (3.36) thus read:

∂t% + δl,1 ∂u(F (u) (1− uA[%](t))%) = δs,1
R2

3γ
∆x% + δr,1H[%] + δr+q,1S[%], (4.4)

and

∂t% + δl,1 ∂u(F (u) (1− uAp[%](t))%) = δs,1
R2

3γ
∆x% + δr,1H[%] + δr+q,1S[%], (4.5)

where H[%] and S[%] are defined by Eqs. (3.29) and (3.30), respectively, in which

〈G(v), G(v)〉 =
1

|Dv| .

5 The macroscopic framework by high-field scaling

This section deals with the asymptotic limit of the thermostatted kinetic frameworks (2.1) and
(2.9) by a high-field scaling. Specifically we consider the following scaling for the microscopic
state variables and the macroscopic external force field:

(t,x,v, u, F ) →
(

t

ε
,
x
ε
,v, u, ε`F

)
, l ≥ 0, (5.1)

where ε is a small real parameter.
Let Z be the total (initial) mass of the system

Z :=
∫

Ω

f(0,x,v, u) dx dv du, (5.2)

and v0 the macroscopic mean velocity of the (initial) distribution

v0 :=
1
Z

∫

Ω

vf(0,x,v, u) dx dv du. (5.3)

14



Let τ be a typical time and L a typical length of the system verifying the relation τv0 = L, so
that τ and L are the mechanical variables of the system, and U a typical value of the activity.
Then the dimensionless variables t′, x′, v′, and u′ are defined as follow:

t := τ t′, x := Lx′, v := v0 v′, u := Uu′.

Consequently the dimensionless distribution function reads:

f ′(t′,x′,v′, u′) :=
Lnvn

0 U

Z
f(t,x,v, u).

Bearing all above in mind, the dimensionless thermostatted kinetic framework (2.1) thus reads:

∂t′f
′ + v′ · ∇x′f

′ + TF [f ′] =
τηZ

Lnvn
0

(
J̃ [f ′] + µÑ [f ′]

)
+ τν Ṽ [f ′], (5.4)

Then the high-field scaling (5.1) is equivalent to the following choice

τν =
1
ε
,

which means that the turning time (the inverse of the turning frequency 1/ν) is small compared
with the typical mechanical time of the system τ . Removing the prime and rewriting Eq. (5.4),
one has

(∂t + v · ∇x) f + TF [f ] = τ
ηZ

Lnvn
0

(
J̃ [f ] + µÑ [f ]

)
+ τν Ṽ [f ], (5.5)

According to [15], we assume the following relations

ηZ

Lnvn
0

= εrν = εr−1 1
τ

, µ = εq,

where r ≥ 1 and q ≥ 0. Then the scaled non-dimensional model (5.5) takes the form:

(∂tfε + v · ∇xfε) + ε`TF [fε] = τεr−1 1
τ

(
J̃ [f ] + εqÑ [f ]

)
+

1
ε

Ṽ [f ], (5.6)

that can be rewritten as follows:

ε(∂tfε + v · ∇xfε) + ε`+1TF [fε] = εrJ̃ [fε] + εr+qÑ [fε] + Ṽ [fε], (5.7)

and the scaled p-thermostatted framework (2.9) reads:

ε(∂tfε + v · ∇xfε) + ε`+1TF,p[fε] = εrJ̃ [fε] + εr+qÑ [fε] + Ṽ [fε], (5.8)

where the meaning of each operator can be recovered by section 3.1 and where, as already
mentioned in section 3.1, with a slight abuse of notation, we have set

fε(t,x,v, u) = f

(
t

ε
,
x
ε
,v, u

)
.
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5.1 The macroscopic equations

This subsection is concerned with the derivation of macroscopic equations for the local density
and the first velocity momentum obtained by performing the asymptotic limit, under the high-
field scaling, of the frameworks (5.7) and (5.8) as ε goes to zero. The following lemma holds
true.

Lemma 5.1. Let fε(t,x,v, u) be a sequence of solutions of the scaled thermostatted kinetic
equation (5.7) or (5.8). Assume that:

(A4) For all % ∈ [0,+∞) and U ∈ R3 there exists a unique function

F%,U = F%,U(v) ∈ L1(Dv, (1 + |v|) dv)

such that:

V [F%,U] = 0,

∫

Dv

F%,U(v)dv = %,

∫

Dv

v F%,U(v) dv = %U. (5.9)

(A5) When ε → 0, the following statements hold true:

fε −→ f a.e. in [0,∞)×Dx ×Dv ×Du, (5.10)
Ṽ [fε] −→ Ṽ [f ] (5.11)

and the following quantities

〈fε〉 , 〈vfε〉 , 〈v ⊗ vfε〉 ,
〈

J̃ [fε]
〉

, 〈TF [fε]〉 , 〈TF,p[fε]〉 ,
〈

Ñ [fε]
〉

,

〈
vJ̃ [fε]

〉
, 〈vTF [fε]〉 , 〈vTF,p[fε]〉 ,

〈
vÑ [fε]

〉
,

converge, in the sense of distributions on R∗+×Dx×Du, to the corresponding quantities

〈f〉 , 〈vf〉 , 〈v ⊗ vf〉 ,
〈

J̃ [f ]
〉

, 〈TF [f ]〉 , 〈TF,p[f ]〉 ,
〈

Ñ [f ]
〉

,

〈
vJ̃ [f ]

〉
, 〈vTF [f ]〉 , 〈vTF,p[f ]〉 ,

〈
vÑ [f ]

〉
,

Then the asymptotic limit f admits the following form

f(t,x,v, u) = F%(t,x,u),U(t,x,u)(v). (5.12)

Proof. Passing to the limit in Eq (5.7) or (5.8) when ε → 0, yields V [f0] = 0. Setting

%ε(t,x, u) =
∫

Dv

fε(t,x,v, u) dv, (5.13)

%ε(t,x, u)Uε(t,x, u) =
∫

Dv

vfε(t,x,v, u) dv. (5.14)

According to (A4), there exists the unique function F%,U, where U depends on (t,x, u), verifying
the conditions (5.9). Therefore

f0(t,x,v, u) = F%(t,x,u),U(t,x,u)(v). (5.15)
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The main result of this section is the following theorem.

Theorem 5.1. Let fε(t,x,v, u) be a sequence of solutions to the scaled thermostatted kinetic
equation (5.7). Assume that (A1-A4-A5) hold true and that every formally small term in ε
vanishes. Then % and %U are the weak solutions of the following equations:

∂t% + divx (%U) + δ`,0K[%] = δr,1

〈
J̃ [f ]

〉
+ δr+q,1

〈
Ñ [f ]

〉
(5.16)

∂t(%U) + divx (%U⊗ U+ P) + δ`,0S[%U] = δr,1

〈
vJ̃ [f ]

〉
+ δr+q,1

〈
vÑ [f ]

〉
(5.17)

where
K[%] = ∂u (F (u) (1− uA[%](t)) %)

S[%U] = ∂u (F (u) (1− uA[%](t)) %U)

being P the pressure tensor (2.13).

Proof. According to Lemma 5.1 we can introduce the function g (uniformly bounded in a
suitable functional space) such that:

fε(t,x,v, u) = F%,U(v) + εg(t,x,v, u). (5.18)

Let ψ ∈ {1,v}. Then multiplying the scaled Eq. (5.7) by ψ and integrating with respect to
velocity variable v we have

ε

∫

Dv

(∂t + v · ∇x) fε ψ dv + ε`+1∂u

∫

Dv

ψ TF [fε] dv

= εr

∫

Dv

ψ J̃ [fε] dv + εr+q

∫

Dv

ψ Ñ [fε] dv +
∫

Dv

ψ Ṽ [fε] dv. (5.19)

Therefore we have

∂t 〈fε〉+ 〈v · ∇xfε〉+ ε` 〈∂uTF [fε]〉 = εr−1
〈
J̃ [fε]

〉
+ εr+q−1

〈
Ñ [fε]

〉
, (5.20)

∂t 〈vfε〉+ divx 〈v ⊗ vfε〉+ ε` 〈v∂uTF [fε]〉 = εr−1
〈
vJ̃ [fε]

〉
+ εr+q−1

〈
vÑ [fε]

〉
. (5.21)

Then

∂t 〈fε〉+ 〈v · ∇xfε〉 −→ ∂t% + divx (%U)

∂t 〈vfε〉+ divx 〈v ⊗ vfε〉 −→ ∂t(%U) +∇x ·
(∫

Dv

v ⊗ vF%,U

)
.

Since ∫
(v ⊗ v)F%,U dv = %U⊗ U+ P,

we have
∂t 〈vfε〉+ divx 〈v ⊗ vfε〉 −→ ∂t(%U) +∇x · (%U⊗ U+ P) .

The velocity average of the thermostatted term reads:

〈∂uTF [fε]〉 =
〈

∂u

(
F (u)

(
1− u

∫

Ω

u fε dx dv du

)
fε

)〉
. (5.22)
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Letting ε go to zero, and according to the (5.12), we have:

〈∂uTF [fε]〉 −−−→
ε→0

K[%] =
〈

∂u

(
F (u)

(
1− u

∫

Ω

uF%,U dx dv du

)
F%,U

)〉

=

〈
∂u

(
F (u)

(
1− u

∫

Dx×Du

u % dx du

)
F%,U

)〉
. (5.23)

= ∂u (F (u) (1− uA[%](t)) %) , (5.24)

where A[%] is given by Eq. (3.27). Moreover

〈v ∂uTF [fε]〉 =
〈
v∂u

(
F (u)

(
1− u

∫

Ω

u fε dx dv du

)
fε

)〉
, (5.25)

then

〈v ∂uTF [fε]〉 −−−→
ε→0

S[%U] =
〈
v∂u

(
F (u)

(
1− u

∫

Ω

uF%,U dx dv du

)
F%,U

)〉

=
〈

∂u

(
F (u)

(
1− u

∫

Dx×Du

u % dx du

)
vF%,U

)〉

= ∂u (F (u) (1− uA[%](t)) %U) . (5.26)

Therefore the proof is concluded.

Bearing all above in mind, the following theorem is related to the derivation of the macroscopic
equations for the local density and the first velocity momentum of the p-thermostatted kinetic
framework (2.9).

Theorem 5.2. Let fε(t,x,v, u) be a sequence of solutions to the scaled thermostatted kinetic
equation (5.8). Assume that (A1-A4-A5) hold true and that every formally small term in ε
vanishes. Then % and %U are the weak solutions of the following equations:

∂t% + divx (%U) + δ`,0Kp[%] = δr,1

〈
J̃ [f ]

〉
+ δr+q,1

〈
Ñ [f ]

〉
(5.27)

∂t(%U) + divx (%U⊗ U+ P) + δ`,0Sp[%U] = δr,1

〈
vJ̃ [f ]

〉
+ δr+q,1

〈
vÑ [f ]

〉
(5.28)

where
Kp[%] = ∂u (F (u) (1− uAp[%](t)) %)

Sp[%U] = ∂u (F (u) (1− uAp[%](t)) %U)

being Ap[%](t) is the operator (3.37).

5.2 Macroscopic equations for the relaxation model

In this subsection we assume that the velocity domain Dv is the 2-sphere of radius R > 0. We
assume as turning kernel the following function:

T (v,v∗) =
1

|Dv|
(
1 +

a

R2
(v · v∗)

)
with a < 3. (5.29)

Therefore the turning operator reads:

V [f ] =
%

|Dv|
(
1 +

a

R2
v · U

)
− f(v).
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Moreover we have
F%,U(v) =

%

|Dv|
(
1 +

a

R2
v · U

)
. (5.30)

Let u∗, u∗ ∈ Du and %∗ = %(t,x, u∗), U∗ = U(t,x, u∗), %∗ = %(t,x, u∗), U∗ = U(t,x, u∗) and

F%∗,U∗(v) =
%∗
|Dv|

(
1 +

a

R2
v · U∗

)
, F%∗,U∗(v) =

%∗

|Dv|
(
1 +

a

R2
v · U∗

)
,

then by straightforward computations we have
∫

Dv

F%∗,U∗(v)F%∗,U∗(v) dv =
%∗%∗

|Dv|
(

1 +
a2

R2
U∗ · U∗

)
,

and
∫

Dv

v F%∗,U∗(v)F%∗,U∗(v) dv =
%∗%∗

|Dv|
a2

3R2
(U∗ + U∗).

Finally, If f = F%,U, where F%,U is given by Eq. (5.30), straightforward computations show:
∫

Dv

J̃ [f ] dv =
1

|Dv|
(

J [%] +
a2

3R2
J [%U]

)
, (5.31)

∫

Dv

v J̃ [f ] dv =
a2

3R2|Dv| (A[%, %U] + B[%, %U]) , (5.32)

∫

Dv

Ñ [f ] dv =
1

|Dv|
(

N [%] +
a2

3R2
N [%U]

)
, (5.33)

∫

Dv

v Ñ [f ] dv =
a2

3R2|Dv| (C[%, %U] + D[%, %U]) , (5.34)

where
A[%, %U]) =

∫

Du×Du

A (u∗, u∗, u) %∗ U∗ %∗ du∗ du∗ − %U
∫

Du×Du

%∗ du∗,

B[%, %U] =
∫

Du×Du

A (u∗, u∗, u) %∗ U∗ %∗ du∗ du∗ − %

∫

Du×Du

%∗ U∗ du∗. (5.35)

C[%, %U] = %U
∫

Du×Du

%∗ du∗, (5.36)

D[%, %U] = %

∫

Du×Du

%∗ U∗ du∗. (5.37)

Bearing all above in mind and assuming that for ψ ∈ {1,v} the moments

〈ψfε〉 , 〈ψJ [fε]〉 , 〈ψTF [fε]〉 , 〈ψTF,p[fε]〉 ,
converge in the sense of distributions to the corresponding moments

〈ψf〉 , 〈ψJ [f]〉 , 〈ψTF [f ]〉 , 〈ψTF,p[f ]〉 ,
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then the macroscopic systems (5.16)-(5.17) and (5.27)-(5.28) thus reads:




∂t% + divx (%U) + δl,0∂u (F (u) (1− uA[%](t)) %)

=
δr,1

|Dv|
(

J [%] +
a2

3R2
J [%U]

)
+

δr+q,1

|Dv|
(

N [%] +
a2

3R2
N [%U]

)
,

∂t(%U) +
R2

3
∇x% + δl,0∂u (F (u) (1− uA[%](t)) %U)

=
a2δr,1

3R2|Dv| (A[%, %U] + B[%, %U]) +
a2δr+q,1

3R2|Dv| (C[%, %U] + D[%, %U]) ,

and




∂t% + divx (%U) + δl,0∂u (F (u) (1− uAp[%](t)) %)

=
δr,1

|Dv|
(

J [%] +
a2

3R2
J [%U]

)
+

δr+q,1

|Dv|
(

N [%] +
a2

3R2
N [%U]

)
,

∂t(%U) +
R2

3
∇x% + δl,0∂u (F (u) (1− uAp[%](t)) %U)

=
a2δr,1

3R2|Dv| (A[%, %U] + B[%, %U]) +
a2δr+q,1

3R2|Dv| (C[%, %U] + D[%, %U]) .

6 Further generalizations and future research directions

The topic of the present paper has been the derivation of macroscopic equations for the local
density and first velocity momentum of the thermostatted kinetic frameworks which model
systems whose particles have the ability to perform some strategies, such as the changing
into the activity variable of the microscopic state, proliferation or destruction of particles.
The thermostatted frameworks include conservative and nonconservative interactions and a
velocity-jump process; the space variable is not modified by the interactions.

The main interest of this paper has been focused on the derivation of macroscopic equations
by asymptotic methods consisting in passing to the limit of the scaled framework for vanishing
mean free path. Moreover an integral approach has been used by employing test functions
directly on conservation equations for the velocity moments of distribution function and bal-
ancing with care the various terms. The main results have been obtained by considering some
assumptions on the turning operators on which the asymptotic method is based.

A specific model, namely the relaxation model, has been also discussed into the paper with
the aim of showing in more details the asymptotic method and its applications.

According to our results, see equations (3.26) and (3.36), and differently from the perti-
nent literature, see, among others, the review paper [39], two convective terms appear into
the macroscopic equation. Moreover, depending on the scaling, nonconservative interactions
can contribute to the time evolution of the local macroscopic density of the system under
consideration. It is easy to see that, when s > 1, the macroscopic equations (3.26) and (3.36)
read

∂t% + δl,1 ∂u (F (u)(1− uA[%](t))%) = δr,1H[%] + δr+q,1S[%], (6.1)

and
∂t% + δl,1 ∂u (F (u)(1− uAp[%](t))%) = δr,1H[%] + δr+q,1S[%], (6.2)
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therefore the diffusion time scale εt does not contribute to the diffusion approximation. In
this case, one proposes the following scalings:

ε (∂t + v · ∇x) fε + εlTF [f ] = εrJ̃ [fε] + εr+qÑ [fε] + Ṽ [fε], (6.3)

and
ε (∂t + v · ∇x) fε + εlTF,p[f ] = εrJ̃ [fε] + εr+qÑ [fε] + Ṽ [fε], (6.4)

which give the asymptotic equations (6.1) and (6.2).
The mathematical framework proposed in the present paper refers to the modeling of

biological and chemical systems whose description is based on the definition of a distribution
function only. However according to a new system biology approach, see papers [25], it is often
necessary to consider different populations of particles characterized by a specific strategy.
According to this system biology approach, the whole system is decomposed into a finite
number n of functional subsystems whose distribution functions are denoted by fi = fi(t, u),
for i ∈ {1, 2, . . . , n}, and the thermostatted kinetic framework now reads:

(∂t + v · ∇x) fi + ∂u

(
Fi(u)

(
1− u

∫

Ω

u f̃ dx dv du

)
fi

)
= Ji[f] + Ni[f] + ν Vi[fi], (6.5)

where f = (f1, f2, . . . , fn) is the vector whose components are the distribution functions of the
functional subsystems,

f̃(t,x,v, u) =
n∑

i=1

fi(t,x,v, u),

and the conservative, nonconservative and velocity-jump operators now read:

Gi[f] =
n∑

j=1

∫

Du×Du

ηij(u∗, u∗) Aij(u∗, u∗, u)fi(t,x,v, u∗) fj(t,x,v, u∗) du∗ du∗ (6.6)

Li[f] = −fi(t,x,v, u)
n∑

j=1

∫

Du

ηij(u∗, u∗) fj(t,x,v, u∗) du∗, (6.7)

and

Ni[f] = fi(t,x,v, u)
n∑

j=1

∫

Du

ηij(u∗, u∗) µij(u∗, u∗) fj(t,x,v, u∗) du∗, (6.8)

Vi[fi] =
∫

Dv

[Ti(v∗,v)fi(t,x,v∗, u)− Ti(v,v∗)fi(t,x,v, u)] dv∗, (6.9)

where the meaning of each term into the operators can be recovered from the previous sections.
The asymptotic methods performed into the present paper can be applied also for the above
framework (6.5) and in particular, in the case of the low-field limit, we obtain the following
macroscopic equation:

∂t%i + δ`,1 ∂u

(
F (u)(1− uÃ[%](t))%i

)
= δs,1divx(D%i · ∇x%i) + δr,1Hi[%] + δr+q,1Si[%], (6.10)

where % = (%1, %2, . . . , %n)

Ã[%](t) =
n∑

j=1

∫

Dx×Du

u %j(t,x, u) dx du, (6.11)

21



D%i is the following tensor:

D%i = −
∫

Dv

v ⊗ χi(v) dv, (6.12)

Hi[%](t) is the following operator:

Hi[%] =
n∑

j=1

〈Gi(v), Gj(v)〉
∫

Du×Du

Aij(u∗, u∗, u) %i(t,x, u∗) %j(t,x, u∗) du∗ du∗

− %i(t,x, u)
n∑

j=1

〈Gi(v), Gj(v)〉
∫

Du

%j(t,x, u∗) du∗. (6.13)

and Si[%](t) is the following operator:

Si[%] = %i(t,x, u)
n∑

j=1

〈Gi(v), Gj(v)〉
∫

Du

%j(t,x, u∗) du∗. (6.14)

Similar arguments hold true also for the high-field limit whose generalization is technical.
It is worth stressing that the choice of the scaling plays an important role in the derivation

of macroscopic equations and specifically, future research directions include the possibility to
develop a mixture of scalings (high-low field) that can be able to describe most phenomena
occurring in complex chemical systems.

Another research perspective refers to the asymptotic analysis of thermostatted kinetic
frameworks which include external actions at the microscopic scale (open systems) for the
modeling of the surrounding environment. This work is in progress and results will be pre-
sented in due course.

Further developments of the asymptotic analysis performed in this paper refer to the deriva-
tion of the macroscopic equation by the low-field and high-field scalings for the thermostatted
kinetic framework (2.1) coupled with the mutative operator, see [40], which takes into account
mutations occurring in biological and chemical systems.

The asymptotic analysis developed into the present paper is particularly important for the
multiscale analysis of complex biological and chemical systems which definitely represents an
hard challenge.
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