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Stochastic Rotation Dynamics (SRD) is a mesoscale simulation technique that captures hy-
drodynamic couplings in simple and complex fluids. It can be used in various hydrodynamic
regimes and it is not restricted to specific geometries. We show here that SRD using the col-
lisional coupling approach to capture momentum transfer between the semi-implicit solvent
and the explicit counterions, is able to describe electro-kinetic effects, i.e. coupled electrostatic
and hydrodynamic phenomena occuring at charged solid-liquid interfaces. The method is first
validated for electro-osmosis in the simple case of a slit pore without added salt, for which an
analytical solution of the Helmholtz-Smoluchowski theory is known, in a physical regime where
this mean-field theory is valid. We then discuss the predictions of SRD for electro-osmosis be-
yond the range of validity of the Helmholtz-Smoluchowski (or Poisson-Nernst-Planck) theory,
in particular due to ion-ion correlations at the surface, to charge localization on discrete sites
at the solid surface and to surface charge heterogeneity, that all contribute to a reduction of
the electro-osmotic flow. In order to disentangle these last two aspects, we also investigate at
the mean-field level a simple system with alternate charged and neutral stripes, using Lattice-
Boltzmann Electrokinetics simulations. Overall, this work opens new perspectives for the use
of SRD as a generic mesoscopic simulation method for soft matter problems, in particular
under confinement, since in practice many interfaces between fluids and solids are charged.

1. Introduction

Stochastic Rotation Dynamics (SRD), also known as Multiparticle Collision Dy-
namics (MPCD), is a mesoscale simulation technique that captures hydrodynamic
couplings in simple and complex fluids, in various hydrodynamic regimes and not
restricted to specific geometries [1, 2]. This flexibility, together with the possibil-
ity to choose the simulation parameters taylored to specific fluid properties and
flow regimes thanks to analytical expressions for the transport coefficients [3–
7], has fostered the development of this approach and its application to a va-
riety of soft matter systems. From simple fluids, the interest rapidly shifted to
colloidal suspensions [8–10], polymer or star-polymer solutions [11] micellar sys-
tems [12],vesicles [13] or viral capsid self-assembly [14]. For most applications in-
volving soft matter, the ability to describe flow in confined geometries is essential.
Therefore, particular attention has been devoted to the derivation of appropri-
ate SRD rules to account for the desired boundary conditions at solid/fluid inter-
faces [15–17]. It is then possible to simulate complex systems such as the deposition
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of asphaltene in capillaries [18, 19], complex porous media with nanopillars [20] or
even red blood cells in narrow capillaries [21]. Recently, a GPU accelerated ver-
sion of SRD has been proposed, an improvement which is valudable for large and
complex systems for which SRD might get computationaly expensive [22].

In practice, solid surfaces – either confining walls or simply colloidal particles –
are often charged. The compensating counterions are located in the fluid, in the
so-called Debye layer arising from the balance between the electrostatic attraction
to the surface and the entropic gain of being in the fluid phase. These charged
interfaces are at the origin of electrokinetic effects, i.e. coupled hydrodynamic and
electric phenomena. Due to their importance in a variety of contexts, from the
environment to biology, or from microfluidics to electroacoustic exploration, various
simulation strategies have been developed to address the challenge of the multiple
length and time scales involved in electrokinetic phenomena, as discussed in two
recent reviews [23, 24].

Despite the success of SRD, to date, only few applications to electrokinetic phe-
nomena have been reported, none of which concern the electro-osmosis process. A
few works have been devoted to electrophoresis of polyelectrolytes and their coun-
terions [25, 26]. Some of us have recently demonstrated the possibility of studying
the influence of concentration on the transport properties of electrolytes coupling
SRD with charged solutes [27]. The proposed hybrid approach, similar to previous
works using a Lattice Boltzmann description of the underlying fluid [28–30], cou-
ples the SRD fluid with explicit solutes, not only for the colloidal particles but also
for microions (as opposed to charged colloidal particles). The semi-implicit fluid
allows to capture hydrodynamic interactions between solutes at a moderate simu-
lation cost, while electrostatic correlations between charged solutes are explicitely
taken into account. The challenge is then to describe the coupling between sol-
vent and solutes. Several coupling schemes were investigated, and their effect on
the solute diffusion coefficient and the electrical conductivity of the solution was
discussed [27].

In the present work, we report on the first application of SRD to the case of
electro-osmosis, i.e. the fluid flow induced by an applied electric field at the bound-
ary with a fixed charged wall. We investigate the effect of the treatment of ion-wall
interactions within the SRD scheme and of the charge distribution at the solid
surface on the electro-osmotic flow. In order to validate this new method, we study
here a simple slit pore in the absence of added salt and compare with the analytical
results of Poisson-Nernst-Planck (PNP) theory, which applies when electrostatic
correlations between ions can be neglected. For a homogeneously charged surface,
results are compared with the analytical solution of PNP, while for more complex
charge distributions simulations using a previously validated Lattice Boltzmann
scheme [31–34] (valid under the same conditions as PNP) are used as a reference.
Section 2 introduces the electro-osmosis phenomenon, the system chosen to bench-
mark its description by SRD and the reference analytical model. The simuation
methodology is presented in detail in Section 3. Finally, simulation results are
presented and discussed in Section 4.

2. Electro-osmosis and SRD

2.1. Electro-osmosis

Electro-osmosis is a phenomenon occuring when an electric field is applied to a
fluid in the vicinity of a charged surface. The local electric charge in the double-
layer results in a local electric force accelerating the fluid. The fluid is usually
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charge neutral far from the surfaces (beyond the so-called Debye length, of the
order of 1 nm for typical electrolyte concentrations in water at room temperature).
Nevertheless, momentum diffusion through the viscous fluid results in a flow even
in the neutral regions.

The standard description of electro-osmosis is provided, at the mean-field level,
by the Poisson-Nernst-Planck (PNP) theory, which combines: (i) the Navier-Stokes
equation for momentum conservation within the fluid, including the local electric
force, (ii) the Nernst-Planck equation for the ionic fluxes due to local electrochem-
ical potential gradients and (iii) the Poisson equation relating the electrostatic
potential to the ionic concentrations. At steady state and for small Reynolds num-
bers, the Navier-Stokes equation reduces to Stokes equation: η∆u+Fv = 0, where
u is the fluid velocity, η its viscosity and Fv the volumic force acting on it. Similarly,
the Nernst-Planck and Poisson equations converge to the Poisson-Boltzmann (PB)
solution. The Stokes and PB equations are the basis of the so-called Helmhotlz-
Smoluchowski theory, which will be presented below.

2.2. Benchmarking SRD against an analytical continuous theory

Although in principle Stochastic Rotation Dynamics accounts for hydrodynami-
cal effects at the same level as the Navier-Stokes equation, using this simulation
methodology in prescribed hydrodynamic regimes is not straightforward. The ef-
fect of thermal fluctuations and that of the discreteness of the solvent and solutes,
as well as the the finite value of dimensionless hydrodynamic numbers can lead
to practical difficulties. As an example, significantly reducing or increasing the
Reynolds, Schmidt or Peclet numbers is only possible at the price of considerably
increasing the computational cost. Therefore, some ambiguity may remain when
comparing the SRD fluid to a real one in a well-defined hydrodynamic regime.
Moreover, as pointed out in the introduction, even if the behaviour of the pure
solvent is perfectly controlled, coupling the solvent to a particle or a solid surface
always leads to additional approximations and a trade-off between efficiency and
accuracy.

For all these reasons, one should benchmark this technique against analytical
theories for systems where the theory is known to work. The present study of
electro-osmosis can thus be viewed in the broader perspective of the validation of
the SRD method. One of the few cases for which the PNP model can be solved
analytically for the electro-osmosis problem is that of a charged slit pore, i.e.
two infinite parallel walls, in the absence of added salt. While this solution is
exact, it suffers from the limitation of the underlying PNP theory. Fortunately, its
range of validity is rather well established. As a mean-field continuous theory, it
neglects ionic correlations (both electrostatic and due to their finite size) and is
thus limited to sufficiently small local ionic densities. In particular, it is expected
to break down for large surface charge densities, with multivalent ions or too small
distances between the surfaces. In addition, the Helmholtz-Smoluchowski theory is
limited to the laminar regime of small Reynolds numbers. We will thus benchmark
the proposed SRD method in this very simple geometry and under the above
constraints. Once the method is validated, we can examine the predictions of SRD
beyond the range of validity of the PNP model.

2.3. Poisson-Nernst-Planck / Helmholtz-Smoluchowski theory

In the case of electro-osmosis, the volumic force Fv entering the Stokes equation
to balance the viscous stress arises from an applied electric field E = Exex along
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the surfaces, i.e. Fv = c+(z)eE, where c+(z) is the local counterion concentration.
The solution for the velocity profile ux(z) in the laminar regime reads:

ux(z) = ux(Lhyd/2)− eE

η

∫ z

Lhyd/2

∫ z′

0
c+(z′′)dz′′dz′ (1)

where ux(Lhyd/2) is determined by the boundary conditions. The ionic density
profile can be determined either from a simulation (Molecular Dynamics or in the
present case SRD) or from a continuous theory such as Poisson-Boltzmann.

Figure 1. System simulated with Stochastic Rotation Dynamics. Two parallel, infinite charged walls are
separated by counterions in a solvent. An electric field E is applied along the surfaces. The solvent can
explore the whole space between the walls, separated by a distance Lhyd, while an effective ion-wall
diameter σw restricts the ion to a space of width Lel = Lhyd − σw. The average surface charge density σe
is distributed over discrete size of charge −e/d located at a depth w within the solid wall. The short-range
repulsion between ions may be taken into account by a WCA potential, with diameter σWCA.

In order to account for the finite size of the ions, the PB equation should be
solved over a domain of width Lel = Lhyd − σw, with Lhyd the distance between
the walls and σw an effective exclusion diameter of the ions from the wall (see
Fig. 1). Denoting σe the homogeneous surface charge density, with e the elementary
charge and σ < 0, the counterion density profile for z ∈ [−Lel/2,+Lel/2] can be
computed analytically. The solution reads (see e.g. [35]): c+(z) = α2

2πlB
1

cos2 αz where
αLel

2 tan αLel
2 = πσLellB, is lB = e2/4πε0εrkBT is the Bjerrum length (εr is the

solvent permittivity, kB is Boltzmann’s constant and T the temperature), while
α−1 stands for the analog of the Debye screening length and characterizes the
distorsion of the counterion profile. For small charge densities, αLel ∼

√
4πσLellB,

whereas at large charge densities αLel → π.
When the effective exclusion diameter of the ions σw vanishes (Lel = Lhyd = L),

the electro-osmotic flow in the presence of an applied electric field Exex is computed
by injecting the PB concentration profile in Eq. 1, with the result:

ux(z) =
eEx

2πηlB
ln

cos αz

cos αL/2
≡ v◦h(z) (2)

with a characteristic velocity v◦ = eEy/2πηlB. This characteristic velocity can be
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used to compute the Reynolds number:

Re =
v◦Lhydρ

η
(3)

In the general case of σw 6= 0 the solvent velocity profile is linear between −Lhyd/2
and −Lel/2, with a slope equal to σeE/η. In the following, we consider the case
of water at room temperature, leading to lB = 0.714 nm, and a fixed distance
between the walls Lhyd = 4.5 nm.

3. Methods

3.1. Stochastic Rotation Dynamics

3.1.1. Pure SRD fluid

In SRD simulations, the fluid is represented by pointlike particles, whose posi-
tions and velocities evolve in two steps. First, in the streaming step, positions and
velocities are propagated by integrating Newton’s equations of motion, for a time
denoted by δtc. In the absence of external forces, this yields a ballistic motion for
each fluid particle i:

ri(t + δtc) = ri(t) + vi(t)δtc (4)

where ri, vi are the position and the velocity of particle i, respectively. Second, in
the collision step, the simulation box is divided into cubic cells of size a0, where
momentum exchanges between the enclosed fluid particles occur. More precisely, a
randomly oriented axis is defined for each collision cell, and the velocities of fluid
particles relative to the velocity vcell

c.o.m of the center of mass of the cell are rotated
by an angle α around this axis:

vi(t + δtc) = vcell
c.o.m(t) +Rα[vi(t)− vcell

c.o.m(t)] (5)

whereRα is the rotation matrix. The angle α is a fixed parameter of the simulation.
The collision step conserves the velocity of the center-of-mass of the cell. To ensure
the galilean invariance, a random shift of the collision grid has to be performed at
each collision step [3, 36].

This algorithm ensures the conservation of the local momentum of the fluid,
while enabling momentum tranfers inside the fluid. The SRD fluid has thus the
hydrodynamic characteristics of a real fluid, in particular in terms of dimension-
less hydrodynamic numbers, as discussed in detail by Padding and Louis [9]. The
amount of momentum that is exchanged in a cell per unit time, and thus the vis-
cosity of the SRD fluid, depends on the number of solvent particles per cell γ, on
the rotation angle α, and on the time interval between collision steps δtc. The sim-
plicity of the SRD algorithm makes possible the derivation of analytical formulas
for the viscosity and transport coefficients as functions of γ, α, and δtc[3–7]. In
what follows, we use dimensionless units depending on the fluid particle mass mf

as the mass unit, the size of the collision cells a0 as the length unit, and kBT as
the energy unit with T the temperature and kB the Boltzmann constant. The time
unit is then

t0 = a0

√
mf

kBT
. (6)
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The value of the collision time step δtc controls the fluid properties by modulating
the dimensionless mean free path λ of fluid particles defined by λ = δtc/t0 [9].

3.1.2. Embedded solute particles in a SRD bath: Collisional Coupling

The simplest method to achieve the coupling between solute particles and the
fluid bath is to treat the solutes like fluid particles, except that they are interact-
ing with each other, and may have a larger mass than that of fluid particles. In
the streaming step, the positions of fluid particles are updated following Eq. (4),
whereas the position and velocity of solutes, denoted respectively by Rj and Vj

for solute j, are propagated thanks to the velocity Verlet algorithm of standard
Molecular Dynamics (MD) simulations, with a time step δtMD:

Rj(t + δtMD) = Rj(t) + Vj(t)δtMD +
Fj(t)
2M

δt2MD, (7)

Vj(t + δtMD) = Vj(t) +
Fj(t) + Fj(t + δtMD)

2M
δtMD, (8)

where M is the solute mass and Fj is the force acting on solute j at the beginning of
the step, which derives from a given interaction potential. Like in standard MD, the
choice of δtMD relies on a compromise between numerical efficiency and precision.
The value of the time step δtMD depends then on the nature of the interaction
potential, and is often smaller than δtc. In the collision step, the velocities of each
particle, fluid and solute, included in each collision cell are updated following Eq.
(5) given above. This momentum exchange is the only interaction between fluid
and solute particles in this simulation scheme. Details of this simulation scheme
can be found in Refs [37, 38].

3.1.3. Simulation of a slit pore

The simulation box is limited in the z-direction by two infinite charged walls
separated by a distance Lhyd. Periodic boundary conditions are applied along the
x, y directions. We apply a non-slip boundary condition between the solvent and the
walls by using the bounce-back reflection rules and the so-called virtual particles
method introduced by Lamura et al. [39]. In order to account for the size of the
counterions, we also use the bounce-back rules for the ions, but at a finite distance
from the wall. Ions are thus treated as hard spheres with a non-slip boundary
condition at the wall. A thermostat at the cell level is used to ensure constant
temperature [38]. Discrete charges are put on the wall at a short depth w within
the wall (see Fig. 1 and next section). Finally, the electro-osmotic flow is induced
by applying an electric field along the x-direction.

3.1.4. Ion-ion and ion-wall interactions

As already stated, ions are treated as hard spheres with regard to the wall.
Moreover, Coulomb interactions are taken into account between ions i and j and
between ions and charged sites of the walls:

Uel(rij) = kBT
lBzizj

rij
, (9)

with zi the valency of charge i and rij the distance between i and j. Long-range
Coulomb interactions are computed using Ewald summation following the method
of [40].
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In most of our simulations, no other interactions between ions are introduced,
so that it is not needed to split the streaming step into smaller MD steps, as the
potential is smooth enough (δtMD = δtc). Note that this is possible because only
counterions are present, otherwise the attraction between oppositely charged ions
should be balanced by a short-range repulsion. Nevertheless, in order to assess the
influence of excluded volume effects between ions, we have in some cases also added
a WCA (Weeks-Chandler-Anderson) potential [41], which is purely repulsive:

UWCA(rij) =

4εWCA

[(
σWCA

rij

)12

−
(

σWCA

rij

)6
]

+ ε if rij < 21/6σWCA

0, otherwise
(10)

This interaction potential involves two parameters, εWCA and σWCA. The values
of these parameters are taken as εWCA = kBT and σWCA = a0. The steepness
of this potential at short distance requires to divide the streaming step into 200
intermediate MD steps, i.e. δtMD = 0.005δtc, thereby significantly increasing the
computional time.

3.2. Choice of the SRD parameters

In order to perform a relevant comparison between the PNP prediction and SRD
results, the SRD parameters are chosen to ensure that, for at least some of the
systems under study, (i) electrostatic interactions are such that the density profile
c+(z) is similar in SRD and within PB theory, (ii) the Reynolds number is small
so that the Stokes equation is valid.

For all the SRD simulations, we chose a0 = 0.1 nm (thus Lhyd = 45 a0 and
lB−SRD = 7.14 a0). The length of the simulation box in the x and y directions is
36 a0. The average number of SRD particle per SRD collision cell is γ = 5 and
the time between two collisions is δtc = 0.1 t0. The collision angle is α = 130◦.
Using this choice of parameters, we ensure that we have a sufficiently high Schmidt
number (ratio of diffusive momentum transfer over the diffusive mass transfer),
Sc = ν/Df , i.e. a liquid-like behaviour (see e.g. Ref. [27]). The viscosity of the
SRD fluid can be computed using the analytical formula provided in Ref. [38]. This
reduces in the present case to ηSRD = 4.04 mf .a−1

0 .t−1
0 . Mapping the kinematic

viscosity of the SRD fluid to that of pure water (10−6 m2.s−1 ), leads to the
value of t0 of 8.09 fs. The value of mf can be deduced from the values of t0 and
a0: mf = t20kBT/a2

0 = 2.7 10−23 kg. The mass of the ions is M = 5 mf . This
choice corresponds to M/mF = γ, as prescribed by Ripoll and coworkers (see the
discussion in [37]). As the mass of the ions determines its diffusion time scale, we
should check that the ratio between this time scale and the convective transport
time scale, i.e the Peclet number for the ions, is in the right regime. This number
is given by:

Pe =
v◦aion

Dion
(11)

if we consider a typical real system containing ions of diffusion coefficient Dion =
2.10−9 m2.s−1, and size aion = 0.1 nm, with an electric field of E = 10 V.m−1,
the Peclet number is of the order of 10−6. It means we are in the regime where
the ions diffuse very fast compared to the convective transport of the fluid. In our
simulation, Dion = 4.5 10−2a2

0.t
−1
0 . Setting the electric field determines the char-

acteristic velocity of the solvent, and therefore both the Peclet and the Reynolds
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numbers. Chosing eESRD = 0.1 a−2
0 .t−2

0 , the Reynolds number corresponding to
the reference velocity (Eq. 3) is then equal to Re = 0.03, and the Peclet number is
equal to Pe = 0.01, both in the required regime.

Chosing SRD parameters within the range of validity of the Poisson-Boltzmann
theory is not straightforward. In principle, the best strategy would consist in de-
creasing the charge of the walls until the density profiles of PB and SRD perfectly
match. But, as the length of the simulation box is limited by the computational
costs, decreasing the charge density of the walls leads to the decrease of the number
of counterions in the simulation box, hence an increase in the required simulation
time to achieve the convergence of the counterion density and velocity profiles. The
simulation parameters are thus chosen so as to obtain a good agreement between
the PB and SRD profiles. More precisely, for the least charged system chosen (sur-
face charge density σe of −0.2 e.nm−2, with only 4 counterions in the simulation
box), the difference between the counterion density profiles c+(z) is very small, (see
Fig. 2). More importantly, for this system, the relative difference in the maximum
of the solvent velocity profile ux(z) predicted by equation 1 is smaller than 2%.
Such a difference is sufficiently small to test the validity of the SRD methodology.

Another goal of the present study is to investigate how the velocity profiles
deduced from SRD deviate from PNP predictions when the charge of the walls
increases. To that end, we simulated systems with σe = −0.2,−0.5,−1,−2 and
-4 e.nm−2.

Finally, two additional parameters are varied, (i) the distance Lel characterizing
the space available to counterions (Lel = 4.3, 4.4 or 4.5 nm) and (ii) the discretiza-
tion level d of the charge within the solid. More precisely, each unit charge −e on
the solid wall can be divided among d sites, each with a charge −e/d, located at a
depth w = 0.1 nm (see Fig. 1). Increasing d from 1 to 26, we decrease the depth of
the electrostatic energy well experienced by the counterions on the surface, while
maintaining the total charge of the surface constant. The sites are randomly placed,
with the only constraint that the charges cannot get closer than half the average
distance 1/

√
|σ|.

σ = −0.2 σ = −0.5 σ = −1 σ = −2 σ = −4
Lel = 4.3 d = 26, 6, 1 d = 8, 1 d = 4, 1 d = 1 d = 1
Lel = 4.4 d = 26, 13, 6, 3, 1 d = 8, 4, 2, 1 d = 4, 2, 1 d = 2, 1 d = 1
Lel = 4.5 d = 26, 6, 1 d = 8, 2, 1 d = 4, 2, 1 d = 2, 1 d = 1

Table 1. Simulated systems. −e/d is the charge of the sites within the solid walls, i.e. each elementary charge is

divided into d sites on the wall, Lel is the width of the space available to the center of the counterions between

the walls (in nm) and σ is the average charge density of the walls (in e.nm−2).

We did not perform all possible combinations of the different parameters. The
systems for the SRD simulations without WCA force between the ions are sum-
marized in Table 1. For each system, the total simulation time is 1010t0. For the
simulations with WCA repulsion between the ions, we only considered the cases
for which d = 1, and Lel = 4.4nm. For each system, the total simulation time is
4.108t0.

4. Results

4.1. The SRD algorithm is able to describe electro-osmosis

The behaviour of the SRD fluid and of the coupled solutes at low charge of the
wall can be used to check the ability of the SRD methodology to describe electro-
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omosis. In Fig. 2, the density profiles of counterions are shown for the system with
the smallest surface charge density (σe = 0.2 e.nm−2) with Lel = 4.4 nm. The
corresponding solvent velocity profiles are shown in Fig. 3.

-0.5 -0.4 -0.3 -0.2 -0.1 0
z / Lhyd

0

0.5

1

1.5

2

2.5

3

c +(z
) /

 c
°

PB
SRD (no WCA) d=1
SRD (no WCA) d=26
SRD (with WCA) d=1

Figure 2. Conunterion density profile c+(z) as a function of the distance to the walls, for the systems
with the lowest wall charge density (σe = −0.2 e.nm−2). The concentration is and averaged over the x
and y directions. PB refers to Poisson-Boltzmann theory. The SRD results are shown for two values of the
discretizaton parameter d. c◦ = 2|σ|/Lel is the average counterion concentration.

Since this system corresponds to the smallest number of counterions, the noise
is more pronounced than with other systems. Nevertheless, the velocity profile
obtained using SRD is remarkably close to the PNP result, and to the profiles
obtained using the simulated counterion density c+(z) (cf. Eq. 1). Note that there
is a partial slip at the fluid-solid boundary in SRD simulations, which was already
observed with Poiseuille flow [42], but the velocity at the wall is small compared
to the maximum velocity. In the absence of excluded volume between ions (no
WCA), the relative difference between SRD and PNP is always smaller than 4%,
with the exception of the regions close to the boundaries (between −0.5Lhyd and
−0.4Lel) where partial slip occurs. These results validate the present algorithm for
the simulation of electro-osmosis. In the presence of excluded volume between ions
(SRD with WCA) the statistical noise is larger due to the shorter duration of the
trajectory. Since the PNP theory does not account for this short-range repulsion,
it should not be considered as a benchmark. We note however that the effect of
ion-ion short-range repulsion is to decrease the fluid velocity, a behavior that is
also observed for the other systems as we will show below.

10



March 13, 2015 Molecular Physics Ceratti˙MP

-0.4 -0.2 0
z / Lhyd

0

0.1

0.2

0.3

0.4

0.5

0.6

u x / 
v°

PNP
SRD (no WCA) d=1
From c+(z) (SRD / no WCA)
SRD (with WCA) d=1
From c+(z) (SRD / WCA)

Figure 3. Solvent velocity field ux(z) in the direction of the electric field, averaged in the x−y plane. PNP
stands for Poisson-Nernst Planck theory. The SRD results are shown for two values of the discretizaton
parameter d. For the SRD simulations, the profile obtained by integrating twice the counterion density
c+(z) is also shown (see Eq. 1).

4.2. Beyond mean-field with SRD

When the average charge of the walls increases, the differences between the coun-
terion density profiles predicted by the Poisson-Boltzmann treatment and the ones
obtained through simulations become significant. All simulation results correspond
to a discretization parameter d = 1 and an effective ion-wall exclusion diame-
ter σw = 1 nm (Lel = 4.4 nm). Similar results are obtained for σw = 2 nm
(Lel = 4.3 nm), while for σw = 0 nm (Lel = 4.5 nm) the discretization of the sur-
face charge plays an essential role. The latter will be discussed in the next section
and is not considered here.

Fig. 4 shows the counterion density profiles for the system with the highest
charge (σe = −4 e.nm−2). While PB theory underestimates the ionic condensation
at the surface of the solid, adding a short-range WCA repulsion does not affect the
structure of the counterion fluid. In this regime, the structure is largely influenced
by interionic correlations not captured by the mean-field treatment of PB. As
the surface charge density increases, the differences between PB and SRD results
become more pronounced, as expected. As the average distance between ions at
the surface decreases, from ≈ 15σWCA to ≈ 3σWCA from σe = −0.5 e.nm−2 to
−4 e.nm−2, electrostatic correlations increase and excluded volume starts to come
into play. Nevertheless, the latter effect on the counterion density profiles is very
limited.

The velocity profiles for three charge densities are shown in Fig. 5. First, as
expected, larger differences in the counterion density profiles are transferred to the
corresponding velocities obtained by Eq. 1. These differences are significant: For
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Figure 4. Couterion density profile c+(z) as a function of the distance from the wall, for the largest
surface charge density σe = −4 e.nm−2, Lel = 4.4 nm and a discretization parameter d = 1. PB refers to
Poisson-Boltzmann theory. c◦ = 2|σ|/Lel is the average counterion concentration.

the most charged case, the maximum velocities differs by ≈ 34% from that obtained
by SRD. Second, without short-range WCA repulsion, the SRD results are very
close to the results of Eq. 1. For σe = −0.5 e.nm−2, the velocity is slightly larger
than expected. This may be due to the partial slip observed at the boundary.
Indeed, despite the statistical uncertainty near the boundary, the extrapolated
solvent velocity at the fluid/solid boundary does not vanish.

Nevertheless, the overall agreement is good for these systems. This suggests that
Eq. 1 may apply even in some cases where in-plane correlations are present, as was
already observed e.g. in Molecular Dynamics simulations [43, 44]. In addition, this
indicates that SRD predicts the same behaviour as the Stokes equation (note that
the transient regime, not analyzed here, may differ). Even though some compen-
sations of errors are still possible, these results show that SRD may be used to
simulate electrokinetic effects – and more generally to study fluid transport in the
low Reynolds number limit.

The most dramatic differences are observed for the velocity profiles obtained
with SRD in the presence of short range WCA repulsion between ions. While in
the considered cases it has only little effect on the counterion density profiles (hence
on the velocity profile predicted by Eq. 1), introducing this repulsion significantly
reduces the overall electro-osmotic flow. As mentioned above, such interactions
require the use of a much smaller time step, so that the simulated physical time
is shorter than the one achievable without WCA repulsion between ions. However,
this does not prevent us from reaching the stationary state even in that case, as
illustrated in Fig. 6.

In fact, the effect of ion-ion correlations and that of the substrate charge distribu-
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Figure 5. Solvent velocity profile ux(z) in the direction of the electric field, averaged in the x−y plane, for
three charge densities of the walls. PNP stands for Poisson-Nernst Planck theory. For the SRD simulations,
the profile obtained by integrating twice the counterion density c+(z) is also shown (see Eq. 1).

tion and corrugation on the counterion distribution has already been investigated
by Netz to discuss the consequences on electrokinetic effects, without accounting
explicitely for hydrodynamics [45]. In the next sections, we finally investigate how
the surface charge localization on discrete sites and the surface charge heterogeneity
influence the electro-osmotic flow.

4.3. Effect of surface charge localization

For a given surface charge density, we tune the charge distribution inside the solid
via the discretization parameter d (see Fig. 1). Another control parameter which
was not varied in the present study is the depth w = 0.1 nm within the solid of the
charged sites. The strongest influence of the discretization is observed when the ions
can approach closest to the wall, i.e. σw = 0 (Lel = Lhyd = 4.5 nm) and we focus
here on this case. The electrostatic energy between a counterion and a surface site
is then at most −(lB/wd)kBT ≈ −(7.14/d)kBT . In principle, increasing d should
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Figure 6. Solvent velocity profile ux(z) in the direction of the electric field, averaged in the x − y plane,
for σ =4 e.nm−2 and Lel = 4.4 nm, in the presence of WCA repulsion between ions. The different curves
illustrate averages over different simulation times, from 3.107t0 to 4.108t0.

therefore smooth the interaction with the surface until the behaviour for a uniform
continuous distribution is recovered (in that case, the depth w is irrelevant). For
this analysis, we use the computationally more efficient SRD method without WCA
interactions.

The results are shown in Fig. 7 for two different surface charge densities
σe = −0.5 and −1 e.nm−2. As the discretization parameter changes, so does the
counterion density profile c+(z) (not shown) and consequently the corresponding
velocity profile obtained using Eq. 1. These predictions qualitatively follow the SRD
results for the velocity profiles: The more localized the charge (i.e. the smaller d
is), the larger the decrease in the electro-osmotic flow. Moreover, the effect of d
on the flow is more pronounced for the smaller charge density (smaller number of
counterions in the simulation box). We also note that as σ (hence the number of
counterions) increases, the predictions of Eq. 1 are in better agreement with the
SRD velocity profile. Finally, we note that the PNP prediction may deviate signfi-
cantly (and not even systematically) from the simulation results in these regimes.

The results of the present section, where the ions interact more strongly with
the charged surface sites due to a smaller distance to the charged surface sites,
have several implications. On the one hand, they underline the limitations of the
PNP approach with continuous surface charge distributions for systems in which
the charge is indeed localized. Such a situation is in fact the rule rather than
the exception, as in real systems the surface charge arises from charge defects in
the solid or from the dissociation of surface sites. As is Molecular Dynamics, the
present SRD strategy is capable of dealing with this issue. On the other hand, the
above discussion indicates that the parameters describing the charge distribution
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Figure 7. Solvent velocity profiles ux(z) in the direction of the electric field, for surface charge densities,
σe = −0.5 and −1 e.nm−2, Lel = 4.5 nm and various values of the discretization parameter d.

in the SRD simulation (discretization parameter d, depth within the solid w) must
be chosen carefully to describe a given physical system. Even though this was not
done in the present study, it would also be useful to perform an average, for given
simulation parameters, over several configurations of the charged sites.
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4.4. Effect of surface charge heterogeneity

Finally, in order to gain more insights into the effect of charge heterogeneity, we
use the setup described in Fig. 8 to disentangle the contribution of the localization
of the surface charge on discrete sites, discussed above, and the bare effect of the
charge distribution. Indeed, the solid/liquid friction at the wall, which reduces
the overall electro-osmotic flow, depends on the molecular nature of the fluid and
the corrugation of the wall [45–47]. In the present SRD approach the charge is
distributed over discrete surface sites and the resulting surface charge heterogeneity
may in itself induce more complex electro-osmotic flows. Therefore, we consider as a
further simplification the mean-field treatment of electrostatics of the PNP theory.
As discussed above, several limitations of the PNP theory may be at the origin
of deviations between the latter and the simulation results (see [23, 24, 43, 44]
for comparison with other simulation methods). In order to address the effect of
charge heterogeneity at the PNP level, we consider systems with the same average
surface charge density and distance between the surfaces, with alternate charged
and neutral stripes (see Figure 8) of equal width Ls. We investigate systematically
the effect of this width on the total electro-osmotic flow in the presence of an
electric field along the surfaces in the direction perpendicular to the stripes.

Figure 8. System simulated with LBE to investigate the effect of charge heterogeneity on the overall
electro-osmotic flow. Surfaces are separated by a fixed distance Lhyd and the average surface charge
density σ is distributed over alternate charged and neutral stripes of width Ls. The electric field E is
applied along the surface in the direction perpendicular to the stripes.

Since no analytical solution is available in that case, we use a lattice-based sim-
ulation method, which couples a Lattice-Boltzmann scheme for the enforcement of
mass and momentum conservation to a time-dependent density functional frame-
work for the evolution of the local composition and the corresponding local forces
acting on the fluid. Using only the ideal term and mean-field electrostatics in the
density functional, this Lattice-Boltzmann Electrokinetics (LBE) algorithm allows
to describe electrokinetic effects at the level of the PNP theory [31]. It has already
been validated for a range of problems similar to the one considered here and we
refer the reader to previous works for the description of the method [32–34].

We use a lattice spacing ∆x = 0.1 nm. The distance between surfaces is
Lhyd = 4.4 nm and the average surface charge density is σ = −0.46296 e.nm−2.
The width of the stripes Ls varies between 0 (homogeneous distribution) to 20 nm.
The diffusion coefficient of the counterions is D+ = 2.10−9 m2.s−1 and the elec-
tric field is E = 14 V.m−1. All other physical parameters (viscosity, permittivity)
correspond to water at room temperature. While the LBE method correctly cap-
tures the transient regime, we only consider here the stationary state. In practice,
a simulation of ≈ 7.104 time steps (≈ 120 ps) is always sufficient to achieve the
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stationary state in the present cases.

Figure 9. Average electro-osmotic velocity 〈ux〉 for the striped charge distribution (see Fig. 8), as a
function of the stripe width Ls (normalized by the Bjerrum length lB). Results are normalized by the
reference velocity v◦ = eE/2πηlB .

The average electro-osmotic flow 〈ux〉 for Lhyd = 4.4 nm and σ = 0.46296 e.nm−2

is reported as a function of the stripe width Ls in Fig. 9. Even at the mean-field level
and with smooth charge distributions, the electro-osmotic flow can be dramatically
reduced by the heterogeneity of the surface charge. This can be understood as the
result of the heterogeneity of the counterion distribution, hence of the force in
the presence of the applied electric field. This in turn induces a heterogeneous
velocity profile (not shown). The more heterogeneous the velocity, the larger the
dissipation by viscous stresses. As a result, a smaller fraction of the electric energy
injected in the system is converted into the collective translation of the fluid. More
quantitatively, the results are well described by a Lorentzian A/[(Ls/lB)2 + B2].
However the constants A and B may depend on the surface charge density and the
distance Lhyd between the surfaces. Since a systematic study is out of the scope of
the present work, we did not investigate further the origin of this scaling with Ls.

5. Conclusion

Stochastic Rotation Dynamics, using the collisional coupling approach to capture
momentum transfer between the semi-implicit solvent and the explicit counterions,
is able to describe electro-kinetic effects in the limit of small Reynolds number. We
have first validated the method for electro-osmosis in the simple case of a slit pore
without added salt, for which an analytical solution of the Helmholtz-Smoluchowski
theory (the steady-state solution of the Poisson-Nernst-Planck model) is known,
in a physical regime where this mean-field theory applies.

We have then discussed the predictions of SRD for electro-osmosis beyond the
range of validity of the PNP model. In particular, deviations from the mean-field
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predictions are observed for large surface charge densities arising from ion-ion cor-
relations due to Coulomb and, as the average distance between ions at the surface
decreases, excluded volume interactions. We analyzed the effect of the charge local-
ization at the solid surface and of the charge heterogeneity, that both contribute to
a reduction of the electro-osmotic flow. In order to disentangle these two aspects,
we also investigated at the mean-field level a simple system with alternate charged
and neutral stripes, using Lattice-Boltzmann Electrokinetics as a numerical solver
of the PNP equations.

Overall, this work opens new perspectives for the use of SRD as a generic meso-
scopic simulation method for soft matter problems, in particular under confine-
ment, since in practice many interfaces between fluids and solids are charged. In
that respect, the ability to tune the distribution of charges within the solid and
the possibility to account for short-range ion-ion repulsion offer some flexibility to
taylor the interactions at the surface to specific systems. It is now necessary to go
beyond the case without added salt, considered here for validation purposes, and
to analyze systematically the predictions of SRD in more complex geometries and
the effect of ion-ion correlations on electro-kinetic phenomena.
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