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Abstract

The article presents an easy to implement approach for indoor localization and navigation that combines Bayesian
filtering with support vector machine classifiers to associate high-dimensionality cellular telephone network received
signal strength fingerprints to distinct spatial regions. The technique employs a “space sampling” and a “time sampling”
scheme in the training procedure, and the Bayesian filter allows introducing a priori information on room layout and
target trajectories, resulting in robust room-level indoor localization.

Keywords: Indoor localization; Target tracking; Fingerprinting; Support vector machine; Bayesian filter
1 Introduction
A variety of localization and tracking approaches based
on Global Positioning System (GPS) and other satellite-
based systems have provided solutions for outdoor envi-
ronments [1]. However, since satellite signals do not pene-
trate buildings adequately, it is not possible for such
systems to function in indoor environments, which has led
to a variety of proposed methods for indoor localization
and tracking in an attempt to provide seamless and ubiqui-
tous services for mobile users [2–14].
Existing indoor localization techniques are imple-

mented using such technologies as infrared, Bluetooth,
radio-frequency identification (RFID), wireless local area
networks (WLAN), Global System for Mobile Commu-
nications (GSM) networks, ultra-wideband (UWB),
acoustic signals, etc. Methods based on the measure-
ment of received signal strength (RSS) in RF networks,
such as Wi-Fi and Bluetooth networks, for example,
have proven to be effective [2–9]. These are low-cost
and simple to implement because wireless system re-
ceivers commonly possess RSS measurement capabilities.
However, such short-range signals require the deployment
and maintenance of networks, which is time and labor
consuming.
Indoor localization approaches based on ambient radio-

telephone networks such as GSM and CDMA have also
been studied [10–12], which suggest that an appropriately
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programmed standard cellular mobile phone can provide
a simple, inexpensive solution for room-level indoor
localization [13]. In indoor environments, where it is rare
to have a line-of-sight path between mobile terminals and
base stations, RSS is significantly affected by shadowing
and multipath effects, making it difficult to develop a
mathematical model to estimate distances from RSS [14].
Classification of RSS values according to position, how-
ever, has been shown to be an interesting alternative; here,
the mobile terminal’s position is estimated by classifying
sets of measured RSS values, called fingerprints, obtained
from distinct spatial regions, making use of a model con-
structed in a previous “training” phase.
This paper presents a room-level indoor localization

method that uses support vector machines (SVMs) to
classify RSS vectors containing very large numbers of
GSM channels. Using a “space sampling” scheme, train-
ing and test data was recorded while randomly walking
inside the rooms, which enables localizing a mobile
terminal in arbitrary positions, not only in some repre-
sentative points. The robustness problem of the received
signal strength fingerprinting approach was investigated
with experiments over several months. The evolution of
received signal strengths and the localization perform-
ance are examined. In order to combat the severe,
performance-degrading fluctuations to which radiotele-
phone RSS values are susceptible [15], a “time sampling”
scheme is introduced to incorporate as much as possible
of the RSS fluctuations. A Bayesian filter is furthermore
applied in order to employ a priori information about
e distributed under the terms of the Creative Commons Attribution License
hich permits unrestricted use, distribution, and reproduction in any medium,
.
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Table 1 ARFCN of extended GSM-900 and GSM-1800

Band ARFCN

Extended GSM-900 0–124, 975–1023

GSM-1800 512–885
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the indoor environment and mobile’s trajectory for the
correction of possible errors in the raw SVM outputs.
Tests in several rooms of an office building show that
the space sampling and time sampling schemes allow
the performance of our indoor room-level localization
system to remain stable over a period of months, and
that the Bayesian filter is able to correct most of the
localization errors made by this classifier. Good results
using the system in a railway and subway transfer station
are also presented.
The structure of the article is as follows. The principle

of indoor localization is described in “Section 2”,
followed by a presentation of the experimental setup and
localization algorithms in “Section 3.” Results are pre-
sented in “Section 5,” while a conclusion appears in the
last section.

2 Background
2.1 Fingerprint-based localization technique
Localization can be based on signals of various natures:
electromagnetic (RSS, time of arrival, angle of arrival),
magnetic, acoustic, etc. An RSS fingerprint consists of a
set of location-dependent received signal strengths. For
indoor localization, the fingerprinting approach consists
of two phases as described below.

2.1.1 Training phase
In the training phase, also known as the offline or calibra-
tion phase, position-tagged RSS values over a wide range
of positions are recorded and used to construct a model
that relates RSS to position. The locations at which mea-
surements are performed can correspond to grid points,
specific reference points, or regions, depending on the tar-
geted application and desired accuracy. Because these sig-
nals are variable and noisy, it is necessary to record as
many measurements in each location as possible to cover
a large diversity of fingerprints and get an accurate estima-
tion of the distribution of fingerprints. An appropriate
number of measurements taken during the training phase
will assure adequate performance later on during the
online localization phase [16].

2.1.2 Localization phase
In the localization phase, measurements are recorded online
and sent to the localization model developed in the training
phase, which in turn provides a location estimation.

2.2 GSM RSS fingerprint
GSM is the most widely deployed cellular telephony
standard in the world, with networks provided in more
than 220 countries by nearly 800 mobile operators
worldwide [17]. Most cellphones today still support
GSM, and GSM will continue to be used until at least
2021. Because 3G is operated in relatively high frequency
and has poor penetration, and 4G is not deployed yet in
most places, GSM was chosen for our indoor localization
studies since its ubiquity avoids the need for time- and
labor-consuming infrastructure deployment and mainten-
ance. In addition, it is shown in [10] that GSM signal
strengths have smaller fluctuations in time than 2.4-GHz
Wi-Fi signals.
In most installations, both a 900- and a 1800-MHz band

are used for GSM, with some variations from country to
country. In this work, all experiments used the 900- and
1800-MHz bands as defined in France. Each carrier is
labeled with an absolute radio-frequency channel number
(ARFCN) as shown in Table 1 [18].
There are overall 548 channels in the combined

Extended GSM-900 (including the standard GSM-900
band) and GSM-1800 bands. Although one might expect
broadcast control channels (BCCH, or beacon channels),
in which data is transmitted at constant power, to be the
most useful for localization, our system in fact scans
RSS of all 548 channels without regard to the type of lo-
gical channel implemented. This has an added advantage
of allowing a very rapid scan (see “Section 3.2”), since it is
then not necessary to decode the base station identity
code of each carrier. These “full-channel” fingerprints pro-
vide a rich measurement of the local radio environment.
2.3 Desired localization accuracy
Accuracy is an important indicator of indoor localization
performance. For most indoor location-based services,
such as indoor navigation, advertising, and rescue, room
level, i.e., a few meters accuracy, is perfectly adequate. Fur-
thermore, the fingerprinting classification method requires
more detailed training datasets as region sizes are reduced,
which is time and labor consuming, and results in in-
creased computation time in both the training phase and
localization phase. As a trade-off between accuracy and
ease of implementation, room-level localization was there-
fore chosen in all of our tests.
3 Experimental setup
3.1 Experimental sites
Experimental data were recorded in two sites. The first,
called the “laboratory site,” is a fourth-floor laboratory
building in central Paris, France, consisting of a steel
frame, concrete and plaster walls, and double-pane win-
dows. Measurements were obtained in seven rooms of this
building, as shown in the layout map of Fig. 1.
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The second site, referred to as the “station site”, is the
“Gare de Lyon” railway and subway transfer station in
southeast Paris, France, which consists of three floors with
waiting halls and transit corridors. Experiments here were
carried out in an area extending from the entrance of the
subway station, on the second underground floor, to the
waiting hall on the ground floor. For recording finger-
prints, we defined location zones in the area, as shown in
Fig. 2. To make these zones more meaningful, they were
based on conventionally defined areas such as halls,
entrances, and escalators, as shown in Fig. 2.

3.2 Data acquisition and processing device
The data acquisition device used in our experiments was
the Test Mobile System (TEMS), consisting of a standard
Sony Ericsson W995 mobile phone to which network in-
vestigation software has been added by the manufacturer.
In stand-alone mode, it can scan channels in either the
GSM-900 band or the GSM-1800 band, while when inter-
faced to a PC running the TEMS™ investigation software,
it is able to scan the entire GSM-900 and GSM-1800
bands in only about 300 ms. Since all mobile phones are
required to be able to scan all channels in the GSM bands,
our approach is potentially applicable to any commercial
Fig. 1 Layout of the laboratory measurement site. The seven rooms are
with different sizes and shapes, separated in two sides of the corridor
phone supporting GSM. This means that if cellphone
manufacturers can be convinced that GSM-based indoor
localization is viable, it should be relatively inexpensive to
create new products. As for the power consumption, a
single battery charge will last for up to 10 h when the
TEMS mobile phone does uninterrupted scanning, which
is longer than the nominal call time, 9 h. A 1-min scan
occupies less than 300 kB of storage space.
All the data in our experiments is stored and processed

in a HP™ Z800 workstation. The workstation has two Intel
Xeon E5620 central processing units with 2.4GHz clock
frequency and 16 GB of random-access memory, which
runs a Windows 7 64-bit operating system. Data is proc-
essed using Matlab 2011b 64bit.

3.3 Data collection schemes
In general, data acquisition is quite simple and easy.
Since the TEMS automatically records the fingerprint
examples very fast, what the data collection staff needs
to do is just a few minutes of random walk inside each
room. In our experiments, we used two methods to rec-
ord training datasets, which we refer to as space sam-
pling and time sampling.

3.3.1 Space sampling scheme
To construct a “radio map” of the indoor environment, we
need to know the distribution of signal strengths in each
location area, since RSS values vary in space over the area.
Since we use the room as the smallest location unit, we
performed space sampling by collecting a large number of
signal strengths in each room. This was done by recording
the RSS with the TEMS held in hand during a random
walk throughout the accessible space of each room, rather
than, for example, using a grid or a set of special represen-
tative points.

3.3.2 Time sampling scheme
RSS suffers from fluctuations on different time scales due
to shadowing, multipath, and environmental effects, such
as network traffic, presence of people, and atmospheric
conditions. To demonstrate this kind of signal strength
variation, we recorded two datasets in room 1 and room 7
of the laboratory site over 2 days. Figure 3 shows the fluc-
tuation over time of RSS averaged over all GSM channels.
The day/night cycle is clearly apparent, along with
shorter-time fluctuations.
To counteract the effect of these fluctuations, a time

sampling scheme was also used in recording the datasets.
On each day for which we have measurements, we re-
corded fingerprints at different time periods from morn-
ing to evening. Such training data, over several days or
even longer times, are thus expected to provide a better
sampling of RSS fingerprint values.



Fig. 2 Location cells of the station measurement site. Cell 1 is the exit of the subway, cells 2 and 5 are two escalators, cells 3 and 4 are in the
connecting hall, and cells 6 to 8 are in the waiting hall
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3.4 Datasets
Three types of dataset were recorded in our experi-
ments. The first type, which we call a “classification set,”
was collected in the seven rooms of the laboratory site.
Scans were recorded during random walks in all seven
rooms and manually labeled with the corresponding
room numbers. While scanning a room, the TEMS
Pocket was turned on and held in hand while walking;
then, after a few minutes, the scan was stopped. Datasets
were recorded on 34 different days between December
15, 2012, and March 1, 2013.
The second type of dataset, called “tracking set,” was also

taken in the laboratory site. This type of set was recorded
Fig. 3 RSS fluctuation over time. There are a lot of small short-time fluctua
while a user, holding the mobile phone, walked between the
seven rooms, continuously recording the RSS. The actual
trajectories were recorded using the mobile phone camera.
Nine such tracking datasets were recorded in our experi-
ments; they are investigated in section 5.2.
The third and final type of dataset, called the “station

demo set,” was used for a practical demonstration at the
station site. Two such training datasets were recorded
during a random walk inside the station on May 24 and
June 17, 2013, respectively, and labeled manually. An add-
itional test “station demo” trace was recorded on June 19.
All datasets are available as an open-source project at

https://github.com/Pekin2Paris/GSM-indoor-localization.
tions as well as day and night cycles

https://github.com/Pekin2Paris/GSM-indoor-localization
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4 Methodology
Figure 4 depicts the complete location estimation algo-
rithm, which consists of an offline training phase, an online
localization phase, and a post-processing (Bayesian filter-
ing) phase. As introduced above, before the localization
system can be used, an offline training is first performed,
including labeling of the rooms or regions of the site
(“zoning”), RSS data acquisition, and training and valid-
ation to develop a localization model. The model is then
used in the online localization phase: real-time RSS data is
input to produce an estimate of location (i.e., the room or
region as defined during zoning). Finally, a more reliable
location estimate is obtained using Bayesian filtering to
combine the raw classification result provided by the
localization model with prior knowledge of the physical
layout of the area under study.

4.1 Classification algorithms
The room-level indoor localization problem is considered
as a multiclass classification problem, where each room is a
class. As is usual in data-driven classification problems, the
algorithm works in a two-stage process. The first stage is
offline training, in which the equations of the discriminant
functions are determined using training data with known
labels. The second stage is online testing, in which, given a
Fig. 4 Overall localization algorithm, including an offline training phase, an
fingerprint that is not present in the training dataset, the
classifier must provide the label of the room where it was
measured, using the previously defined separating surfaces.

4.1.1 Pairwise classifier
Since the number of variables is very large and the size
of the training set is relatively limited, support vector
machine (SVM) classifiers were deemed appropriate be-
cause of their built-in regularization mechanism [19].
Consider a set of M examples of items belonging to ei-

ther of two classes A and B, each example being described
by a p-dimensional vector xi. Further assume that the
examples are linearly separable, i.e., that there are, in
descriptor space, linear surfaces of equation f(x) = 0 that
separate all examples without error: f(xi) > 0 for all exam-
ples belonging to class A and f(xi) < 0 otherwise. The
equation of linear separating surfaces has the form

f xð Þ ¼ w⋅xþ b ð1Þ

A linear SVM is a linear classifier such that all training
examples are correctly classified and that the minimum
distance between the separation surface f(x) = 0 and the
examples that are closest to it (called support vectors) is
maximum, thereby guaranteeing the best generalization
online localization phase, and a Bayesian filtering phase



Fig. 6 An example of soft-margin SVM. The soft-margin SVM classifier
allows a small fraction of the training examples to be in the margin or
even misclassified
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given the available data. Figure 5 is an example of a
SVM classifier with two classes in a two-dimensional de-
scriptor space, where the squares are examples of class
A and the circles are examples of class B. Squares and
circles in red outline indicate the support vectors.
The values of the parameters in w and b of such a classi-

fier are estimated by solving a quadratic optimization
problem under linear inequality constraints: maximize the
geometric margin γ (shown in Fig. 5) under the constraint
that all training points are correctly classified. The support
vectors are the points that lie on the margin.
If the examples are not linearly separable, one can resort

to the “soft-margin” approach, whereby a small fraction of
the training examples is in the margin or even misclassi-
fied (Fig. 6). The approach performs a trade-off between
accuracy of classification of the training examples and
ability to generalize; the price to pay is the introduction of
a “regularization” constant C whose value must be chosen
appropriately. An alternative solution consists in trying to
find nonlinear separation surfaces by means of the “kernel
trick”; as this approach was found not to be more efficient
than the soft-margin approach for our data, it will not be
described here.
To summarize, a GSM environment described by the fin-

gerprint x is assigned to room A or room B according to
the sign of f(x), defined by (1). xi is the fingerprint dataset
entry i, i.e., row i of RSS. The offline training step, i.e., the
estimation of the values of w and b in relation (1) from the
training data, may be computationally costly (typical train-
ing times are provided in Table 2). The localization consists
simply in computing the sign of f(x) given the GSM finger-
print x, which can be done online: it is very fast.
Fig. 5 An example of SVM classification. The SVM classifier separates
the examples with the maximum margin γ
The SVMs used in our study were implemented using
the SVMlight toolbox [20].
4.1.2 Decision rules for multiclass discrimination
When the discrimination problem involves more than two
classes, it is necessary, for pairwise classifiers such as
SVMs, to define a method that allows combining multiple
pairwise classifiers into a single multiclass classifier [21].
We applied one-vs-all multiclass classifiers in this paper.
The one-vs-all approach consists of dividing the n-class

problem into an ensemble of n pairwise classification
problems, each of which is specialized in separating one
class from all others. Figure 7 illustrates the procedure. In
the first stage, each of the n classifiers is trained separately,
and in the second stage, the following decision rule is ap-
plied: the outputs of all n classifiers are first calculated,
and following the conventional procedure, the predicted
class is taken to be that of the classifier with the largest
magnitude of f(x) (relation (1)). The one-vs-all technique
is advantageous from a computational standpoint, in that
it only requires a number of classifiers equal to the num-
ber of classes.
Table 2 Training times

Training data
window (days)

Training examples Total training time (min)

1 23,871 16.5

2 38,556 28.7

8 91,044 72.7



Fig. 7 One-vs-all decision rule. Test example is the first input to each of the pairwise classifier separating one class from all others and the
predicted class based on the decision rule

(5)

Fig. 8 Node and path model abstracted from the “laboratory site.”
The rooms and corridor are abstracted as nodes, and the paths
between nodes indicate the feasible transitions
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4.2 Bayesian filter
Localization accuracy can be improved by taking into
account time constraints (the receiver moves with a finite
velocity) and space constraints (presence of walls and
furniture, occupancy of the room, etc.). In this article, this
is achieved by Bayesian filtering, which allows combining
the current and previous SVM classifier outputs, and
taking into account space constraints [22–24].

4.2.1 Recursive Bayesian filtering
For room-level indoor localization, the state xk at discrete
time k is the actual room number of the target, while the
observation yk is the output of the SVM classifier at the
same time. We assume that the state at time k depends
only on the state at time k − 1. From Bayes’ theorem [25],
the probability of the target being in room xk given the
past and present outputs of the SVM classifier is

Pðxk yk ; yk−1
�� � ¼Pðyk yk−1; xk

�� �
Pðyk−1 xkj ÞP xkð Þ

P yk ; yk−1
� � ð2Þ

Since the classifier at time k does not take into
account its previous output, we can write

P yk yk−1; xk
�� � ¼ P yk xkj Þ�� ð3Þ

Applying Bayes’ theorem to xk and yk − 1, we have

P xk jyk−1
� � ¼ P yk−1jxk

� �
P xkð Þ

P yk−1
� � ð4Þ

Therefore, relation (2) can be rewritten as
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Pð xk yk ; yk−1
�� � ¼ Pðyk xkj ÞPðxk yk−1

�� �
P yk−1
� �

P yk ; yk−1
� �

¼ Pðyk xkj ÞPðxk yk−1
�� �

P yk yk−1
�� ��

where P(yk|xk) is the likelihood of observing yk when the
target is in room xk and P(xk|yk − 1) is the probability of
the target being in location xk given the label assigned
by the SVM classifier at time k − 1. For our room-level
indoor localization, we have a finite number of rooms
numbered from 1 to 7. Therefore, we have

P xk jyk−1
� � ¼

X7
xk−1¼1

P xk jxk−1ð ÞP xk−1jyk−1
� � ð6Þ

where P(xk|xk − 1) is the state transition probability from
xk − 1 to xk, which is constrained by the prior informa-
tion of room layout, target velocity, maximum room
occupancy, etc., as described in the next subsection.
Finally, we have

Pðxk yk ; yk−1
�� � ¼

Pðyk xkj Þ
X7
xk−1¼1

P xk jxk−1ð ÞP xk−1jyk−1
� �

P yk yk−1
�� ��

ð7Þ
The initial probabilities {P(x0|y0) = P(x0), x0 = 1,⋯,7}

may be either estimated from prior knowledge or observa-
tions, or set to the same value for all rooms. Then, in
principle, the posterior probabilities {P(xk|yk,yk − 1), xk =
1,⋯,7} are obtained, recursively, in two stages: prediction
and update, as described in (6) and (7), respectively. The
Fig. 9 Classification results based on models using different training windo
a 1-day window, while the training windows of Line 2 and Line 3 are 2 and
final estimation of location is taken to be that of the state
with the largest posterior probability:

x̂k ¼ argmax
xk

P xk jyk ; yk−1
� � ð8Þ

4.2.2 Prior information
In our work, the aim is to obtain the most probable location
of the device. For the laboratory site, the indoor environ-
ment was modeled as nodes and paths as shown in Fig. 8.
Rooms are the nodes numbered from 1 to 7, and the corri-
dor is split into three sections and modeled as three add-
itional nodes numbered from 8 to 10. The edges between
nodes denote feasible paths between rooms. It is desired that
the Bayesian filter provides a trajectory that uses feasible
paths and is consistent with the usual velocity of the target.
Therefore, the state transition probability in this paper

is defined as

p xk jxk−1ð Þ ¼
p0;
p1;
0;

if pathlength xk ; xk−1ð Þ ¼ 0
if pathlength xk ; xk−1ð Þ ¼ 1
if pathlength xk ; xk−1ð Þ > 1

8<
:

ð9Þ

where pathlength (i, j) is the length of path we defined
from room i to room j. In this work, the lengths of all
the paths that directly link two rooms are assigned the
value 1. Since the time interval of data acquisition is 300
ms, considering the normal moving speed in indoor
environments, p0 is set to 0.95 and p1 is set to 0.05 in
our experiments.
The prior information for the station site is encoded

similarly.
ws. Line 1 shows the test results of a model trained on data taken over
8 days, respectively



Table 3 Confusion matrix of classification results of line 3 in Fig. 9

True room SVM output 1 (%) SVM output 2 (%) SVM output 3 (%) SVM output 4 (%) SVM output 5 (%) SVM output 6 (%) SVM output 7 (%)

1 85.4 9.1 4.4 0 0.1 0.1 0.9

2 11.5 71.4 16.3 0.1 0.2 0.3 0.2

3 3.4 17.1 78.8 0.2 0.2 0.2 0.1

4 0 0 0.4 88.2 7.9 1.9 1.6

5 0 0 0.2 8.3 80 1.6 9.9

6 0.1 0.1 0.6 0.8 1.8 93 3.6

7 1.2 0.1 0.3 1.4 13.3 4.3 79.4
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4.2.3 Observation model
The observations in our case are the decisions of the
SVM classification described above. The likelihood
P(yk|xk) is the probability that the classifier assigns the
target to room yk while it is actually in room xk. Given
the available data, this probability can be estimated
from the SVM confusion matrix whose element Cij is
the number of examples that are assigned to class i
while the target is actually in room j. Then,

Pðyk ¼ i xk ¼ jj Þ≈ Cij

X10
l¼1

Cil

ð10Þ

The classifier provides the binary output of each
SVM one-vs-all classifier; it can also provide probabilis-
tic outputs, which can be used as observations as well.
Using these more detailed information instead of the
final decision did not improve the results described in
the next sections.
Fig. 10 RSS in channels 135 and 278 in room 1 of the “laboratory site.” In g
significant RSS shifts in some GSM channels
4.2.4 The filtering procedure
For sequential fingerprint measurements, Bayesian filter-
ing recursively estimates the current location as follows:

– Making room predictions from the previous location
estimation based on the node-path room layout
model and their probabilities P(xk|xk − 1) from
relation (9).

– Inputting the current fingerprint measurement into
SVM classifiers and obtaining the room label, which
is used to calculate the observation probabilities
P(yk|xk) based on relation (10).

– The filtering location output of a current fingerprint
measurement is by updating the predictions based
on observation probabilities using (7).

5 Results
5.1 Results of SVM classification
Classification results are shown in Fig. 9, where we
present the percentage of correctly classified test exam-
ples as a function of time for different sizes of the
eneral, RSS of GSM signals are stable over time, but we also observed



Table 4 Localization accuracy with and without Bayesian filtering

Test dataset Accuracy without
Bayesian filtering (%)

Accuracy with
Bayesian filtering (%)

December 24, 2012 74.3 98.8

December 29, 2012 70.6 99.1

December 30, 2012 72.4 99.4

January 2, 2013 77.1 99.6

January 3, 2013 75.9 98.9

January 4, 2013 70.0 98.4

January 6, 2013 83.2 99.7

January 7, 2013 68.3 97.1

February 3, 2013 77.7 99.5

Fig. 11 Classification results after removing 20 unstable GSM channels, compared with the original results using all channels
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training set. The test data used consists of datasets taken
from December 15, 2012, to March 1, 2013. The classi-
fier used was a set of soft-margin linear one-vs-all SVMs
(Fig. 6) with regularization constant C = 0.01. Elapsed
time for data training is shown in Table 2. Figure 9
shows that the more extensive the training dataset, the
better the results obtained. Furthermore, when the model
is trained using a large dataset over a few days, the results
are stable in time and in excess of 80 % correct classifica-
tion, even more than 1 month after training.
Figure 9 also shows that after about 2 months, two

sharp decreases in classification accuracy occur. These
can be traced to significant RSS shifts of some GSM
channels probably caused by an update or upgrade of
local base stations. Figure 10 shows sudden shifts of RSS
of two GSM channels (ARFCN 135 and 278) observed
on February 19 and February 27. Such shifts are quite
simple to detect, which suggests a simple scheme that
could be introduced to render performance robust
against such changes. Figure 11 shows the results of
retraining the models after removing unstable channels
from the RSS vectors examined by the classifier. The
performance of the updated classifier is relatively stable
and consistent with the more gradual performance deg-
radation observed before the network changes occurred.
In Table 3, we present the confusion matrix of test

results corresponding to line 3 of Fig. 9. It can be seen that
most confusions occur between adjacent rooms, and very
few between rooms located on opposite sides of a corridor.

5.2 Results of Bayesian filtering
Bayesian filtering results on the tracking set are shown in
Table 4, where we compare the raw results of SVM classi-
fication to the results obtained after Bayesian filtering. In
this experiment, the model was trained on datasets ob-
tained within the first 2 days, and the confusion matrix is
obtained in a separate test including three corridor sec-
tions. The results presented only consider test examples
actually recorded within rooms. In the actual traces, some
fingerprints were in fact acquired in the corridor and thus
were not taken into account, since the SVM only classifies
the seven rooms. It is clear that Bayesian filtering provides
a substantial improvement over raw classification results,
even if the classifier is not optimally trained using a large
dataset. In addition, the results are stable over time.
Figure 12 shows the tracking results on one test trace

(December 30), showing the real position, SVM classifi-
cation results, and Bayesian filtering results. Locations 1
to 7 correspond to rooms 1 to 7, while locations 8 to 10
are the sections of the corridor illustrated in Fig. 8. The
Bayesian filtering method correctly tracked the moving
target, except for a few mistakes in the corridor.



Fig. 12 Target tracking results of trace (December 30). The Bayesian filtering method correctly tracked the moving target, except for a few
mistakes in the corridor
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5.3 Results of station demonstration
In the station demonstration, a classification model was
trained on the datasets recorded on May 24 and June 17
during normal passenger traffic hours. The classifier was
a set of linear one-vs-all SVMs with regularization con-
stant C = 0.01.
Our localization/tracking demonstration was conducted

on June 19. The mobile phone was handheld while walk-
ing from the waiting hall of the railway station to the sub-
way entrance and back. The location sequence of the trace
is 8-7-5-4-3-2-1-2-3-4-5-6, as shown in Fig. 2. The results
are shown in Fig. 13, where the SVM classification result
and the Bayesian filtering result can be compared. It is
seen that our localization method correctly obtained the
Fig. 13 Results of station demo trace. In the station demonstration, the rea
classification results, avoid erratic jumps from one zone to one of its neigh
location in the test with only a few mistakes between the
adjacent location units. The Bayesian filter has corrected
most of the mistakes made by the classifier.

6 Conclusions
We have presented an approach for indoor localization
and navigation based on RSS vectors containing very
large numbers of GSM carriers, coupled with an SVM
classifier and a Bayesian filter. The approach was tested
on datasets recorded in different scenarios over a period
of months, under realistic conditions. Data was collected
using both space sampling to explore the full surface
area of a room and time sampling to explore the varia-
tions of RSS over an extended time period. Experimental
l positions were not recorded. Filtered results, compared with raw
bors
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results show that this localization approach achieves
room-level accuracy 98 % of the time. This performance
is equivalent to the previous works, but in more prac-
tical scenarios and over a much longer time, demon-
strating that it is accurate, stable, and practical.
Future work will involve investigating whether 3G and

4G network data or other types of variables can also be in-
corporated into our scans. Also, making RSS fingerprint
measurement easily available is under investigation.
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