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Abstract

The initial value problem and global properties of solutions are studied for the
!/
vector equation: (Hu'Hlu’) + | A2 u||® Au+ g(uv/) = 0 in a finite dimensional Hilbert

space under suitable assumptions on g.
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1 Introduction

Let H be a finite dimensional real Hilbert space, with norm denoted by ||.||. We consider
the following nonlinear equation

A% Los N o_
[w']['u”) +[[A2u]” Au+ g(u’) =0, (1.1)

where [ and [ are positive constants, and A is a positive and symmetric linear operator
on H. We denote by (-,-) the inner product in H. The operator A is coercive, which
means :

N> 0, Yue D(A), (Au,u) > \|ul?.

We also define

Vu € H, || A2l = lull 8y

a norm equivalent to the norm in H. We assume that g : H — H is locally Lipschitz
continuous.

When [ =0 and g(u') = c|u/|*u Haraux [4] studied the rate of decay of the energy
of non—trivial solutions to the scalar second order ODE. In addition he showed that if
o > 5 5 all non-trivial solutions are oscillatory and if o < JEES) +2 they are non-oscillatory.
In the oscillatory case he established that all non-trivial solutions have the same decay
rates, while in the non-oscillatory case he showed the coexistence of exactly two different
decay rates, calling slow solutions those which have the lowest decay rate, and fast
solutions the others.

Abdelli and Haraux [1] studied the scalar second order ODE where g(u’) = c|u/|*/,
they proved the existence and uniqueness of a global solution with initial data (ug,u1) €
R2. They used some modified energy function to estimate the rate of decay and they
used the method introduced by Haraux [4] to study the oscillatory or non-oscillatory
of non-trivial solutions. If @ > 20D+

B+2
a < % they are non-oscillatory. In the non-oscillatory rate, as in the case [ = 0,

the coexistence of exactly two different decay rates was established.

all non-trivial solutions are oscillatory and if

In this article, we use some techniques from Abdelli and Haraux [1] to establish
a global existence and uniqueness result of the solutions, and under some additional
conditions on g (typically g(s) ~ ¢||s||*s), we study the asymptotic behavior as t — co.
A basic role will be played by the total energy of the solution u given by the formula

[+1

1
s AR (1.2)

/ +2
Tl O + 55

E(t) =

The plan of this paper is as follows: In Section 2 we establish some basic preliminary
inequalities, and in Section 3 we prove the existence of a solution v € C*(R*, H) with
| ||' € CH(RT, H) for any initial data (ug,u1) € H x H under relevant conditions on g
and the conservation of total energy for each such solution. In Section 4 we establish the
uniqueness of the solution in the same regularity class under additional conditions on
g. In Section 5 we prove convergence of all solutions to 0 under more specific conditions
on g and we estimate the decay rate of the energy. Finally, in Section 6, we discuss the



optimality of these estimates when g(s) = ¢||s||%s and | < a < B (IBJ:LI%H; in particular,

by relying on a technique introduced by Ghisi, Gobbino and Haraux [3], we prove the
existence of a open set of initial states giving rise to slow decaying solutions.

2 Some basic inequalities

In this section, we establish some easy but powerful lemmas which generalize Lemma
2.2 and Lemma 2.3 from [2] and will be essential for the existence and uniqueness proofs
of the next section. Troughout this section, H denotes an arbitrary (not necessary finite
dimensional) real Hilbert space with norm denoted by ||.||.

Proposition 2.1. Let (u,v) € H x H and (o, 8) € RY x IRT. Then the condition
(@ = B)(llull = [o[]) = 0,
implies

(ou = Bv)(u —v) > S (o + B)u— vl

N |

Proof. An easy calculation gives the identity

(o — Bo)(u = 0) = 5 = B)(ell® = ol[®) + e + Bl — vl

Since
(= B)([[ull® = [[o[”) = (flll + [l (e = B[]l = [Jo]),

the result follows immediately. O
For the next results, we consider a number R > 0 and we set
Jr=[0,R]; Br:={u€H, |u| <R}

Proposition 2.2. Let f : Jg — IR™ be non increasing and such that for some positive
numbers p, c:
Vs e Jr, f(s)>csP.

Then we have

¥(u,v) € Br x B, (f(lull)u = f(lvl)v)(u = v) = 5 ([[ull? + [[o]")|u - v]]*.

N O

Proof. Applying the previous result with a = f(||ul|) and 5 = f(||v]|) the result follows
immediately. O

Proposition 2.3. Let f : Jg — IR™ be non increasing and such that for some positive
numbers p, c:
Vs € Jr, f(s)>csP.

Then we have
V(u,v) € Br x Br, (f(|[ull)u— f(lv[))v)(u —v) > 6]lu — o|P2,
with § = <

omax{p,1} *



Proof. 1t is sufficient to apply the previous result combined with the inequality
lu = w]P < 222 =LO (Jluf|P 4 [lo]|?).
O

Corollary 2.4. Let f : Jg — IR™ be non increasing and such that for some positive
numbers p, c:
Vs e Jr, f(s)>csP.

Then we have for some constant C' = C(c,p) > 0,
1
V(u,v) € Br X Br, |lu—vl < C[[f(lul)u— f(v)o)l7+.

Proof. This inequality follows immediately from Cauchy-Schwarz inequality combined
with the conclusion of the previous proposition. O

Lemma 2.5. Assume that A is a positive, symmetric, bounded operator on H. for
some constant D > 0 we have ¥Y(w,v) € H x H

V(w,v) € H x H, ||[|A2w]|’ Aw — |Az0||’ Av|| < D max(||Az ||, [|A2w]|)’ |w - v]|.

Proof. We can write

A w] Aw — 43| Av]) = 4% (|42 w])” A2 w — | Abo) " a%0)]
< 4| a% w)® atw — [ Atu]? b,

Direct calculations (see also [2], Lemma 2.2) yield

|42 w]|® A2 w — | A2 v||PA%v|| < Cy max(||A%v]|, A2 w]])?||A%w — A%
< Gy max([| A2 o], [| A2 w]))?||w — o],

and the result is proved. ]

3 Global existence and energy conservation for equation (1.1)

In this section, we study the existence of a solution for the initial value problem associ-
ated to equation (1.1) where g : H — H is a locally Lipschitz continuous function which
satisfies the following hypothesis:

k1 >0, ko >0, Yo, (9(v),v) > —ki — kol|v|'T2. (3.1)
Theorem 3.1. Let (ug,u1) € Hx H. The problem (1.1) has a global solution satisfying

we CHRT H), |u|'v € CHRT, H) and u(0) =ug, '(0)=u.



Proof. To show the existence of the solution for (1.1), we consider the auxiliary problem

{ (2 + )72 ull + dul, ul) (e + Jul )2l + | A% ]| Aue + g(ul) = 0,

us(0) = ug, ul(0) = u. (3.2)

Here, € > 0 is a small parameter, devoted to tend to zero. For simplicity in the sequel
we shall write
[/2:=m > 0.

Assuming the existence of such a solution u., multiplying (3.2) by u., we find
_ 1
[(e + [ll|I?)™ + 2m(e + lul|®)™ g ) (uly ul) + | A2 ue]|? (Aue, ul) + (g(ul), ul) =0,

then .
(e + [[uZl[*)™= (e + (T + 1)[|lul]]?)

From (3.2), we obtain that u. is a solution of

HA%UEHﬁ(AUE,U;) + (g(u’) u/)

/) g

e+ (1 + Dlfuc]?

1
{ e+ — 1 L+ A A () =0,
ue(0) = ug, ul(0) = uy.

Conversely, (3.4) implies (3.3). Then, replacing (3.3) in (3.4), we obtain (3.2). Therefore
(3.2) is equivalent to (3.4).

i) A priori estimates:

Next, we introduce

1 1
- [Azu, || (Aug, ul) + (g(ué),u;)u, _ |42 uc||P Auc + g(ul)
(& + [Julll)™ (e + (L + Dflutf?) = (€ + [lutl|)™

Fe(ue, ug)

Then (3.4), can be rewritten as

U/E/ = Fg(ug,u;)’
{ ue(0) = up, ul(0) =uy. (3.5)

Since the vector field F; is locally Lipschitz continuous, the existence and unique-
ness of u. in the class C2([0,T), H), for some T > 0 is classical. Multiplying (3.2)
by u., we obtain by a simple calculation the following energy identity:

d ! !
EEs(t) + (g(u(t)),ul(t)) = 0,
where
Eet) = L 12— e P+ o A (1) 2,
l+2 ‘ c B+2

Indeed, for any function v € C'([0,T"), H) we have the following sequence of iden-
tities

(e + [lol*)™v)', v) = 2m(e + o)™ ol*(v,0') + (e + [[v]*)™ (v, )



ii)

= 2m(e +[[vl*)" (e + o) (v, 0) = 2me(e + [[0]*) 7 (v, 0") + (e + [0l*)™ (v, ")
= (2m +1)(e + [|vl*)™ (v, ") — 2me(e + [|o]|*)™ " (v, ")

d [l+1
= = [ e+ D™ = sl + o)™
Moreover for some constant C' > 0 independent of €, we have
EL(t) +C 2 (e + ™ — ele + W)™ + € > gl (0]
c —1+2 c c —40F
and then as a consequence of (3.1)
d

Ee(t) = —(g(ul(t)), ul(t) < k1 + ko |ul(t)]|"F
<ks+ k4E€(t).

dt

By Gronwall’s inequality, this implies
Vt€[0,7), fue(t)] <My, [lui(t)]] < Mo, (3.6)

for some constants M, My independent of e. Hence, u. and u. are uniformly
bounded and wu,. is a global solution, in particular 7" > 0 can be taken arbitrarily
large.

Passage to the limit:

In order to pass to the limit as ¢ — 0 we need to know that u. and u. are
uniformly equicontinous on (0,7") for any 7' > 0. For wu. it is clear, since ||ul]| is
bounded.

Moreover we have

(e + )2 + Ll ul) (e + lucl )27l = (e + lul ) 2ul)',

g1r e

hence by the equation
1
1((e + [l )2 ul) || < | Az ue ()17 Aue ()] + [l @),

and since ¢ is locally Lipschitz continuous, hence bounded on bounded sets, we
obtain
1((e + [l |*)2ul)|| < Ms.

Therefore the functions (e + ||u’||?)™u’. are uniformly Lipschitz continuous on R+.
We claim that w. is a uniformly (with respect to ¢) locally Holder continuous
function of t. Indeed by applying Corollary 2.4 with f(s) = (¢ + s?)™ and p =
2m = [ we find for some C' > 0

1 1
[l (t1) = ul(t2) | < Cll(e+luz|*)™ uz(tr) = (e +[luz|*) ™ ul ()| #7 < Ot —t2]| 7.

As a consequence of Ascoli’s theorem and a priori estimate (3.6) combined with
(3.5), we may extract a subsequence which is still denoted for simplicity by (uc)
such that for every T' > 0

u. —u in C((0,T), H),



as € tends to 0. Integrating (3.2) over (0,t), we get
e+ Pl — (et [ (1)(0) (37)
=~ [P A s - [ ool as
From (3.7), we then have, as ¢ tends to 0
Py o) = = [ Ak uts) ds— [ g6 ds W Ol 0) in (0,7, ).
Hence
Wil == [ IAs P Ay ds — [ o) ds + WO, 69

and [|o/[|'u' € C*((0,T), H). Finally by differentiating (3.8) we conclude that u is
a solution of (1.1).

O

Remark 3.2. [t is not difficult to see that the solution u constructed in the existence
theorem satisfies the energy identity %E(t) = —(g(u'(t)),u/(t)). The following stronger
result shows that this identity is true for any solution even if uniqueness is not known.
For infinite dimensional equations such as the Kirchhoff equation, both uniqueness and
the energy identity for general weak solutions are old open problems.

Theorem 3.3. Let (ug,u1) € H x H. Then any solution u of (1.1) such that

we CHRT H), || € CHRT, H) and u(0) =ug, u'(0)=1u,

satisfies the formula

9 B() = (gl (1) (1), (3.9

The proof of this new result relies on the following simple lemma

Lemma 3.4. Let J be any interval, assume that v € C(J, H) and ||v||'v € C'(J, H) then

Proof. Case 1. For any tg € J, if v(tp)

lo(t)|'*? € C(J, H),

/N
~
+
—_

/ o d
(@' (@),v(t) = =

RN

0t
and in this neighborhood we have v € C*(J, H) with

< (@2 = 3 (o)
= (§+1) (1725 (o) (3.10)

(é + 1) o) o(6). (1))



On the other hand, we find

((le@I'v(®),v(®) = U@ @), () + (@) (v(t), v(t)
= [l @' (1), v(1) + Uo®]' (@' (t), v(t) (3.11)
= (L+ DI @' (@), 0(1)),

and from (3.10)-(3.11), we obtain

[+1

@I, for t=to.

(@) o), o) = &
Case 2. If v(tg) = 0 then since |[v(t)|'v(t) € C*(J, H) , we have clearly
((loll*v) (to), v(t0)) = 0.
Moreover in the neighborhood of ¢ty we have

lo(@)l*v(t) = 0(|t — tol),

in other terms
lo(®)]|" < CJt = tol,

therefore Lo )
lo(®)]IF* < Ot — to] T,
then
(lo@)"*2)" =0, for t=to,
and finally
drl+1
(@10 v(0) = [P O] =0 for =16,
O
We now give the proof of Theorem 3.3.
Proof. Setting v = v/, from Lemma 3.4, we deduce
drl+1
(I @) () ' (1) = — [ =5 [l @)I?], Ve T,
dt Ll +2
By multiplying equation (1.1) by «/, we obtain easily
d / /
9 B(t) = (ol (1), /().
O



4 Uniqueness of solution for (ug,u;) given

In this section we suppose that
VR € R",V(u,v) € B x B, |lg(u) — g(v)|| < ks(R)|lu—v], (4.1)
for some positive constant k3(R).

Theorem 4.1. Let (up,u1) € H x H, J an interval of R and to € J. Then (1.1) has
at most one solution

weCY(J H), || eCJ,H) and u(ty) =ug, u(to) = ui.

Remark 4.2. The uniqueness of solutions of (1.1) will be proved under conditions on
the initial data (ug,u1). The next proposition concerns the uniqueness result for uy # 0.

Proposition 4.3. Let 7 € RY and J = (1,T), T > 7. Then there is at most one
solution of (1.1) with u(t) = ug and (1) = uy for T — 7 small enough such that

we CYJ,H), and || eC*(J, H).

Proof. Since u/(7) # 0, the second derivative u”(7) exists and u”(t) also exists for
7 <t < T+ ¢ with ¢ small enough.
On (T,T +¢), (1.1) reduces to

ARl (A ) + (g(w) ) ||zl Au + g ()
-+ Dl fll

' = 1]j P

the existence and uniqueness of u in the class C2(J, H) for this equation is classical. [

Proposition 4.4. Let a # 0. Then for J an interval containing 0 and such that |J| is
small enough, equation (1.1) has at most one solution satisfying

we CHJ, H), || eClJ,H) and uo=a, u;=0.
Proof. From (1.1), we obtain
(I ) (0) = ~[|42a)” Aa = &,

where ||£]] # 0.
We set |[u/||'u’ = 9(t), then 1(0) = 0. For any ¢ # 0 we have

() 1t
T_Z/O W' (s) ds.
U(t)

It follows that -~ ¢ as t — 0, therefore for |¢| small enough we have,

t
@1 = F1€]-



1
Hence, ||u'||' > nt™1 for |t| small enough and some 7 > 0.

Integrating (1.1) over (0,t), we have since u/(0) = 0

o ()| (1) = — t su(r)||? Au(r) dr — t u' (1)) dr.
[ ()] "' (2) /O [AZu(T)||" Au(7) d /0 g(u'(7))d
Let u(t) and v(t) be two solutions, then w(t) = u(t) — v(t) satisfies

[ ()1 (t) = [[o" ()] (8) = */ (142 u(7)[1? Au(r) — [|Azo(7)[|” Av(7)) dr
0 (4.2)

t
- [t — s o
Applying Corollary 2.4 with f(s) = s’ and p =1, we get

Il D' () = [ @ (8)| > oo ' (8) = ' ()]

and applying Lemma 2.5, (4.1) and from (4.2), we now deduce
C t T C t
ol <= [ [ lWoldsir+ < [ s
o Jo ti+1 Jo

L
ti+1

t
gcmrﬁ/ [ ()| dr.
0
t
Setting ¢(t) = / |w'(7)|| dr, by solving (4.3) on [§,t] we obtain
0

(b(t) < ¢(5)eC(T) [ism1/+D) ds’

and by letting § — 0 we conclude that w(t) = 0. A similar argument gives the uniqueness
for t negative with |¢| small enough. O

Proposition 4.5. For any interval J and any tog € J if a solution u of (1.1) satisfies
we CHJ H), || eC(J,H) and u(ty) =u(ty) =0,
then u = 0.

Proof. From theorem 2.3 we know that

d

ZB(1) = (g (1), (1))

Using (4.1), we have
d
POl =1/ (1)), v'(1)] < kallo/ |72 < k3 E(2).
Now, let tg € J such that FE(ty) = 0. By integration we get
|E(t)] < [B(to)[e"! "ol = 0.

10



5 Energy estimates for equation (1.1)

In this section, we suppose that
I >0, Vo, [lg(o)]| < mlol|**, (5.1)

and
I >0, Vo, (g(v),v) = nafv]|*T?, (5.2)

for some o > 0.

Theorem 5.1. Assuming o > [, there exists a positive constant n such that if u is any
solution of (1.1) with E(0) # 0

142
liminf te=1 E(t) > n. (5.3)

t—+o0

(i) If a > %, then there is a constant C'(E(0)) depending on E(0) such that

Vt>1, E(t) < C(E0)t ot

(1) If a < B(IBJ;I%H , then there is a constant C'(E(0)) depending on E(0) such that

(a+1)(B+2)
B—a .

Vi>1, E(t) < CEO)

Proof. From the definition of E(t) we have

a+2

I’ (O)°* < CUL ) E(t) 2,

where C(l, «) is a positive constant, hence from (3.9) and (5.1) we deduce

d a+2
EE(t) > _C(l, «, 771)E(75) 2
Assuming o > [ we derive
d _a-l a—1_, _at2
B0 T FME®TT
a—1
< =
= l+2c(la04,771) Cl

By integrating, we get

implying
N +2 ol
liminfte—tE(t) >n=C, .

t—-+o00

Hence (5.3) is proved. Now, we show (i) and (ii), we consider the perturbed energy
function
E(t) = E(t) + e(Jull?u, |l'||'s), (5.4)

11



where [ > 0, v > 0 and € > 0.

[+2
By Young’s inequality, with the conjugate exponents [ + 2 and li—l’ we get

[l u, o/ 'u')] < O A2ul| G 4y a2,
We choose v so that (2 + 1)(l +2) > 8 + 2, which reduces to

51
2(0+2) (5:5)

Y2
Then, for some C7 > 0, M > 0, we have

1
[l | ')| < Cr A2 ul|T+2 + o[

< ME(t). (5:6)

By using (5.6), we obtain from (5.4)
(1-Me)E(t) < E:(t) < (1+ Me)E(t).
Taki < ! ded
aking e < o, we deduce

vt >0, %E(t) < E.(t) < 2E(t). (5.7)

On the other hand, we have

EL(t) = —(g(u'),u") +e(([ful® ), [o'["a") + e(ulVu, ('] "«")").
We observe that
(lulu) = (([[ul®)7) u + [|ul 7o’
= 29| PO (u, ' Yu + 7
and we have
(el )’ fl' () = 29[l PO !y w) (') + (a0 |
= 29|[ull® ]/ |72 + ([ful Yo, [l o).
Then, we can deduce that
BL(t) = —(g(u'),u') + 2l [[o/ |2 + e(|ful 7o, o] "u)
— e(Jul®u, [ AZu]|® Au) — e(|lu]*u, g(u')).

We now estimate the right side of (5.8),
The fourth term:

1 1
—e(flull®u, A2 u])” Au) = —elful [ A2 u]” (u, Au)
= —eflul | AZu| 7+ (5.9)

< —ce|| ATy |22,

12



The second term:
2 142 L2 1+2
[l V][] < Col| Az ||| 2.

The third term:

[l Y )| = [l 2o [ ) < Cogl| A7l [ +2.
Applying Young’s inequality, with the conjugate exponents Z—Jj and ?%22, we have

JAZul> o/ [|F2 < 5| Azul? &5 + C() ||| D FE

We assume
(a4 2)2y
o

—; >2v+5+2,

which reduces to the condition

o B+2)(a=1)

=T o0+ (5.10)

and taking § small enough, we have for some P > 0, therefore the second and the third
terms becomes

2y [[ull® /|2 + e(llul 2o, o | 'w) < £C(2y + 1) A2uf7 o'+

5.11
< Spabuprne g eppper, O

Using (5.2), (5.8), (5.9) and (5.11), we have

1 13 1
BL(t) < (= +eP)|[u'|*+? — || Az a0+ ZHAWHMB+2 —e(llul?u, g()).  (5.12)

Applying Young’s inequality, with the conjugate exponents « + 2 and g—ﬁ and using
(5.1), we have
—(lul®Yu, g(w)) < 8(Jul P+ 4 C1(6)||g(u') | 5
< Cad|[ A ul D) 4 O @) a2,
This term will be dominated by the negative terms assuming
2y +D)(a+2)>2v+8+2& (a+1)(2y+1) > B +1.
This is equivalent to the condition
b —a«
> _ 5.13
7=+ 1) (5.13)

and taking § small enough, we have

—(lul®u, g(u')) < <[ ABulPT+P2 4 Peful 2.

13



By replacing in (5.12), we have
EL(1) < (=1 + Qo) |42 — || A%l 7742,
where Q = P + P’. By choosing ¢ small, we get

BL(t) < =5 (Iw/2 4 [ Abu|26+2)

g
2
< S (1D B+ (abule) )

(5.14)

This inequality will be satisfied under the assumptions (5.5), (5.10) and (5.13) which

lead to the sufficient condition

B-1 (B+2)a—-1]) f-a }

72%:max{2(l+2)’ 200 +2) '2(a+1)

We now distinguish 2 cases.

. BA+1)+1 B+2)(a—1) B —1
If « > —————— then clearl > .
(i) If a > 512 en clearly 20+ S5
Moreover
B —a 1/8+1 1 B+1 B—1
= - 1)< | -1]| = .
20@+1) 2\a+1 2 B(lﬁ—ﬂ%+l+1 2(0+2)
2N (e —
In this case vg = % and choosing v = vp, we find
o+ 2
2 2=—— 2
Y+ 6+ l+2(ﬁ+ )
2 2 -
since %:1+?+;,replacing in (5.14), we obtain for some p > 0

a—l1 a—l1
BL(t) < —pB(t)* 7 < —pB(t) 5
where p and p’ are positive constants.

Bl+1)+1 then (B+2)(a—1) <B—l

i) If .
(i) o< B+2 1+2 1+2

Moreover

B—a gl _ B=a)(+2)-B-Dla+1)

2a+1) 2(+2) 20a+ 1) +2)
Bl+1)+1—a(B+2)

eSS

In this case v¢ = and choosing v = vy, we find

oo
2(a+1)
2y +8+2=(8+2) <1+%> = (B+2) <1+(a+ﬁ1)_%>,
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(5.16)



(8+2)(a—1)
42
2y+B8+2 2 a—1 a+2

S R A
5+2 L I R s Ry IR

since vy > , we have

replacing in (5.14), we obtain
BL(1) < —0e(|f |+ + [ AFu]+) 755
for some § > 0. Using (5.16), we have
EL(t) < —pE et < — B (1) @inc),

where p and p’ are positive constants.

6 Existence of slow and fast solutions for equation (1.1)

In the case where a < 2 (}#3“, Theorem 5.1 gives two different decay rates for the

lower and the upper estimates of the energy. In the scalar case, this fact was explained
in [1] by the existence of two (and only two) different decay rates of the solutions, cor-
responding precisely to the lower and upper estimates. The solutions behaving as the
lower estimate were called “fast solutions” and those behaving as the upper estimate
were called “slow solutions.” Moreover in the scalar case, it was shown that the set of
initial data giving rise to “slow solutions” has non-empty interior in the phase space IR.

In the general case, by reducing the problem to a related scalar equation, it is rather
immediate to show the coexistence of slow and fast solutions in the special case of power
nonlinearities. More precisely we have

B(A+1)+

Proposition 6.1. Let a < RS

and ¢ > 0. Then the equation
(l' ") + || A2 u]|® Au + cfju’ [/ = 0

142

has an infinity of “fast solutions” with energy comparable to t =1 and an infinity of
_ (a+1)(B+2)

“slow solutions” with energy comparable to t B qs t tends to infinity.

Proof. Let A > 0 be any eigenvalue of A and Ap = A\ with |¢|| = 1. Let (vg,v;) € IR?
and v be the solution of

([0'["") + C1|v|Pv 4 Colv!|*" = 0,

where C, Cy are positive constants to be chosen later. Then u(t) = v(t)p satisfies

1 1
(' ') + Az ull” Au + el |[*u” = (['[0Y [lell'e + [0 0]l A2 0]l Ap + o' |*V | ol| %0

15



= [([V']"") + AT ]P0 + v’ |*v .

. B .
Choosing C; = A2 ™! and Cy = ¢, u(t) = v(t)e becomes a solution of the vector equa-
tion. The existence of an infinity of “fast solutions” and an infinity of “slow solutions”
are then an immediate consequence of the same result for the scalar equation proven in
[1]. O

Remark 6.2. In the special case A = A\, we can take for ¢ any vector of the sphere
¢l = 1. We obtain in this way an open set of slow solutions in RN*! corresponding
to the initial data of the form (vpp,v1¢). The dimension of the set of slow solutions
obtained by this procedure is N — 1+ 2 = N 4+ 1 and that of the set of fast solutions
is N. It is natural to conjecture that the set of all slow solutions has dimension 2N
and the set of all fast solutions has dimension 2N — 1. The conjecture on fast solutions
seems delicate to prove as well as the alternative (existence of only two decay rates)
remains to prove even for A = I. On the other hand, by generalizing a modified energy
method introduced in [3] , we can prove the existence of an open set of slow solutions.
This is the object of the last result of this paper.

Theorem 6.3 (Existence of slow solutions). Assume that g satisfies (5.2) and | < o <
%. Then, there exist a nonempty open set S C H x H and a constant M such
that, for every (ug,u1) € S, the unique global solution of equation (1.1) with initial data
(ug,uy) satisfies
lu@®) > —22_ vi>o. (6.1)
(1+1t)p-—=

Proof. Assuming (ug,u1) € H x H and ug # 0, we consider the following constants
1
(B+2)(+1) 142 L 2) 72
= — A A+
o= (EERED )+ 4 atual2)
and

2
[[ua]]

AR5+

o1 =

For any ¢y > 0, &1 > 0, the set S C H x H of initial data such that og < ¢¢, 01 < €1 is
clearly a nonempty open set which contains at least all pairs (ug,u1) with u; = 0 and
ug # 0 and |Jup|| small enough. We claim that if £y and €, are small enough, for any
(up,up) € S, the global solution of (1.1) satisfies (6.1).

First of all, from (3.9) and (5.2), we see that

d o
ZE() < —n» [ (1)]|*** < 0,

hence E(t) < E(0) for every t > 0, and from (1.2), we deduce that

|AZu(@)]| < [(8 +2)E(0)] 77 = oy ¥t >0, (6.2)

16



Then, we shall establish that if £g and €1 are small enough, we have
u(t) #0 Vit >0, (6.3)
and for some C' > 0

v @)
AR u(n) ()

<C Vt>0. (6.4)

Assuming this 1nequa1ity, it follows immediately that u is a slow solution. Indeed let us
set y(t) := |Ju(t)]|*. We observe that

{y,(t)‘ - 2{(ul(t)7u

< 2

- 1

O)| < 2|’ @) - flu®)]
AR5 (o))

B—a
2 <2V/Cy(t)zerntt

and in particular

we have

e ! 08—«

Integrating between 0 and ¢ and since y(0) > 0, we deduce that there exists a constant
M such that

y(t)’fﬁ) < M(t+1) Vt>0.
This inequality concludes the proof. So we are left to prove (6.3) and (6.4).
Let us set
T :=sup{t > 0:Vr € [0,t], u(r)F#0}.

Since u(0) # 0, we have that 7' > 0 and if T' < +o00, then «(7") = 0.
Let us consider, for all ¢ € [0,T"), the energy

@l

Ht) = ——————
" |AZu(t)|2

where v := )
o

17



We differentiate H,

l d
(1) = E ( 2+) d (Hi“u t)* H“ H >
1Az u(®)|2 w(1)] Az u(t) [ /()]
Taking into account (1.2) and (3.9), we deduce
/ (9w (1)), v'(t)) 1A Zu(t)]|P 27 (' (1), Au(t))
H(t) = — - —
T ke ot [l
d 1
— (A2 u(®)||* ||u
dt (Hl O et H) —: Hy + Hy + H;, (6.6)
1Az (t)[ /()]
l+2
where p := 1

Let us estimate Hi, Hs and Hs. Using (5.2) and (6.5), we observe that
2-1 ezl 1
o ( v @l ) T Al
A2 ( ) | Az u(t)||> | AZu(t)|[>
at2

= —pmH=E ()] ARu(). (6.7)

Hi < —pn

In order to estimate Ho, we use Young’s inequality applied with the conjugate exponents

a+2—1 a+2-—1

1-1 and a+l

— 1
O IIAQU( WP @I 4z i

[Ha| < pll/(t = =0
lAZu@®)|2r || Adu(e)| wre 1Az u(t)]|27

a+2—1

a+2—1
/t 1-1 1—1 P
< 5 < Hu( )HQ — 1 6y (HAéu( )H a+2 l+ﬁ+1 27) ,
|

— (
|Azu(t)| P~

1-1 1
where 01 := pno <7Z> and 09 := L4 <L>, and taking into account that

a+2— a+2—1

v = gﬁ, we deduce

R (at2-1)
Azu(t)|| M=
) < o (EOF ) AP
|AZu(t)]|2 [ AZu(t)[[>
= SHTE () A2u(t)[) + o A2u(t)| . (6.8)

For simplicity in the sequel we shall write

1/2:=m > 0.
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In order to estimate Hs, we use (6.5) and we have that

d 1
- (IAzu@) | H ()™ Su(e)|2rm
A2 u(@) ]2 Ju (@)l] lw' @)
1 —
1 [[AZu ()20

' ()]

We observe that taking into account (6.5), we have

—2y(1+m)H(t) (u'(t), Au(t)) =: Hy + Hs.

Hy = —mH'(t), (6.9)

and

[AZu() 2™ | @)] 5041 -
Hs| < 2y(1 +m)H (@)™ . = 2y(1 +m)H(t)2||Azu(t)|" L.
[Hs| < 2y(1+m)H(t) ol 1A% V(L +m)H ()2 A>u(t)

We observe
y=1>v(a=0)+—p—a> B+ 1)(a—-1),

which reduces to

BL+1)+1
B+2

and taking into account (6.2), we have
[H| < 291+ m)og ' H ()2 | ABu(n) 0. (6.10)
Then, taking into account (6.7)-(6.10) in (6.6), we deduce that

a+2—1

H'(t) < [|[A2u(t)[/@D | —prpH* <t>+%+2wa+”<a*”ﬂ<t>% . (6.11)

~. a+1
where p:= %.

Now, let

~

h(s,I') = —pnas B gt s + 29I'sz2,
2

3
2

where I —00 —1=(a= l)

o~

We observe that h((2/n3)%/(@+2=0 T) = Ly 29T (2/n3 )a“ . In particular
2

h ((2/n§)2/<a+2—l>,r) - —nﬁ <0, if [ > 0.
2

Let us therefore assume that o is sufficiently small to achieve

h((2/n3)? 42D gr=1=ely g
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We claim that if H(0) = oy < &1 := (2/13)*(@+2=0 then H(t) is bounded for all
t € (0,T). Indeed if H is not bounded for all t € (0,T), then there exists T € (0,T)
such that H(T) = &1 and H(t) < &1 for all t € (0, 7). By (6.11) and taking into account
that v € CH(R*, H) and ||u/||' v/ € CL(R*, H), we have

H/(T) < Az u(T)["Dhier, o3 ™) < u(@)|" ™ hier, oy 77 <0
then since T € (0,T) implies ||u(T)| > 0, H decreases near T. This contradicts the
definition of T' and we can claim that H is bounded for all ¢t € (0, 7).

Finally, we claim that T = +o00. Let us assume by contradiction that this is not the

case. Then, taking into account that H is bounded for all ¢ € [0,T), we observe that

[/ @)]]” < ClAZu(®)|* < C u(®)|* ¥t € [0,T).

Therefore, from the continuity of the vector (v',u) with values in H x H it now
follows that w(T) = 0 implies u/(T)) = 0, hence v = 0 by backward uniqueness, a
contradiction. Hence, T' = +o00, we obtain (6.3) and (6.4), and the conclusion follows.

O
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