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Abstract

We consider parabolic systems of Lotka-Volterra type that describe the evolution
of phenotypically structured populations. Nonlinearities appear in these systems to
model interactions and competition phenomena leading to selection. In this paper,
the equation on the structured population is coupled with a differential equation on
the nutrient concentration that changes as the total population varies.

We review different methods aimed at showing the convergence of the solutions
to a moving Dirac mass. Setting first two frameworks based on weak or strong regu-
larity assumptions in which we study the concentration of the solution, we state BV
estimates in time on appropriate quantities and derive a constrained Hamilton-Jacobi
equation to identify the Dirac locations.

Key-words: Adaptive evolution; Asymptotic behaviour; Chemostat; Dirac concentra-
tions; Hamilton-Jacobi equations; Lotka-Volterra equations; Viscosity solutions.

AMS Class. No: 35B25, 35K57, 47G20, 49L25, 92D15.

1 Introduction

We survey several methods developed to study concentration effects in parabolic equations
of Lotka-Volterra type. Furthermore, we extend the theory to a coupled system motivated
by models of chemostat where we observe very rare mutations for a long time. These
equations have been established with the aim of describing how speciation occurs in bi-
ological populations, taking into account competition for resources and mutations in the
populations. There is a large literature on the subject where the mutation-competition
principles are illustrated in various mathematical terms: for instance in [23] 28] [35] for an
approach based on the study of the stability of differential systems, in [30} 29] 45] for the
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evolutionary games theory, in [14] for the study of stochastic individual based models, or
in [6, 36, 42] for the study of integro-differential models. We choose here the formalism
using parabolic partial differential equations, widely developed in [5, [7, 21 [41] to describe
the competition dynamics in a chemostat.

The chemostat is a bioreactor to which fresh medium containing nutrients is contin-
uously added, while culture liquid is continuously removed to keep the culture volume
constant. This device is used as an experimental ecosystem in evolutionary biology to
observe mutation and selection processes driven by competition for resources. From the
mathematical point of view, the theoretical description of the population dynamics in a
chemostat leads to highly nonlinear models and questions of long term behaviour and
convergence to an evolutionary steady state naturally arise (see [11, 19} 24], 39, [44]).

Our aim is to study a generalization of the chemostat model introduced in [34] with
a representation of mutations by a diffusion term. In this model, each individual in the
population is characterized by a quantitative phenotypic trait « € R% and n.(t, ) denotes
the population density at time ¢ with the trait x. We study the following equations

e0ine(z,t) = n.R(x, Sc(t)) + e2An,(z, 1), zeRt>0, (1)
2 5(0) = QUSH(1), (1), @
pe(t) == /]Rd ne(z,t)dx,

where the function R(x,S:) represents a trait-dependent birth-death rate and S. denotes
the nutrient concentration which changes over time with rate ). Here ¢ is a small param-
eter which allows to consider very rare mutations and large times of order e~!. The idea
of a 7! rescaling in the space and time variables goes back to [31, [32] to study propa-
gation for systems of reaction-diffusion PDE. The parameter (3, introduced first in [34],
gives a time scale which, as f — 0, leads to the equation Q(p,S) = 0 and in this case,
under suitable assumptions, we deduce the existence of a function f by Implicit Function
Theorem such that S = f(p) and the concentration results are known to hold [7} 33].

Such models can be derived from stochastic individual based models in the limit of large
populations (refer to [16, [17]).

A possible way to express mathematically the emergence of the fittest traits among
the population is to prove that n. concentrates as a Dirac mass centred on some point
Z (or a sum of Dirac masses) when ¢ vanishes, which means the phenotypic selection of
a quantitative trait denoted by Z in long times. The main results of the paper can be
summarized as

Theorem 1.1. For well-prepared initial data and two classes of assumptions (monotonic
in one dimension or concavity in multi-dimensions), then the concentration effect holds

ne(t, ) " p(t)o(x — z(t)) in the sense of measure,



where the pair (Z(t),p(t)) can be determined thanks to a constrained Hamilton-Jacobi
equation given later on.

In order to describe these concentration effects and following earlier works on similar
issues [7), B, 13}, [33] 18, 41], we will use the Hopf-Cole transformation defining u.(t,z) =
elnng(t, x) and derive a Hamilton-Jacobi equation. Then we obtain by passing to the limit
€ — 0 a constrained Hamilton-Jacobi equation, whose solutions have a maximum value
of 0. The point is that the concentration locations in the limit ¢ — 0 can be identified
among the maximum points of these solutions. This method, introduced in [24] and used
for instance in [42], [43] is very general and has been extended to various systems (see for
the case of reaction-diffusion systems).

Singular perturbation problems in PDEs is a classical subject that has been studied
from different viewpoints. For instance a seminal paper on parabolic equations involving
measures is [I1]. Also the above rescaling in parabolic equations or systems has been
deeply studied in reaction-diffusion equations (see [4], 25]) leading to front propagation
where a state invades another as in the Fishher-KPP equation where the stable state
ne = 1 invades the unstable state n. = 0. This is also the case of Ginzburg-Landau
equations (see [8]) where the quadratic observable n. = |uc|? takes asymptotically the
value 1. This is different from our case, as one can see in the above theorem and since we
essentially derive L' bounds from the presented model.

To prove the main convergence results of this paper, we will adapt the method introduced
in [7, 5, B4] to find BV estimates for the appropriate quantities as a first step. Then we
will use the theory of viscosity solutions to Hamilton-Jacobi equations (see [2, 3] 20} 27]
for general introduction to this theory) to obtain the Dirac locations. In the first part we
will proceed with assumptions of weak regularity of the growth rate in a first instance and
then we will resume the study under concavity assumptions.

The paper is organized as follows. We first state (section 2) the framework of the general
weak theory and its main results. We start the study by establishing BV estimates on p?
and S; in section 3. Section 4 is devoted to the analysis of the solutions to the constrained
Hamilton-Jacobi equations. We first prove some regularity results for u.. Then we study
the asymptotic behaviour of u. and deduce properties of the concentration points. In
section 5 we set the simple case of our results when the dimension d equals 1 and prove
concentration effects. In section 6 we review the d-dimensional framework where we assume
uniform concavity of the growth-rate and initial conditions. We establish again the BV
estimates in this specific case and prove the uniform concavity of u.. The regularity
obtained for u. allow us to derive the dynamics of the concentration points in the form of
a canonical equation. We complete these results by numerics in section 7.

2 The weak theory: assumptions and main results

First of all, we give some assumptions to set a framework for the general weak theory. We
use the same assumptions as [34].



For the Lipschitz continuous functions R and (), we assume that there are constants

So>0,Kg>0, K, > 0 and K > 0 such that

Q(QP) > 07 I;IS“S(Q(S()?p) = 07 QS(Sa p) S _KQ7 Qp(S7 P) S _KQ7

0< K, < Rg(z,5) < Ky,

sup [|R(-, S) w20 ray < Ko
<5<50

We complete the system with the initial conditions S°, nQ such that
Sy < 8% < S, n(z) >0, Vz e RY,  0<pp <pl:= / n2(z)dx < par,
R4
where p,,, par and S, are defined below.

We add to these assumptions a smallness condition on § which can be written as

K
min @2 43 max ﬂ,
0<p<pu, |l 0<p<py, |95l
Sm <5 < S0 Sm <5 < 5o

with the definition of pjs stated below.
Note that from assumption , we directly obtain the bounds

ne(t,x) >0, 0 < S:(t) < So.

First we recall the following lemma, whose proof is given in [34]:

(8)

Lemma 2.1. Under the assumptions —@, there are constants pp,, py and Sy > 0

such that
0 < pm < pe(t) < pmr and Sy < S:(t) < So,

where the value Sy, < Sy is defined by Q(Sm, par) = 0.

This result is required to prove the following theorem.

Theorem 2.2. Assuming also (7), p=(t) and S-(t) have locally bounded total variation
uniformly in e. Consequently, there are limit functions p,, < p < prr, Sm < S < Sy such

that, after extraction of a subsequence, we have

Se, (1) ek——>>0 S(t) and pe, (1) — p(t), a.e.,

er—0

and



The next section is devoted to the proof of Theorem 2.2. Contrary to what we could
expect, the establishment of the BV estimates will be more complicated than in the
previous works (see [7, B3]) where the nutrients are represented by an integral term as
J ¥(x)ne(t, z)dz. Here the main challenge comes from the equation ([2)) that we also have
to consider to obtain BV estimates on S.. An other difficulty comes from the parameter
5. For B large, it seems that we cannot derive BV estimates with our approach and we
expect oscillations of S. and p.. This is the case for inhibitory integrate-and-fire models
(see [12]) where delays generate periodic solutions. In the following proofs, C' denotes a
constant which may change from line to line.

3 BV estimates on p*(t) and S.(1)

3.1 Bounds for p.

We follow the lines of [34] to give the bounds p,, and pys. By integrating the equation
and using the assumptions and , we arrive to the inequalities

d N
8@&5 < PE(K2 + KIS€>7

and

d __
E@lnpg < Ko+ K15p.

Notice that Q(S:, p:) < —Kgpe + Q(0,0) from the assumptions in (3). By adding the

equation to the inequation above, we arrive to

d _
Eﬁ(lnpe—l—ﬂse) < Ko+ K150 + Q(0,0) — Kgp- (9)
7 KQ Inp+5S
< Ko+ KISO + Q(O7O) - 6/37506 Pe . (10)

It follows that, for C5 the root in Inp. + 3S; of the right hand side,
Inp. < Inp. + $S. < max(InpQ; + BSo, Ca).

Hence the upper bound pys for p.(t).

Thanks to this upper bound, we obtain the lower bound S,, on S.(t) since, by using the
assumption on (), we remark that

£5555-(0) = QUS2(0), (1)) = Q(SH(t), pan)

Then there is a unique value S, such that Q(Sy,, prr) = 0, and from the initial condi-
tions @, we deduce that S, < S.(t) for t > 0.



Next, let us look for the lower bound. It follows, from the integration of as above,
that we have

d
E%h’lps > _KQ +&Sm

By subtracting and still using , we obtain

d
Ea(lnp5 —BSe) > =Ko + K15 — Q(S:, pe)
> —K3 —Q(0,0) + Kqgpe
— K3 — Q(0,0) + Kqelr=05% % (11)

v

Taking C'5 the root in Inp. — 8.S; of the right hand side in , we have the lower bound
pe(t) > min(pj,, Cs),

which ends the proof of the Lemma 2.1.

3.2 Local BV estimates

To find local BV bounds for p. and S. which are uniform in ¢ > 0, we apply the method
described in [34] that we explain in detail in this section.

Let us first define J, := Sg and P := g.. With these definitions, we have the equations
P, = [neR(eS.0)dr, BT = QUpu(t),5.(0). (12
Defining o, and . as
oc(t) == [ neRslpu( 500 e and ()= [ nRda,

we differentiate both equations above, then we obtain the following equations on J. and
P.:

eP, = Jg/nERS(pg(t),Sg(t))dq:—i—/(‘)tngR(pg(t),Ss(t))da:

1
— () +e / neARdr + (1), (13)

5ﬁj5 = QSJE+QPPE' (14)

However at this stage we cannot obtain directly the BV bounds on p. and S, we expect.
Thus we consider a linear combination of P. and J.. Let u.(t) be a function we will



determine later. By combining the equalities above, we obtain the following equation on
P+ pedJe:

d . 1
5%(PE + /B.UEJE) =a:J: + 5/”5ARdm + BlicJe + NE(QSJs + Qpps) + g'ys
= peQp(Pe + BueJe) + (eBfic — BQpuZ + peQs + ac) Je
1
+ E/TLEARdJ) + e (15)

First we prove the following result:

Lemma 3.1. Considering the solution p. of the differential equation

eBlic = _/B‘Qp‘,ug + Ma‘QS‘ — Og,

there exist constants 0 < iy, < ppr such that, choosing initially p, < pe(0) < upr, we
have:
P < pre(t) < p, vt > 0.

Furthermore, we have the following estimate concerning the negative part of the linear
combination:
—KQ#mt

(P-() + Bu() Jo(0) < (P-(0) + Bu(0)Jo(0) e~ ¢ 4eCl—e 27, (16)

From the estimate of the Lemma 3.1, we can deduce the local BV bounds uniform in
€ we expect. We start with P.. Adding o, /3];55 to and using and Lemma 2.1, we
find

d P, P, 1 P,
e Pt - =a, <Jg+ E>+£/nEARdx+’YEZ—a5 (JE—F E) — Ce.
dt B/«Ls Bﬂs € ﬂ'ug —

Notice that 0 < K;p-(t) < ae(t) < Kipy. By considering the negative parts of P. and
using and , we arrive to the inequality

d (P.)_ P.
€ (P.)_ + a: B < a. (JE + 5Ms>_ + Ce
—rmKqg I
< 02 (PA0) + 301 :0) b eacO(1— e R 4
",
< Kipag (Po(0) + Bue(0)J:(0)) - —5 — + Ce. (a7)

With this inequality, the BV bounds follow. Since €P: is bounded, by integrating the
inequality above, we have



/T ac(t) (Po(t))_dt < C1(T) +eCo(T), VT > 0.
0

Consequently, we obtain

T d K, (T /d T T
K1/ pe (dtps) dx—;/ (dp?> dw < U )2502( ) vr>o
0 — 0 _

Since p.(t) is bounded, we have finally that p? has local bounded variations. Therefore up
to an extraction, there exists a function p on (0, c0) satisfying

pe —> P in L}.(0,00).

And since we have the lower bound p. > p,,, by Lemma 1.1, we obtain the bound for the
negative part of the derivative of p.:

T
/ (ips)fdxgw.
o dt 2K, pm

Finally, it remains to study S:. To do so, we rewrite as

2

d (p
—J. = i P. = . £, 1
5ﬁdt<] QsJ, +Qp QsJ. +Qp 2. ( 8)
With our assumptions (3)) on the Lipschitz function @, we have
d (r2) [(o2)|
—(=J.) = —J.) — < — L = 1
gﬁdt( Ja) QS( Je) Qp 2p > QS( Js) + Q 2Pm , ( 9)
and )
d [(p2)]
—(J.)- < —Kg(Jo)-+ L £, 2
B g () < —Kal)- + La'y - (20)

The term eJ; is bounded because of our assumptions on (). So, integrating this equation,
we have, for T > 0,

T T
/(k)<0+ Lo /|@m, (21)
0 0

- 2pmKq

and we deduce that fOT (J.)— is uniformly bounded from our previous results on pZ.
And then, since S is uniformly bounded, we conclude that there exists a function S(t)
such that, after extraction of a subsequence,

S. — S in L},,(0,00) and Q(S:, pe) = Q(S,p) ae.

To conclude, it follows that 6%55 converges in measure to 0 as ¢ vanishes and thus,

Q(gvﬁ) =0.



3.3 Proof of Lemma 3.1
Our goal is to choose a function p.(t) which solves the differential equation

eftic = *ﬁ‘QpW? + M6|QS| — Q. (22)

We use the same argument as in [34]. Therefore we concentrate on the main ideas.

Note that, because the solution might blow up to —oo in finite time, we need to prove
that solutions of which remain strictly positive for all times. To do so, we first notice
that the zeroes of —B3|Q,|u2 + ue|Qs| — ae are

1
/"s,i(t) = m(’@s\ + \/ Q% - 4a£/8|Qp|)'

and from the smallness condition , both zeros are positive.
We need to find two constants 0 < p,, < pps such that, choosing initially f,, < pe(0) <
uar, then we have for all times

0 < i < pe(t) < pinr- (23)

This condition is satisfied with the following constants

1
pr= L max 98] (24)
/8 Pm§P<PMa ’Qp’
and p,, defined as
max fre,—(t) < pn = Hltin e+ (1), (25)

which defines a positive constant because of the smallness condition for g .

Coming back to equation , we arrive to

d
8£(P€ + Bude) = —p |Qp| (Pe + Bude) + S/nEARdm > —plQpl(P: + Bud:) — eC,

and we conclude that, for all £ > 0,

—KqQum —KqQum

(P-(t) + Bu(t)J-(t)) _ < (P-(0) + Bu(0)J=(0)) e = "+eC(l—e = ), (26)

which concludes the proof of the Lemma 3.1.



4 Concentration and constrained Hamilton-Jacobi equation

In order to prove the concentration of n. in a sum of Dirac masses as € vanishes, we
perform the change of unknown n.(t, ) = e (t:2)/e and we study the regularity properties
of uc(t, ). With the definition of u., we obtain the following equation which is equivalent

to :

Opue(t,2) = |Vue|? + R(z, S=(t)) + eAu,,

(27)
ue(t = 0,7) = u(x) := elnn?.
We complete assumption @ on the initial data with
wl(z) < A—Ko/1+ 22, ||Vud]|<B, VzeRY (28)

with A, B > 0.

We prove in this section the following result

Theorem 4.1. Under the assumptions — and , then after extraction of a subse-
quence (ug)e converges locally uniformly to a Lipschitz continuous viscosity solution u to
the constrained Hamilton-Jacobi equation

opu(t, ) = |Vul® + R(x, S(t)),
(29)
max, cpd u(t,z) =0, vt > 0.

In the simple case when dimension d is equal to 1 and when R(z,S) is monotonic in
for all S, n concentrates in one single point.

We first prove that u. is equi-bounded, then the equi-continuity, and finally we explain
how to pass to the limit in .

4.1 An upper bound for u.

We first set the upper bound for u.. Let T' > 0 be given. Defining u(t,z) = A+ Ct —
Koy/1+ |z|> with C' = K»(1 + K3), we have

d—1

V1 [zl

Since (0, z) > ud(x) from initial data (28], we conclude that @ is a super-solution and
ue(t,z) < A+ CT — Kay/1 + |z|?, for all t € [0,T].

i — eAl — |Va|* — R(z, Sc(t)) > C 4 K> — K2 - Ky>0.

10



4.2 Lipschitz bound in space

We first prove that u. is uniformly Lipschitz continuous in space on [0, 7] x R%. We define

for h small w.(¢,7) = us(t, + h) — uc(t,x). Since the initial condition u? are uniformly

continuous, given ¢ > 0, for h small enough, we have |w.(0,z)| < g. From (27)), we arrive
to

Orwe (t, ) — eAwe(t, x) — (Vue(t,z + h) + Vuc(t,z)) - Vw(t, x)
= R(z+ h,S5:(t)) — R(z, 5.(t)) < Ksh. (30)

Thus by the maximum principle we deduce that

[we(t,2)] < |maxwe(0,2)] + Kol hlt < (IVu2l] o e + Kat) A

We conclude that wu. is uniformly Lipschitz in space on [0, 7] x R? and set

L(t) = sup [|Vue(t, z)|| oo (31)
e<eg,0<s<t,x€R?

4.3 Local bounds for u,

We already know from the first step that wu. is locally bounded from above. We show that
it is also bounded from below on compact subsets of [0,00) x R%. Let 0 < T and r > 0.
For all t € [0,7] and = € B(0,7), we recall that u.(t,z) < A+ CT — Kay/1 + |z|? and

thus
ue A+CT—Ko|x|
/ e=sdr < / e c < p—m,
|| > || > 2

for 0 < € < €p, g9 small enough and r large enough. We also have from Lemma 3.1 that
Pe > Pm, then for 0 < € < gg and r large enough, we obtain

This implies

Using the Lipschitz bound we obtain

Pm
2/B,]

ue(t, ) > eln —2L(t)r, Vo € RY.
Hence we have the local lower bound on ..

11



4.4 The equi-continuity in time

For given T',n and r > 0, we fix (s,z) € [0,T[xB(0, 5) and define

g&(tv y) = Ug(S,J,') =+ n + E‘y - x‘Q + D(t - 5)7 for (t7y) € [87T] X B(07 7’),
where E and D are constants to be determined. We prove in this section the uniform

continuity in time. The idea of the proof is to find constants E and D large enough such
that, for any x € R(0, 5), and for all € < g

ue(t,y) < E&(ty) = ue(s,x) +n+Ely —z*+ D(t—s),  V(t,y) € [0,T] x B(0,7), (32)
and
ue(t,y) > ¢e(t,y) == ue(s,z)—n—Ely—z|*— D(t—s), Y(t,y) € [0,T] x B(0,7). (33)

Then by taking y = z, we have the uniform continuity in time on compact subsets of
[0,00) x R?. We prove here inequality , the proof of is analogous.

First we prove that &(t,y) > uc(t,y) on [s,T] x 0B(0,r), for all n, D and = € B(0, ).
Since u. are locally uniformly bounded according to Sections 4.1 and 4.3, by taking E
large enough such that

£ 8l[ el oo (f0,77% B(0,r)
> 12

)

we obtain

§e(t,y) > ue(t, z) +n + 2[ue|| Lo o,71x B(0,r)) + D(E = 5)
> [|uell Lo (j0,77x B(0,r))
> ue(t,y).
Next we prove that, for E large enough, &.(s,y) > uc(s,y) for all y € B(0,r). We argue

by contradiction. Assume that there exists 7 > 0 such that for all constants E > 0 there
exists yg € B(0,7) such that

us(s,yg) — ue(s,x) > n+ Elyg — z|*.
This implies
2M
B
where M is a uniform upper bound for ||uc|| e ((0,71xB(0,r))- For E — oo, we have that
lye — x| — 0. Since u. are uniformly continuous in space, this is a contradiction.

lye — x| >

Finally, from assumption , if D is large enough, £ is a super-solution to in
[s,T] x B(0,7),

ue(tay) < ue(s,:v) +77+E|y_$|2 +D(t - 3)7 V(t,y) € [07T] X B(O,T)

With the proof of which is similar, we deduce that the sequence u. is uniformly
continuous in time on compact subsets of [0, 00) x R

12



4.5 Passing to the limit

We proceed as in [5] to prove the convergence of to as € goes to 0. Considering
the regularity results above, the point at this step is to pass to the limit in the term
R(z, S:). To avoid the complications of the discontinuity, we define

¢e(t, x) == u:(t, x) /RxS

and it follows that ¢. satisfies the equation:
t
O1oe(t, x) — eAgo(t, ) — |Voo(t, z) > — 2V e (t, x)/ VR(x,S:(s))ds
0
t t
_ 5/ AR(z, S.(s))ds + |/ VR S.(s))ds:. (34)
0 0

As S.(t) converges to S(t) for all t > 0 and R(z,I) is a Lipschitz continuous function, we
have
t

lim R(x S:(s))ds —/ R(x,S(s))ds,

e—0

lim VRJJ Se( ds-/ VR(z

e—0 0

lim ARx Se( ds—/ AR(z

e—0 0

for all ¢ > 0. Furthermore the limit functions fo z,S(s))ds fo VR(z,S(s))ds and
f(f AR(z,S(s))ds are locally uniformly continuous.

After extraction of a subsequence by the Arzela-Ascoli Theorem, wu.(t,z) converges lo-
cally uniformly to the continuous function u(¢,z) as e vanishes. Consequently qbe(t x)
converges locally uniformly to the continuous function ¢(t, z) = u(t, x) fo ))ds
and ¢ is a viscosity solution to the equation

D6(t,7) — |Vo(t, 2)|2 — 2Vo(t, 2). /O VR, 5(s))ds = | /0 VR S(s)ds].  (35)

Then w is a solution to the following equation in the viscosity sense
dwu(t, x) = |Vul® + R(z, S(t)).

It remains to prove that max,cgau(t,z) = 0 for all ¢ > 0. We argue by contradic-
tion. Assume that there exists @ > 0 such that for some ¢ > 0 and 2 € R? we have
a

0 < a < u(t,z). It follows that, from the continuity of u, u(t,y) > § on B(x,r) for some
r > 0, and then n.(t,y) — oo as € goes to 0, which is a contradiction to the statements of

13



Lemma 2.1. Thus we have max,cga u(t,z) < 0 for all ¢ > 0.

From the section 4.3, we have for 0 < ¢ < g9 and for some r > 0 large enough

lim ne(t, z)dz > %”, t>0. (36)

e—0 |z|<r

Furthermore, recall that, from section 4.1, we have
us(t,z) < A4 Ct — Ko/1+ |22 < A4+ Ct — Kolz|,  Vt>0,2z € R%

Then it follows that, for r large enough

. . A+Ct—Ky|x|
lim ne(t,x)dr < lime : dx = 0.
e—0 |z|>7 e—0

We argue by contradiction again. Assume that u(t,z) < 0 for all ¢ > 0 and |z| < r. It
implies that lim._,o ns(t,z) = 0 and thus lim._,o flrr:\<r ne(t,x)dx = 0. This is a contradic-
tion with and it follows that max,cpa u(t,z) = 0 for all £ > 0.

It is an open problem to know if the full sequence u. converges and it is equivalent to the
question of uniqueness of the solution to the Hamilton-Jacobi equation. We will consider
in section 5 a special case where uniqueness holds.

In the next section we derive some properties of the concentration points that also hold
in the concavity framework (section 6) and will be useful in what follows.
4.6 Properties of the concentration points
We prove in the rest of this section the following theorem

Theorem 4.2. Let assumption hold. For any u® € WH>°(RY), the solution to
is semi-convex in x for any t > 0, i.e. there exists a C(t) such that, for any unit vector
¢ € R, we have the following inequality

Consequently, u(t,-) is differentiable in x at maximum points and we have
Vu(t,z(t)) =0

where Z(t) is a mazimum point of u(t,-).
Furthermore, for all Lebesgue points of S we have

R(z(t),S(t)) = 0.
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First step: the semi-convexity. To increase readability we use the notation ug := 8“&? Uge 1=
%gff for a unit vector £. We obtain from equation (27
FTA = 2Vu, - Vug + Re(x, S:(t)) + eAug, (37)
and
Uge = 2Vu, - VU,&‘ + Q‘VUdQ + R&(x, Sg(t)) -+ EA'LL&. (38)

ot
Notice that [Vug| > |uge| because uge = Vug - §. Therefore the function w := uge satisfies

gtw > 2Vu, - Vw + 2w? — Ky + eAw,

from the assumption . The semi-convexity follows from the comparison principle with
the subsolution given by the solution to the ODE ¢ = 2y? — K, y(0) = —oo.

Second step: Vu(t,z(t)) = 0. The semi-convexity implies that u is differentiable at its
maximum points. Therefore we have for t > 0

Vau(t, 7(t)) = 0.

Moreover, we also have the property that, for any sequence (¢, zx) of z- differentiability
point of u which converges to (¢,Z(t)), we have

Vu(ty,zr) — 0 as k — oo.

In fact, we deduce that, for h,r > 0,h,r — 0

t+h
rh /t_r \Vu(s, y)|[>dsdy — 0,

/ / |Vu(s,y)|?dsdy — 0.
t—h

We obtain these convergence results by applying Lebesgue’s dominated convergence The-
orem to the integral

and

1,1
/ / |Vu(t + hr, 2(t) + ro)|*drde
0 J-1
given by a change of variable, combined with the local Lipschitz continuity of u.

Third Step: Proof of R(z(t),S(t)) = 0. We first integrate the equation on rectangles
(t,t+ h) x (z(t) — r,z(t) + ). We obtain
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z(t)+r t+h t+h
/() [u(t+h,y)—u(t,y)]dy —/ / R(y, S dsdy+/ /() |Vu(s, y)| dsdy.
x(t)—r t)—r

By the semi-convexity, we have
0> u(t,y) = ult,z(t)) — Cly —z(t)[* = O(r?),

and also u(t + h,y) < 0. We deduce

t+h t+h 1
/ ))dsdy+ / / |Vu(s y)|dsdy < —hO( r?).
t —r

Therefore we obtain
t+h 1
/ S(s))dsdy < ~-O(?).
We conclude that at any Lebesgue point of S we have

R(z(t),S(t)) < 0.

Next, we prove the opposite inequality. By integrating on the rectangle (¢ — h,t) X
(Z(t) —r,z(t) + 7).

Z(8)+r F(t)+r
/ (ult,y) — ult — hyy))dy > / u(t, y)dy,

t)—r z(t)—r

/ / dsdy+/ / \Vu(s,y)|?dsdy > ()
t—h Jz(t)— t—h Jz(t)—

Hence, we have that, at any Lebesgue point of S,

R(z(t),S(t)) <0

Hence the statement of Theorem 4.2.

and

5 The monomorphic case in dimension d =1

In the case when dimension d equals 1 and R(z, S) is monotonic in x for each S, we have
the expected convergence toward a single Dirac mass under the additional assumption
(which holds for instance when R is monotonic in x)

VS, < S < Sp, there is a unique X (S) € R such that R(X(S5),S) =0. (39)
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Theorem 5.1. Assume —, that u® are uniformly continuous in RY and . Then,
the solution n. to , still after extraction of a subsequence, converges in the weak sense

of measures
ne, (t,x) — n(t,z) = p(t)d(x — z(t)), (40)

and we also obtain the relations

z(t) = X (S(¢)), R(z(t),S(t)) =0  ae.

Moreover, the full sequence n. converges when R has one of the following form, for some
functions b > 0,d > 0, F > 0,

R(z,S) =b(x) —d(z)F(S) with F'(S) < 0, (41)

" R(z,S) =b(x)F(S) —d(x) with F'(S) > 0. (42)

We do not prove this result in detail. It is a consequence of the following observation.
As the measure n defined in satisfies the condition supp n(t,-) C {u(t, )} from the
properties obtained in the previous section (see details in [7,[5]), 7 is monomorphic. Indeed,
from the condition the set {u(t,-)} is reduced to an isolated point for all ¢ > 0. The
uniqueness of the solution when R is written as or is entirely explained in [7].
The idea of the proof is to consider for instance the function

¢
o(t.2) = ult,2) ~b(z) [ F(S(0))do
0
and, by noticing that ¢ satisfies the equation
t
o(t,x) = —d(z) + [V (o(t, x) +b(9«°))/ F(S(0))do|,

0

to derive an estimate on the derivative of the difference between two different solutions ¢

and ¢ with the same initial data. By considering the different quantities at the maximum
points of wu(t,-), it comes that there exists a constant C' > 0 such that

d
%Hﬁtl — ¢2|lc < Cl|p1 — P20,

and the uniqueness follows.

6 The concavity framework in R?

In this section we are going to assume more regularity in order to prove the convergence
of n. to a Dirac mass in the sense of measure. The specific feature of this framework is
that uniform concavity of the growth rate and initial data induce uniform concavity of
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the solutions u. to the Hamilton-Jacobi equations, which implies that u. has only one
maximum point. The main technical difficulty is that uniform bounds are not possible
because of the quadratic growth at infinity. Therefore, following the work [33], we start
with assumptions on R € C?:

leéf[ié)g R(z,Sy) =0= R(0,5,), (43)

— K,|z|* < R(z,S) < Ko — Kalz|?, (44)
0< K, <Rs(z,9) < Kj, (45)

— 2K, < D’R(z,S) < —2K>. (46)

We also need the uniform concavity of the initial data

nd=e<, (47)
~ Ly — LyJaf? <u? < Ty — Tulaf?, (48)
— 2L, < D*uY < —2I,, (49)

and we add some compatibility conditions
AT} <K, < K, < AL (50)

For this section, we will need

D3R(.,S) € L>(RY), (51)
D3u? € L®°(RY) uniformly in ¢, (52)
nd(z) — pY6(z — z°%) weakly in the sense of measures. (53)

We keep the same assumptions on ) and S as in the previous section. Next we are
going to prove the following result:

Theorem 6.1. Under assumptions — and the assumptions on Q, p- and Se have
locally bounded total variations uniformly in €. Therefore there exist functions p and S
such that, after extraction of a subsequence, we have

S.,.(t) — S(t) and pe, (1) — p(t), a.e.

er—0 er—0

Furthermore we have weakly in the sense of measures for a subsequence n.
nelt,r) — p(1)d(x — (1), (54)
and the pair (z(t),S(t)) also satisfies

R(z(t),S(t)) =0, a.e. (55)
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As a first step, we will give estimates on u.. Next, we will adapt the proof of the section
3 to give BV estimates on p. and S; and then pass to the limit as € goes to 0. Finally we
prove the following theorems:

Theorem 6.2. Assuming ([@3)-(53). z(t) is a W1 (R4, RY)-function and its dynamics
is described by the equation

F(t) = (~Dult, 2(1) " V.R@(1), 5(),  #(0) = 7° (56)

with u(t, z) given below in and Z° in (53). Furthermore, S(t) is a W'°°(Ry.)-function.
From this equation, it follows that S(t) is a decreasing function and

S() — S, @(t) — 0. (57)

t—o0 t—o00

6.1 Uniform concavity of u,

Again we use the Hopf-Cole transformation defining u. = ¢lnn. and we obtain the same
equation as in Section 4

Opuc(t, ) = |Vu|? + R(z, S-(t)) + eAu,,

(58)
ue(t = 0,7) = ul(x) := elnn?.
We focus now on the study of the properties of the sequence wu..
We first prove the following lemma
Lemma 6.3. Under assumptions and , we have for t > 0 and for x € R?
— Ly — Ly|z|* — e(2dL))t < uc(t,z) < Lo — Ly |z|* + (Ko + 2deLy)t. (59)

Proof. First we achieve an upper bound for ue. By defining w.(t,) := Lo— L1 |z]? +Co(e)t
with Cy(e) := Ko + 2deL;, we obtain from assumptions ([44]), and that w.(t =
0) > u? and

O — |V|? — R(z, I.) — eAt, > Co(e) — AL} |z|? — Ko + Kalz|? — 2dsL; > 0.

Then by a comparison principle, we conclude that u.(t,z) < Lo — Li|z|*> + (Ko + 2de L)t
for all t > 0 and z € R,

Next for the lower bound, we define u_(t,r) := —Ly — L;|z|* — eC1t with Cy := 2dL,.
Thus we have u (¢t = 0) < u and

ou. — |Vu.|? — R(z, I.) — eAu, < —eCy — 4L3|x|* + Ko|x|* + e2dL; < 0.

Consequently, we obtain that u.(t,z) > —Lg—L;|z|?>—&(2dL,)t for all t > 0 and = € R?,
Hence the estimates on wu,. O
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The next point is to show that the semi-convexity and the concavity of the initial data
is preserved by equation . In other words, we are going to show the following lemma

Lemma 6.4. Under assumptions —, we have for t >0 and x € R?
—2L; < D*uc(t,x) < —2L. (60)
Proof. For a unit vector £, we use the notation u¢ := Veu, and uge := VgguE to obtain

ugr = Re(x, 1) + 2Vu - Vug + eAug,
Uger = R§§($, I) + 2Vu§ . VU& + 2Vu - VU& + 8Au§£.

By using |Vug| > |uge| and the definition w(t, ) := ming uge (¢, ) we arrive at the inequal-
ity

dw > —2K, + 2w? + 2Vu - Vw + eAw.
And finally by a comparison principle and assumptions and , we obtain
w > —2L,. (61)

Hence the uniform semi-convexity of ..

To prove the uniform concavity, we first recall that, at every point (t,z) € Rt x R?, we
can choose an orthonormal basis such that D?u.(t,z) is diagonal. Thus we can estimate
the mixed second derivatives in terms of u¢e and consequently we have

[ Vue| = Jueel. (62)

By defining w(t, ) := max¢ uge(t, x) and using assumptions and (62)), we obtain
the following inequality

0w < —2K 49 + 2w + 2Vu - VI + e AT.
By a comparison principle and assumption we obtain the estimate
w< —2Z1, (63)

which ends the proof of Lemma 6.4. O

6.2 BV estimates on p?, S. and their limits

We use exactly the same proof as in Section 3 to obtain BV estimates on p? and S.. To
obtain these estimates, an important point was the bounds on €P.. We need to confirm
that P is bounded, which was clear in Section 3 thanks to the bounds on the growth
rate. Here the growth rate has a quadratic decrease at infinity, which does not give an
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immediate lower bound on €P. . Furthermore we do not have a lower bound on p. either
because of the same argument and we cannot obtain directly a BV estimate on S as in
Section 3.2. However we derive a lower bound for e P. and we use the uniform concavity
of u. for that purpose.

By definition of P;, it follows from and that

el = [ neR(z, So(t))dz > / e (Lo LileP=eCit) ([, |o[?)dr,
Rd

- K l(—LU—ECIt) d€ e -1
— Kyt = (E) (64)

And we have a bound for (¢P;)_.
We recall inequality that also holds true in this framework

ai(P) +a(P€)—<f( (P-(0) + Bus(0)J-(0)) LSK%JFCE
ar el € Bue = 1PM \Le He € - Biim .

Then, we integrate this inequality over [0,T] for T > 0 and by the same arguments used
in Section 3.1 it follows that p? has local BV bounds and therefore there exists a function
P such that after extraction of a subsequence

pe —p  in L},.(0,00).

The next aim is to show that S. has local BV bounds. We go back to equation and
we recall

d
56%4: = QSJe + QpPE'

Then we have the following inequality

d

55%(_15) < QS(_J8> + LQ‘Pe’ (65)

and

B () < Qs(I) + La((Po)y + (P.)). (66)

By integrating this inequality over [0,T] for T" > 0, using

/ " LolP < Lo ( / et / T(Pe>_) , (67)
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and since p. is bounded above, we deduce from that

/T(JE) <OT+ o (1) (68)
0 e—0

To conclude, we can extract a subsequence from .S. which locally converges in Lllo -(0,00)
to a limit function S.

6.3 The limit of the Hamilton-Jacobi equation

From the estimates obtained above on w. and D?u., we can deduce that Vu. is locally
uniformly bounded and thus from for ¢ < ¢g¢ that dwu. is also locally uniformly
bounded. Therefore there exists a function u such that, after extraction of a subsequence
(see [10L 26] for compactness properties), we have for T > 0

loc

ue(t, x) 2 u(t, x) strongly in L™ (O,T; Wl’oo(]Rd)> :

Ue(t, 1) — u(t, z) weakly-* in L (ojT; W;?(Rd)) A whee (o,T; L;’OOC(Rd)) ,

e—0

and
— Ly — Ly|z|* <u(t,z) < Lo — Ly|z|* + Kot, —2L; < D*u(t,z) < —2L; ae. (69)

u € Whe(RY x RY). (70)

Then, passing to the limit as ¢ — 0 in equation (27)), we deduce that u satisfies in the
viscosity sense the equation

%u = R(m,g(t)) + | Vul?,
(71)
maxpd u(t,z) = 0.

In particular w is strictly concave, therefore it has exactly one maximum. This proves
n stays monomorphic and characterizes the Dirac location by

n]lRadxu(t, x) =0=u(tz(t)). (72)

This completes the proof of Theorem 6.1.
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6.4 The canonical equation

In this section, we establish from the regularity properties proved in the previous sections a
form of the so-called canonical equation in the language of adaptive dynamics (see [15]22]):

(t) = (=D?u(t,z(t))) ™" - Vo R(x(1), 5(t))-

8l

This equation was formally introduced in [24] and holds true in our framework. The point
of this differential equation is to describe the long time behaviour of the concentration
point Z(t).

First step: Bounds on third derivatives of u.. For the unit vectors £ and 7, we use the
notation ug := Veue, ugy 1= Vgnua and ugg, 1= Vggn“e to derive

atu55n = 4Vu577 . VUg + QVun . VU& +2Vu - Vu§§n + Rﬁé’? + €Au5§n.

Let us define

M (1) := max ueey(t, ).
.8

Again, at every (t,2) € R, xR? we can choose an orthogonal basis such that D2(V,uc(t,z))
is diagonal. And since —uggy(t,x) = V_yuee(t, ), we have M;(t) = max, ¢, [ueen(t, ).
Then we obtain the following inequality

d
M < 4d M || D?ue oo + 2d M || D?uc |00 + Reey-

As assumption gives a bound on M;(t = 0), by using the Gronwall lemma we obtain
a L*°-bound on the third derivative uniform in €.

Second step : Maximum point of u. We denote the maximum point of wuc(¢,-) by Z.(t).
Since we have Vu,(t,z-(t)) = 0, we obtain

d s J—
%vus(ta .ZUE(t)) =0.

Then the chain rule gives

8 _ — -
57 Ve (£, 7=(1)) + Due(t, e(t))7e(t) = 0.

and using equation , it follows that, for all ¢ > 0, we have

D2u(t, 7.())7 (1) = —;Vue(t,fa(t)) = V,R(Z.(t), S-(t)) — AV ..

Thanks to the uniform bound on D3u, and the regularity on R, we pass to the limit

i(t) = (—D*u(t,z())) " - VL, R(Z(), 5()  ae.
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As we have R(z(t),S(t)) = 0 and assumption ([44)), Z(¢) is bounded in L*°(R;). Then it
implies from the canonical equation that Z(¢) is bounded in W1 >°(Ry) and S(t) is also
bounded in W (R%) since S + R(-,S) is invertible by the Implicit Function Theorem.
We differentiate and obtain the following differential equation

i(t) VoR+ S(t)VsR = 0.

Third step: Long time behaviour. Using the canonical equation we obtain

SR(0),5() = VR((), (1) 53(0) + 05 Rz(t), 5(0)) 5 5(0)
— VR(z(t), 5(1))(— D) "'V R(2(1), 5(t)) + 85R(3?(t),§(t))%§(t).

Since the left hand side equals 0 from , it follows that

d— -1

Z5(t) = 8SR(j(t)7§(t))VR(:E(t),§(t))(—D2u)_1VR(9E(t),g(t)) <0.

We deduce that S(t) decreases. Consequently S(t) converges and subsequences of Z(t) also
converge since Z(t) is bounded. However the possible limits T, and S have to satisfy
VR(Zoo, S) = 0. Then from , and , we conclude that
S(t) — S, T(t) — Too =0,
t—o0

t—o00

which ends the proof of Theorem 6.2.

7 Numerical results and discussion

We illustrate in this section the evolution of n., p. and S; in time with different values of
5. We choose the following initial data

n® = Chrassexp(—(z — 0.8)%/e), (73)

and growth rate R and @ as follows
R(z,S) = 0.2(—0.6 + 0.35 — (z — 0.5)?%), (74)
Q(p,S) =10 — (1.5 + p)S. (75)

The numerics have been performed in Matlab with parameters as follows. We consider
the solution on interval [0, 1]. We use a uniform grid with 1000 points on the segment and
denote by nf and S* the numerical solutions at grid point x; = iAx and at time t;, = kAt.
We choose as initial value of the nutrient concentration S.(t = 0) = 5. We also choose 3
to be 2.103, the time step At = 107 and C),4ss such as the initial mass of the population
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space 0 o time

Figure 1: Dynamics of p. () and Sz (— — ——) (left) and dynamics of the density
ne for f=2-10% and ¢ = 1073.

Figure 2: Dynamics of p. (
ne for =2-10% and e = 1073

) and S; (— — ——) (left) and dynamics of the density

in the computational domain is equal to 1. The equation is solved by an implicit-explicit
finite-difference method.

The Figure 1 shows the dynamics for ¢ = 1 - 1072 and the Figure 2 for e = 5-107%. In
Figure 3, we show the numerical results corresponding to the same data as in Figure 1,
except that we choose 8 = 2-10%. We can observe oscillations of p. and S. in the first case
(8 = 2-10%), whereas there are very few variations of these quantities when /3 is smaller.

Some open questions arise from the present study. First it seems that the method
developed in this work does not give TV bounds for the full range [0, S| for some small Gy
since the estimations providing the uniform BV estimates on p? in Section 3.2 are local
and then it is not possible to prove uniform convergence of S(¢) as § — 0 on [0, c0) at this
stage. Thus we cannot obtain the asymptotic behaviour of the limit functions as 5 goes
to 0, while the convergence of € to 0 describes the dynamics of the presented system in a
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larger time scale, therefore local estimates are enough.

As mentioned in Section 4, the uniqueness of the solution to the Hamilton-Jacobi equa-
tion has up to now been an open problem, apart from very particular cases (see for
instance [6]). However a recent work of S. Mirrahimi and J. Roquejoffre [40] has shown
uniqueness of the constrained Hamilton-Jacobi equation related to the following selection-
mutation model in the concavity framework

e0ime(t, ) = n(t, ) R(x, I.(t)) + 2 An.(t, z),

I.(t) = y Y(x)n:(t, z)dz,

which could be a first step to prove uniqueness for the presented chemostat model.
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