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#### Abstract

. A concise study of ternary and cubic algebras with $Z_{3}$ grading is presented. We discuss some underlying ideas leading to the conclusion that the discrete symmetry group of permutations of three objects, $S_{3}$, and its abelian subgroup $Z_{3}$ may play an important role in quantum physics. We show then how most of important algebras with $Z_{2}$ grading can be generalized with ternary composition laws combined with a $Z_{3}$ grading.

We investigate in particular a ternary, $Z_{3}$-graded generalization of the Heisenberg algebra. It turns out that introducing a non-trivial cubic root of unity, $j=e^{\frac{2 \pi i}{3}}$, one can define two types of creation operators instead of one, accompanying the usual annihilation operator. The two creation operators are non-hermitian, but they are mutually conjugate. Together, the three operators form a ternary algebra, and some of their cubic combinations generate the usual Heisenberg algebra.

An analogue of Hamiltonian operator is constructed by analogy with the usual harmonic oscillator, and some properties of its eigenfunctions are briefly discussed.


## 1. Introduction

More than fifty years ago Bogdan Mielnik has published several fundamental papers devoted to the analysis of physical and mathematical bases of quantum mechanics. The titles of these articles speak for themselves: the first two were named "Geometry of quantum states" ( [1]) and "Theory of Filters" [2], and the third one was "Generalized Quantum Mechanics" [3].

In these articles, remarkable for the depth and clarity of developed argumentation as well as for their mathematical rigor, Bogdan Mielnik followed Bohr's interpretation of quantum mechanics rather than Einstein's point of view. Both approaches displayed in their famous discussions [4-6]. The essence of Bohr's approach was that neither a quantum object nor the classical object serving as measuring device can be totally separated from each other; any measurement describes the interaction between the quantum object and the observer. Einstein, on the other hand, in his opposition to Bohr, advocated a more classical idea of reality of quantum object independent of observer. In order to refute Bohr's arguments, Einstein (together with his collaborators, Boris Podolsky and Nathan Rosen) proposed an ideal experiment that would lead to a paradox if Bohr's interpretation of quantum mechanics were right. The paradox consisted in the possibility of a measurement performed on an atomic system to determine the issue of another
measurement even in case of a space-like separation excluding any transfer of information. For example, in spite of the apparent randomness of photon emission by a single atom, according to Bohr, if a first photon emitted was found in a state with given polarization, the next photon will be found with a polarization perpendicular to the first one, as if the system "knew" in advance what to do next. Einstein thought that if such were the case, this would reveal the existence of hidden parameters if the following three principles were conserved: 1. Causality, 2. Relativity (no physical influence can travel faster than the speed of light c) 3. Locality (the absence of action at a distance).

In 1964 John Bell [8, 9] formulated a theorem which gives a possibility to check the simultaneous validity of Einstein's point of view. The Bell inequalities introduced in these papers provide a criterion discriminating between quantum theory with hidden parameters, advocated by Einstein, and the probabilistic interpretation defended by Bohr. It took some time (more than twenty years) before a series of experiments carried out by A. Aspect and collaborators [10] has proven the existence of the entangled states of photons, thus confirming the non-local character of quantum physics, at least in some of its manifestations.

All that occurred long time after Bogdan Mielnik's first published papers; nevertheless he paid a great attention to mathematical and physical postulates of quantum theory and analyzed with an extremely acute vision the intricate framework of this fundamental branch of knowledge. Although he was active in other domains of physics, including General Relativity, his main and most original contributions concerned quantum theory and its possible extentions, including quaternionic and non-associative structures.

The models we shall display here represent a similar exploration effort, partly inspired by Bogdan Mielnik's work [3], with a novel algebraic approach based on ternary and $Z_{3}-$ graded algebras. Before we proceed farther, let us expose the motivation for studying ternary and $Z_{3}$-graded generalizations of Heisenberg's algebra.

Quantum Mechanics provided an unexpected backing to ancient idea expressed by Plato in the seventh book of "Republic" known under the name of "Allegory of the Cave" [11-13]. Under closer scrutiny, it appears that continuous physical quantities of classical physics, described exclusively by real numbers, are the result of the averaging of measurements of quantum nature, described by complex probability amplitudes. Which leads to the conclusion that the underlying reality is of quantum and discrete nature, while the classical picture is due to the characteristic properties of our perception.

As a paradoxical conclusion, one is tempted to say that the so-called complex numbers deserve to be called "real", because they reflect the deepest properties of quantum physics, while the real numbers with which we describe our perceptible world appear to be the result of averaging over great number of microscopic events, and therefore deserve better the adjective "synthetic" or "imaginary".

Thus, the underlying physical realm is described in terms of states which are vectors, or rather rays, in a Hilbert space over complex numbers. One of the most striking properties of this space of states is the presence of universal discrete symmetry due to the representations of the simplest permutation group $Z_{2}$. All elementary particles we know belong to two distinct classes: fermions or bosons. The first ones ensure the stability of matter due to the Pauli exclusion principle [14], according to which two electrons cannot be in the same state characterized by identical quantum numbers. This principle not only explains the structure of atoms and therefore the entire content of the periodic table of elements, but it also guarantees their stability by preventing collapse, as suggested by Ehrenfest [15], and proved later by Dyson [16]. The relationship between the exclusion principle and particle's spin, known under the name of the "spin-and-statistic theorem", represents one of the deepest results in quantum field theory.

In purely algebraic terms Pauli's exclusion principle amounts to the anti-symmetry of wave functions describing two coexisting particle states. The easiest way to see how the principle
works is to apply Dirac's formalism in which wave functions of particles in given state are obtained as products between the "bra" and "ket" vectors.

The wave function of a two-particle state of which one is in the state | $1>$ and another in the state $\mid 2>$ (all other observables supposed to be the same for both states) is represented by a superposition

$$
\begin{equation*}
\mid \psi>=\Phi(1,2)(|1>\otimes| 2>) \tag{1}
\end{equation*}
$$

It is clear that if the wave function $\Phi(1,2)$ is anti-symmetric, i.e. if it satisfies $\Phi(1,2)=-\Phi(2,1)$, then $\Phi(1,1)=0$ and such states have vanishing both their wave function and probability. It is easy to prove using the superposition principle, that this condition is not only sufficient, but also necessary.

After second quantization, when the states are obtained with creation and annihilation operators acting on the vacuum, the anti-symmetry is encoded in the anti-commutation relations

$$
\begin{equation*}
a^{\dagger}(1) a^{\dagger}(2)+a^{\dagger}(2) a^{\dagger}(1)=0, \quad a(1) a(2)+a(2) a(1)=0 \tag{2}
\end{equation*}
$$

The bottom line is that the Hilbert space of fermionic states is always divided in two sectors corresponding to the anti-commutation of creation of dichotomic spin state, admitting only two values which are labeled $+\frac{1}{2}$ and $-\frac{1}{2}$. The anti-commuting character of their operator algebra of observables is represented by the antisymmetric tensor $\epsilon_{\alpha \beta}=-\epsilon_{\beta \alpha}, \quad \alpha, \beta=1,2$. The exclusion principle being universal, it is natural to require that it should be independent of the choice of a basis in the Hilbert space of states. Therefore, if the states undergo a linear transformation

$$
\begin{equation*}
\left|\psi^{\alpha}>\rightarrow\right| \psi_{\beta^{\prime}}>=S_{\beta^{\prime}}^{\alpha} \mid \psi_{\alpha}> \tag{3}
\end{equation*}
$$

the anti-symmetric form encoding the exclusion principle should remain the same as before:

$$
\begin{equation*}
\epsilon_{\alpha^{\prime} \beta^{\prime}}=S_{\alpha^{\prime}}^{\alpha} S_{\beta^{\prime}}^{\beta} \epsilon_{\alpha \beta}, \quad \text { with } \quad \epsilon_{1^{\prime} 2^{\prime}}=-\epsilon_{2^{\prime} 1^{\prime}}=1, \quad \epsilon_{1^{\prime} 1^{\prime}}=0, \quad \epsilon_{2^{\prime} 2^{\prime}}=0 \tag{4}
\end{equation*}
$$

This invariance condition, akin to the invariance of the metric tensor $\eta_{\mu \nu}$ of the Minkowskian spacetime, defines the invariance group. It is easy to see that in this case the effect of (4) leads to the definition of the $S L(2, \mathbf{C})$ group. It is enough to check one of the four equations (4), e.g. choosing $\alpha^{\prime}=1, \beta^{\prime}=2$. We get then

$$
\begin{equation*}
\epsilon_{1^{\prime} 2^{\prime}}=1=S_{1^{\prime}}^{\alpha} S_{2^{\prime}}^{\beta} \epsilon_{\alpha \beta}=S_{1^{\prime}}^{1} S_{2^{\prime}}^{2}-S_{1^{\prime}}^{2} S_{2^{\prime}}^{1}=\operatorname{det} S=1 \tag{5}
\end{equation*}
$$

The other three choices of index values in (4) are either redundant, or trivial, i.e. leading to the identity $0=0$. The conjugate matrices span an inequivalent representation of the $S L(2, \mathbf{C})$ group, labeled by dotted indeces; the antisymmetric 2 -form $\epsilon_{\dot{\alpha} \dot{\beta}}$ leads to the same result when its invariance is required: $\epsilon_{\dot{1} \dot{2}}=-\epsilon_{\dot{2} \dot{1}}=1, \quad \epsilon_{i \mathrm{i}}=0, \quad \epsilon_{\dot{2} \dot{2}}=0 ; \quad \epsilon_{1^{\prime} \dot{2}^{\prime}}=\bar{S}_{\dot{\alpha}^{\prime}}^{\dot{\alpha}} \bar{S}_{\dot{2}^{\prime}}^{\dot{\beta}} \epsilon_{\dot{\alpha} \dot{\beta}}$ Spinors transforming with the $S L(2, \mathbf{C})$ group do not represent observable physical quantities; measurable quantities are formed by their quadratic and hermitian combinations, like e.g. a four-vector $\psi^{\dagger} \gamma^{\mu} \psi$, transforming under the vector representation of the Lorentz group. This can suggest that the very origin of the Lorentz transformations resides in the discrete properties of elementary particles, and not vice versa; more precisely, $S L(2, \mathbf{C})$ appears as the invariance group of the non-trivial action of the $Z_{2}$-group.

The mysterious properties of quarks, observable only by packs of three, or by quark-antiquark pairs, call for a non-trivial application of the $Z_{3}$-group, or even the entire $S_{3}$ group. Mathematical constructions acknowledging these properties via introduction of $Z_{3}$-graded algebras have been proposed in $[19-21]$ and developed further in $[23,24]$. A third-order generalization of Dirac equation was proposed, with waves that could propagate only as tensor products of three elementary solutions with complex wave vectors each.

In what follows, we shall present a $Z_{3}$-graded analogue of Heisenberg's algebra and corresponding generalization of quantum oscillator.

## 2. Cubic and ternary $Z_{3}$ graded algebras

Our goal being a ternary generalization of Heisenberg's algebra, let us start with recalling basic facts about ternary algebras $[17,18]$ The usual definition of an algebra involves a linear space $\mathcal{A}$ (over real or complex numbers) endowed with a binary constitutive relations

$$
\begin{equation*}
\mathcal{A} \times \mathcal{A} \rightarrow \mathcal{A} \tag{6}
\end{equation*}
$$

In a finite dimensional case, $\operatorname{dim} \mathcal{A}=\mathrm{N}$, in a chosen basis $\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{N}$, the constitutive relations (6) can be encoded in structure constants $f_{i j}^{k}$ as follows:

$$
\begin{equation*}
\mathbf{e}_{i} \mathbf{e}_{j}=f_{i j}^{k} \mathbf{e}_{k} \tag{7}
\end{equation*}
$$

With the help of these structure constants all essential properties of a given algebra can be expressed, e.g. they will define a Lie algebra if they are antisymmetric and satisfy the Jacobi identity:

$$
\begin{equation*}
f_{i j}^{k}=-f_{j i}^{k}, \quad f_{i m}^{k} f_{j l}^{m}+f_{j m}^{k} f_{l i}^{m}+f_{l m}^{k} f_{i j}^{m}=0 \tag{8}
\end{equation*}
$$

whereas an abelian algebra will have its structure constants symmetric, $f_{i j}^{k}=f_{j i}^{k}$.
Usually, when we speak of algebras, we mean binary algebras, understanding that they are defined via quadratic constitutive relations (7). On such algebras the notion of $Z_{2}-$ grading can be naturally introduced. An algebra $\mathcal{A}$ is called a $Z_{2}$ - graded algebra if it is a direct sum of two parts, with symmetric (abelian) and anti-symmetric product respectively,

$$
\begin{equation*}
\mathcal{A}=\mathcal{A}_{0} \oplus \mathcal{A}_{1} \tag{9}
\end{equation*}
$$

with grade of an element being 0 if it belongs to $\mathcal{A}_{0}$, and 1 if it belongs to $\mathcal{A}_{1}$. Under the multiplication in a $Z_{2}$-graded algebra the grades add up reproducing the composition law of the $Z_{2}$ permutation group: if the grade of an element $A$ is $a$, and that of the element $B$ is $b$, then the grade of their product will be $a+b$ modulo 2 :

$$
\begin{equation*}
\operatorname{grade}(A B)=\operatorname{grade}(A)+\operatorname{grade}(B), \quad \text { so that } A B=(-1)^{a b} B A \tag{10}
\end{equation*}
$$

It is worthwhile to notice at this point that the above relationship can be written in an alternative form, with all the expressions on the left hand side as follows:

$$
\begin{equation*}
A B-(-1)^{\alpha \beta} B A=0, \quad \text { or } \quad A B+(-1)^{(\alpha \beta+1)} B A=0 \tag{11}
\end{equation*}
$$

The equivalence between these two alternative definitions of commutation (anticommutation) relations inside a $Z_{2}$-graded algebra is no more possible if by analogy we want to impose cubic relations on algebras with $Z_{3}$-symmetry properties, in which the non-trivial cubic root of unity, $j=e^{\frac{2 \pi i}{3}}$ plays the role similar to that of -1 in the binary relations displaying a $Z_{2}$-symmetry.

The $Z_{3}$ cyclic group is an abelian subgroup of the $S_{3}$ symmetry group of permutations of three objects. The $S_{3}$ groups contains six elements, including the group unity $e$ (the identity permutation, leaving all objects in place: $(a b c) \rightarrow(a b c))$, the two cyclic permutations

$$
(a b c) \rightarrow(b c a) \quad \text { and } \quad(a b c) \rightarrow(c a b),
$$

and three odd permutations,

$$
(a b c) \rightarrow(c b a), \quad(a b c) \rightarrow(b a c) \quad \text { and } \quad(a b c) \rightarrow(a c b) .
$$

There was a unique definition of commutative binary algebras given in two equivalent forms,

$$
\begin{equation*}
x y+(-1) y x=0 \quad \text { or } \quad x y=y x . \tag{12}
\end{equation*}
$$

In the case of cubic algebras [18] we have the following four generalizations of the notion of commutative algebras:
a) Generalizing the first form of the commutativity relation (12), which amounts to replacing the -1 generator of $Z_{2}$ by $j$-generator of $Z_{3}$ and binary products by products of three elements, we get

$$
\begin{equation*}
S: \quad x^{\mu} x^{\nu} x^{\lambda}+j x^{\nu} x^{\lambda} x^{\mu}+j^{2} x^{\lambda} x^{\mu} x^{\nu}=0 \tag{13}
\end{equation*}
$$

where $j=e^{\frac{2 \pi i}{3}}$ is a primitive third root of unity.
b) Another primitive third root, $j^{2}=e^{\frac{4 \pi i}{3}}$ can be used in place of the former one; this will define the conjugate algebra $\bar{S}$, satisfying the following cubic constitutive relations:

$$
\begin{equation*}
\bar{S}: \quad x^{\mu} x^{\nu} x^{\lambda}+j^{2} x^{\nu} x^{\lambda} x^{\mu}+j x^{\lambda} x^{\mu} x^{\nu}=0 \tag{14}
\end{equation*}
$$

Clearly enough, both algebras are infinitely-dimensional and have the same structure. Each of them is a possible generalization of infinitely-dimensional algebra of usual commuting variables with a finite number of generators. In the usual $Z_{2}$-graded case such algebras are just polynomials in variables $x^{1}, x^{2}, \ldots x^{N}$; the algebras $S$ and $\bar{S}$ defined above are also spanned by polynomials, but with different symmetry properties, and as a consequence, with different dimensions corresponding to a given power.
c) Then we can impose the following "weak" commutation, valid only for cyclic permutations of factors:

$$
\begin{equation*}
S_{1}: \quad x^{\mu} x^{\nu} x^{\lambda}=x^{\nu} x^{\lambda} x^{\mu} \neq x^{\nu} x^{\mu} x^{\lambda} \tag{15}
\end{equation*}
$$

d) Finally, we can impose the following "strong" commutation, valid for arbitrary (even or odd) permutations of three factors:

$$
\begin{equation*}
S_{0}: \quad x^{\mu} x^{\nu} x^{\lambda}=x^{\nu} x^{\lambda} x^{\mu}=x^{\nu} x^{\mu} x^{\lambda} \tag{16}
\end{equation*}
$$

The four different associative algebras with cubic commutation relations can be represented in the following diagram, in which all arrows correspond to surjective homomorphisms. The commuting generators can be given the common grade 0 .


Let us turn now to the $Z_{3}$ generalization of anti-commuting generators, which in the usual homogeneous case with $Z_{2}$-grading define Grassmann algebras. Here, too, we have four different choices:
a) The "strong" cubic anti-commutation,

$$
\begin{equation*}
\Lambda_{0}: \quad \Sigma_{\pi \in S_{3}} \theta^{\pi(A)} \theta^{\pi(B)} \theta^{\pi(C)}=0 \tag{17}
\end{equation*}
$$

i.e., the sum of all permutations of three factors, even and odd ones, must vanish.
b) The somewhat weaker "cyclic" anti-commutation relation,

$$
\begin{equation*}
\Lambda_{1}: \quad \theta^{A} \theta^{B} \theta^{C}+\theta^{B} \theta^{C} \theta^{A}+\theta^{C} \theta^{A} \theta^{B}=0 \tag{18}
\end{equation*}
$$

i.e., the sum of cyclic permutations of three elements must vanish. The same independent relation for the odd combination $\theta^{C} \theta^{B} \theta^{A}$ holds separately.
c) The $j$-skew-symmetric algebra:

$$
\begin{equation*}
\Lambda: \theta^{A} \theta^{B} \theta^{C}=j \theta^{B} \theta^{C} \theta^{A} . \tag{19}
\end{equation*}
$$

and its conjugate algebra $\bar{\Lambda}$, isomorphic with $\Lambda$, which we distinguish by putting a bar on the generators and using dotted indices:
d) The $j^{2}$-skew-symmetric algebra:

$$
\begin{equation*}
\bar{\Lambda}: \quad \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}=j^{2} \bar{\theta}^{\dot{B}} \dot{\theta}^{\dot{C}} \bar{\theta}^{\dot{A}} \tag{20}
\end{equation*}
$$

Both these algebras are finite dimensional. For $j$ or $j^{2}$-skew-symmetric algebras with $N$ generators the dimensions of their subspaces of given polynomial order are given by the following generating function:

$$
\begin{equation*}
H(t)=1+N t+N^{2} t^{2}+\frac{N(N-1)(N+1)}{3}, \tag{21}
\end{equation*}
$$

where we include pure numbers (dimension 1 ), the $N$ generators $\theta^{A}$ (or $\bar{\theta}^{\dot{B}}$ ), the $N^{2}$ independent quadratic combinations $\theta^{A} \theta^{B}$ and $N(N-1)(N+1) / 3$ products of three generators $\theta^{A} \theta^{B} \theta^{C}$.

The above four cubic generalization of Grassmann algebra are represented in the following diagram, in which all the arrows are surjective homomorphisms.


## 3. Examples of $Z_{3}$-graded ternary algebras

3.1. The $Z_{3}$-graded analogue of Grassman algebra

Let us introduce $N$ generators spanning a linear space over complex numbers, satisfying the following cubic relations [19, 20]:

$$
\begin{equation*}
\theta^{A} \theta^{B} \theta^{C}=j \theta^{B} \theta^{C} \theta^{A}=j^{2} \theta^{C} \theta^{A} \theta^{B}, \tag{22}
\end{equation*}
$$

with $j=e^{2 i \pi / 3}$, the primitive root of 1 . We have $1+j+j^{2}=0 \quad$ and $\bar{j}=j^{2}$.
Let us denote the algebra spanned by the $\theta^{A}$ generators by $\mathcal{A}[19,20]$.
We shall also introduce a similar set of conjugate generators, $\bar{\theta}^{\dot{A}}, \dot{A}, \dot{B}, \ldots=1,2, \ldots, N$, satisfying similar condition with $j^{2}$ replacing $j$ :

$$
\begin{equation*}
\bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}=j^{2} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{A}}=j \dot{\theta}^{\dot{C}} \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}}, \tag{23}
\end{equation*}
$$

Let us denote this algebra by $\overline{\mathcal{A}}$.
We shall endow the algebra $\mathcal{A} \oplus \overline{\mathcal{A}}$ it with a natural $Z_{3}$ grading, considering the generators $\theta^{A}$ as grade 1 elements, their conjugates $\bar{\theta}^{\dot{A}}$ being of grade 2 .

The grades add up modulo 3 , so that the products $\theta^{A} \theta^{B}$ span a linear subspace of grade 2 , and the cubic products $\theta^{A} \theta^{B} \theta^{C}$ being of grade 0 . Similarly, all quadratic expressions in conjugate generators, $\bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}}$ are of grade $2+2=4_{\bmod 3}=1$, whereas their cubic products are again of grade 0 , like the cubic products od $\theta^{A}$ 's. [23]

Combined with the associativity, these cubic relations impose finite dimension on the algebra generated by the $Z_{3}$ graded generators. As a matter of fact, cubic expressions are the highest order that does not vanish identically. The proof is immediate:

$$
\begin{equation*}
\theta^{A} \theta^{B} \theta^{C} \theta^{D}=j \theta^{B} \theta^{C} \theta^{A} \theta^{D}=j^{2} \theta^{B} \theta^{A} \theta^{D} \theta^{C}=j^{3} \theta^{A} \theta^{D} \theta^{B} \theta^{C}=j^{4} \theta^{A} \theta^{B} \theta^{C} \theta^{D}, \tag{24}
\end{equation*}
$$

and because $j^{4}=j \neq 1$, the only solution is $\theta^{A} \theta^{B} \theta^{C} \theta^{D}=0$.

### 3.2. The $Z_{3}$ graded differential forms

Instead of the usual exterior differential operator satisfying $d^{2}=0$, we can postulate its $Z_{3}{ }^{-}$ graded generalization satisfying

$$
d^{2} \neq 0, \quad d^{3} f=0
$$

The first differential of a smooth function $f\left(x^{i}\right)$ is as usual

$$
d f=\partial_{i} f d x^{i}
$$

whereas the second differential is formally

$$
d^{2} f=\left(\partial_{k} \partial_{i} f\right) d x^{k} d x^{i}+\left(\partial_{i} f\right) d^{2} x^{i}
$$

We shall attribute the grade 1 to the 1 -forms $d x^{i},(i, j, k=1,2, \ldots N)$, and grade 2 to the forms $d^{2} x^{i},(i, j, k=1,2, \ldots N)$; under associative multiplication of these forms the grades add up modulo 3

$$
\operatorname{grade}(\omega \theta)=\operatorname{grade}(\omega)+\operatorname{grade}(\theta)(\text { modulo } 3) .
$$

The $Z_{3}$-graded differential operator $d$ has the following property, compatible with grading we have chosen:

$$
\begin{gathered}
d(\omega \theta)=(d \omega) \theta+j^{\operatorname{grade}_{\omega}} \omega d \theta . \\
d^{2} f=\left(\partial_{i} \partial_{k} f\right) d x^{i} d x^{k}+\left(\partial_{i} f\right) d^{2} x^{i}, \\
d^{3} f=\left(\partial_{m} \partial_{i} \partial_{k} f\right) d x^{m} d x^{i} d x^{k}+\left(\partial_{i} \partial_{k} f\right) d^{2} x^{i} d x^{k} \\
+j\left(\partial_{i} \partial_{k} f\right) d x^{i} d^{2} x^{k}+\left(\partial_{k} \partial_{i} f\right) d x^{k} d^{2} x^{i}+\left(\partial_{i} f\right) d^{3} x^{i} .
\end{gathered}
$$

equivalent with

$$
d^{3} f=\left(\partial_{m} \partial_{i} \partial_{k} f\right) d x^{m} d x^{i} d x^{k}+\left(\partial_{i} \partial_{k} f\right)\left[d^{2} x^{k} d x^{i}-j^{2} d x^{i} d^{2} x^{k}\right]+\left(\partial_{i} f\right) d^{3} x^{i}
$$

Consequently, assuming that $d^{3} x^{k}=0$ and $d^{3} f=0$, to make the remaining terms vanish we must impose the following commutation relations on the products of forms:

$$
d x^{i} d x^{k} d x^{m}=j d x^{k} d x^{m} d x^{i}, \quad d x^{i} d^{2} x^{k}=j d^{2} x^{k} d x^{i}
$$

therefore

$$
d^{2} x^{k} d x^{i}=j^{2} d x^{i} d^{2} x^{k}
$$

As in the case of the abstract $Z_{3}$-graded Grassmann algebra, the fourth order expressions must vanish due to the associativity of the product:

$$
d x^{i} d x^{k} d x^{l} d x^{m}=0
$$

Consequently, we shall assume that also

$$
d^{2} x^{i} d^{2} x^{k}=0
$$

This completes the construction of algebra of $Z_{3}$-graded exterior forms.

### 3.3. Ternary Clifford algebra

Let us introduce the following three $3 \times 3$ matrices:

$$
Q_{1}=\left(\begin{array}{ccc}
0 & 1 & 0  \tag{25}\\
0 & 0 & j \\
j^{2} & 0 & 0
\end{array}\right), \quad Q_{2}=\left(\begin{array}{ccc}
0 & j & 0 \\
0 & 0 & 1 \\
j^{2} & 0 & 0
\end{array}\right), \quad Q_{3}=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right),
$$

and their hermitian conjugates

$$
Q_{1}^{\dagger}=\left(\begin{array}{ccc}
0 & 0 & j  \tag{26}\\
1 & 0 & 0 \\
0 & j^{2} & 0
\end{array}\right), \quad Q_{2}^{\dagger}=\left(\begin{array}{ccc}
0 & 0 & j \\
j^{2} & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \quad Q_{3}^{\dagger}=\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right) .
$$

These matrices can be allowed natural $Z_{3}$ grading,

$$
\begin{equation*}
\operatorname{grade}\left(Q_{k}\right)=1, \quad \operatorname{grade}\left(Q_{k}^{\dagger}\right)=2, \tag{27}
\end{equation*}
$$

The above matrices span a very interesting ternary algebra. Out of three independent $Z_{3}$-graded ternary combinations, only one leads to a non-vanishing result. One can check without much effort that both $j$ and $j^{2}$ skew ternary commutators do vanish:

$$
\begin{aligned}
& \left\{Q_{1}, Q_{2}, Q_{3}\right\}_{j}=Q_{1} Q_{2} Q_{3}+j Q_{2} Q_{3} Q_{1}+j^{2} Q_{3} Q_{1} Q_{2}=0, \\
& \left\{Q_{1}, Q_{2}, Q_{3}\right\}_{j^{2}}=Q_{1} Q_{2} Q_{3}+j^{2} Q_{2} Q_{3} Q_{1}+j Q_{3} Q_{1} Q_{2}=0,
\end{aligned}
$$

and similarly for the odd permutation, $Q_{2} Q_{1} Q_{3}$. On the contrary, the totally symmetric combination does not vanish; it is proportional to the $3 \times 3$ identity matrix $\mathbf{1}$ :

$$
\begin{equation*}
Q_{a} Q_{b} Q_{c}+Q_{b} Q_{c} Q_{a}+Q_{c} Q_{a} Q_{b}=\eta_{a b c} \mathbf{1}, \quad a, b, \ldots=1,2,3 . \tag{28}
\end{equation*}
$$

with $\eta_{a b c}$ given by the following non-zero components:

$$
\begin{equation*}
\eta_{111}=\eta_{222}=\eta_{333}=1, \quad \eta_{123}=\eta_{231}=\eta_{312}=1, \quad \eta_{213}=\eta_{321}=\eta_{132}=j^{2}, \tag{29}
\end{equation*}
$$

all other components vanishing. The relation (28) may serve as the definition of ternary Clifford algebra.

Another set of three matrices is formed by the hermitian conjugates of $Q_{a}$, which we shall endow with dotted indices $\dot{a}, \dot{b}, \ldots=1,2,3: Q_{\dot{a}}=Q_{a}^{\dagger}$ satisfying conjugate identities

$$
\begin{equation*}
Q_{\dot{a}} Q_{\dot{b}} Q_{\dot{c}}+Q_{\dot{b}} Q_{\dot{c}} Q_{\dot{a}}+Q_{\dot{c}} Q_{\dot{a}} Q_{\dot{b}}=\eta_{\dot{b} \dot{b}} \mathbf{1}, \quad \dot{a}, \dot{b}, \ldots=1,2,3 . \tag{30}
\end{equation*}
$$

with $\eta_{\dot{a} \dot{b} \dot{c}}=\bar{\eta}_{a b c}$.
It is obvious that any similarity transformation of the generators $Q_{a}$ will keep the ternary anti-commutator (29) invariant. As a matter of fact, if we define $\tilde{Q}_{b}=P^{-1} Q_{b} P$, with $P$ a non-singular $3 \times 3$ matrix, the new set of generators will satisfy the same ternary relations, because

$$
\tilde{Q}_{a} \tilde{Q}_{b} \tilde{Q}_{c}=P^{-1} Q_{a} P P^{-1} Q_{b} P P^{-1} Q_{c} P=P^{-1}\left(Q_{a} Q_{b} Q_{c}\right) P,
$$

and on the right-hand side we have the unit matrix which commutes with all other matrices, so that $P^{-1} 1 P=1$.

### 3.4. Ternary $Z_{3}$-graded commutator

In any associative algebra $\mathcal{A}$ one can introduce a new binary operation, the commutator, using the generator of the $Z_{2}$ group in form of multiplication by -1 :

$$
\begin{equation*}
X, Y \in A \rightarrow[X, Y]=X Y+(-1) Y X=X Y-Y X \tag{31}
\end{equation*}
$$

In the case of the $Z_{2}$ group the generator of its representation on complex numbers was equal to -1 ; note that $-1+(-1)^{2}=0$ In the case of the $Z_{3}$ group, the generator of its complex representation can be chosen to be $j=e^{\frac{2 \pi i}{3}}$, with $j+j^{2}+j^{3}=0$

Consider the following cubic combination defined on an associative algebra $\mathcal{A}$ :

$$
X, Y, Z \in \mathcal{A}, \quad\{X, Y, Z\}:=X Y Z+j Y Z X+j^{2} Z X Y
$$

One obviously has:

$$
\{X, Y, Z\}=j\{Y, Z, X\}=j^{2}\{Z, X, Y\}, \quad \text { and consequently } \quad\{X, X, X\}=0
$$

In the case when $\mathcal{A}$ is a unital algebra, i.e. it contains a unit element $\mathbf{1}$ such that $1 X=X 1=X$ for any $X \in \mathcal{A}$, a unique Lie algebra is naturally generated by the cubic commutator:

$$
\begin{aligned}
\{X, 1, Y\}=X \cdot 1 \cdot Y & +j 1 \cdot Y \cdot X+j^{2} Y \cdot X \cdot 1 \\
& =X Y+j Y X+j^{2} Y X=X Y+\left(j+j^{2}\right) Y X=X Y-Y X=[X, Y]
\end{aligned}
$$

The following simple example of a $Z_{3}$ cubic algebra can be constructed with $2 \times 2$ complex matrices. Consider the Lie algebra spanned by three Pauli's matrices:

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

satisfying the well known commutation relations:

$$
\left[\sigma_{i}, \sigma_{j}\right]=C_{i j}^{k} \sigma_{k}, \quad i, j, k=1,2,3, \quad C_{i j}^{k}=2 i \epsilon_{k i j}
$$

The enveloping algebra $\mathcal{A}_{\sigma}$ contains the unit matrix 1:

$$
\sigma_{i} \sigma_{j}=i \epsilon_{i j k}+\delta_{i j} \mathbf{1}
$$

Let us define the cubic $j$-commutator on the algebra $\mathcal{A}_{\sigma}$ :

$$
\left\{\sigma_{i}, \sigma_{j}, \sigma_{k}\right\}=\sigma_{i} \sigma_{j} \sigma_{k}+j \sigma_{j} \sigma_{k} \sigma_{i}+j^{2} \sigma_{k} \sigma_{i} \sigma_{j}, \quad j=e^{\frac{2 \pi i}{3}}
$$

This cubic algebra contains three cubic subalgebras generated by two $\sigma$-matrices out of three: for example

$$
\left\{\sigma_{1}, \sigma_{2}, \sigma_{1}\right\}=-2 \sigma_{2}, \quad\left\{\sigma_{2}, \sigma_{1} \sigma_{2}\right\}=-2 \sigma_{1}
$$

and similarly for the couples $\sigma_{2}, \sigma_{3}$ and $\sigma_{3}, \sigma_{1}$. We have also $\left\{\sigma_{1}, \sigma_{2}, \sigma_{3}\right\}=0$.

## 4. Ternary Heisenberg algebra

### 4.1. The $Z_{2}$ Heisenberg algebra

Let us first remind the original construction of the Heisenberg algebra used in the analysis of quantum harmonic oscillator. The Hamiltonian of classical harmonic oscillator, expressed in reduced dimensionless variables reads:

$$
H=\frac{p^{2}}{2}+\frac{x^{2}}{2}
$$

after first quantization which attributes to canonical variables $(p, x)$ corresponding quantum operators acting on the Hilbert space $L^{2}(R)$ of square-integrable functions

$$
p \rightarrow \hat{p}=-i \hbar \frac{d}{d x}, \quad x \rightarrow \hat{x}
$$

The quantum version of the Hamiltonian is the hermitian operator $(\hbar=1)$

$$
\hat{H}=\frac{1}{2}\left[-\frac{d^{2}}{d x^{2}}+x^{2}\right]
$$

The classical Heisenberg algebra [25] is generated by the following two operators:

$$
a=\frac{1}{\sqrt{2}}(\bar{x}+i \bar{p}), \quad a^{\dagger}=\frac{1}{\sqrt{2}}(\bar{x}-i \bar{p}),
$$

(in terms of dimensionless operators $\bar{x}$ and $\bar{p}$ defined as follows:

$$
\bar{x}=\frac{x}{\lambda}, \quad \bar{p}=\frac{\lambda p}{\hbar} .
$$

with $\lambda$ some unit of length) satisfying the well known commutation relations

$$
[\bar{x}, \bar{p}]=i . \quad\left[a, a^{\dagger}\right]=1
$$

From now on we follow original Schrödinger's presentation [25], without the factors $1 / \sqrt{2}$ in $a$ and $a^{\dagger}$, and with Hamiltonian without the factor $1 / 2$. Now the quantum version of he Hamiltonian becomes a hermitian operator, which can be expressed by means of the operators $a$ and $a^{\dagger}$ :

$$
\hat{H}=-\frac{d^{2}}{d x^{2}}+x^{2}=a a^{\dagger}+a^{\dagger} a
$$

The eigenfunctions of this operator, corresponding to fixed values of energy $E$, are obtained by defining first the lowest energy state corresponding to the zero-eigenvalue state of the operator $a, a \mid 0>=0$. In coordinate representation the zero state is represented by a Gaussian function:

$$
\begin{equation*}
a \left\lvert\, 0>=0 \rightarrow\left[\frac{d}{d x}+x\right] \Phi_{0}(x)=0 \quad \rightarrow \Phi_{0}(x)=e^{-\frac{x^{2}}{2}}\right. \tag{32}
\end{equation*}
$$

Positive eigenvalue functions of the Hamiltonian $\hat{H}$ are then obtained by acting on $f(x)$ with consecutive powers of $a^{\dagger}$ [25]. These eigenfunctions span the well-known discrete energy spectrum (for bound states with negative total energy). The hermitian operators $\hat{p}$ and $\hat{x}$ could be replaced in this construction by non-hermitian combinations $a=i p+x, \quad a^{\dagger}=-i p+x$ because their quadratic combination $H=a^{\dagger} a+a a^{\dagger}$ is hermitian and positive definite. Due to the commutation relations between $a^{\dagger}$ and $a$, it can be easily checked that the new function obtained by the action of $a^{\dagger}$ on the vacuum, which is

$$
\begin{equation*}
a^{\dagger}|0>=| 1>\rightarrow\left[-\frac{d}{d x}+x\right] e^{-\frac{x^{2}}{2}}=2 x e^{-\frac{x^{2}}{2}}=\Phi_{1}, \tag{33}
\end{equation*}
$$

is an eigenfunction of the operator $H$ :

$$
\begin{equation*}
H\left|\Phi_{1}>=3\right| \Phi_{1}>\quad \text { because }\left[-\frac{d^{2}}{x^{2}}+x^{2}\right] 2 x e^{-\frac{x^{2}}{2}}=6 x e^{-\frac{x^{2}}{2}} . \tag{34}
\end{equation*}
$$

### 4.2. The $Z_{3}$ ternary Heisenberg algebra

In the $Z_{2}$-graded case the two independent combinations of the operators $\frac{d}{d x}$ and $x$ are given by the following non-singular matrix:

$$
\left(\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right)
$$

By analogy, in the $Z_{3}$-graded case, the following transformation matrix should be used, producing three independent combinations of the operators $\frac{d}{d x}, x$ and $\mathbf{1}$ :

$$
\left(\begin{array}{lll}
1 & 1 & 1 \\
j & j^{2} & 1 \\
j^{2} & j & 1
\end{array}\right)
$$

A natural ternary generalization of Heisenberg's algebra should be spanned by three generators [26] instead of two. By analogy with the $Z_{2}$ case, the $Z_{3}$-generalization will be generated by the following three operators:

$$
c_{1}=\lambda \frac{d}{d x}+j x+j^{2} 1, \quad c_{2}=\lambda \frac{d}{d x}+j^{2} x+j 1, \quad c_{3}=\lambda \frac{d}{d x}+x+1
$$

which span the following binary Lie algebra:

$$
\left[c_{1}, c_{2}\right]=\lambda\left(j^{2}-j\right) 1, \quad\left[c_{2}, c_{3}\right]=\lambda\left(1-j^{2}\right) 1, \quad\left[c_{3}, c_{1}\right]=\lambda(j-1) 1
$$

The following linear relations hold:

$$
\frac{1}{3}\left(c_{1}+c_{2}+c_{3}\right)=\lambda \frac{d}{d x}, \quad \frac{1}{3}\left(j c_{1}+j^{2} c_{2}+c_{3}\right)=\mathbf{1}, \quad \frac{1}{3}\left(j^{2} c_{1}+j c_{2}+c_{3}\right)=x
$$

Here are the independent 3 -commutators between the generators of our algebra:

$$
\begin{array}{cl}
\left\{c_{1}, c_{2}, c_{1}\right\}=-3 \lambda c_{1}, & \left\{c_{2}, c_{1}, c_{2}\right\}=3 \lambda c_{2}, \\
\left\{c_{2}, c_{3}, c_{2}\right\}=-3 j \lambda c_{2}, & \left\{c_{3}, c_{2}, c_{3}\right\}=3 j \lambda c_{3} \\
\left\{c_{3}, c_{1}, c_{3}\right\}=-3 j^{2} \lambda c_{3}, & \left\{c_{1}, c_{3}, c_{1}\right\}=3 j^{2} \lambda c_{1} \\
\left\{c_{2}, c_{3}, c_{1}\right\}=\lambda\left[(1-j) c_{1}+\left(j^{2}-1\right) c_{2}+\left(j-j^{2}\right) c_{3}\right] \\
\left\{c_{1}, c_{3}, c_{2}\right\}=\lambda\left[\left(j^{2}-j\right) c_{1}+\left(j^{2}-j\right) c_{2}+\left(j^{2}-j\right) c_{3}\right],
\end{array}
$$

If we add the unit operator 1 to the three generators $c_{1}, c_{2}$ and $c_{3}$, the ordinary commutators between the generators can be interpreted as ternary commutators involving the unit operator 1 in the middle:

$$
\begin{gathered}
{\left[c_{1}, c_{2}\right]=\left\{c_{1}, 1, c_{2}\right\}=\lambda\left(j^{2}-j\right) 1} \\
{\left[c_{2}, c_{3}\right]=\left\{c_{2}, 1, c_{3}\right\}=\lambda\left(1-j^{2}\right) 1} \\
{\left[c_{3}, c_{1}\right]=\left\{c_{3}, 1, c_{1}\right\}=\lambda(j-1) 1} \\
\left(c_{1} c_{3} c_{2}+c_{3} c_{2} c_{1}+c_{2} c_{1} c_{3}\right)-\left(c_{2} c_{3} c_{1}+c_{3} c_{1} c_{2}+c_{1} c_{2} c_{3}\right)=3 \lambda\left(j-j^{2}\right)
\end{gathered}
$$

after renormalization $c_{k} \rightarrow \frac{1}{\sqrt{3}} c_{k}$ and setting $\lambda=-i$, the right-hand side of this cubic commutation relation will become equal to $\hbar 1$. Normalized operators are as follows

$$
c_{1}=\frac{1}{\sqrt{3}}\left[\frac{\sqrt{\hbar}}{i} \frac{d}{d x}+j x+j^{2} 1\right], \quad c_{2}=\frac{1}{\sqrt{3}}\left[\frac{\sqrt{\hbar}}{i} \frac{d}{d x}+j^{2} x+j 1\right], \quad c_{3}=\frac{1}{\sqrt{3}}\left[\frac{\sqrt{\hbar}}{i} \frac{d}{d x}+x+1\right]
$$

## 5. Ternary analogue of quantum oscillator

### 5.1. Cubic combinations of the generators

The $Z_{3}$-graded analogues of creation and annihilation operators $a$ and $a^{\dagger}$ are the operators $c_{3}=c_{3}^{\dagger}, c_{1}$ and $c_{2}=c_{1}^{\dagger}$. Imposing hermiticity means that the factor $\lambda$ in front of the derivation must be pure imaginary, so we shall set $\lambda=-i$, as in the usual quantization scheme.

The expression $a a^{\dagger}+a^{\dagger} a$ can be interpreted as a sum of all $Z_{2}$ permutations, or all $S_{2}$ permutations, because here all permutations are cyclic, which is not the case of $Z_{3}$ and $S_{3}$ groups. The sum of all cyclic permutations of three operators $c_{1} c_{2} c_{3}$, or even all (six) permutations does not lead to any simple expression. Moreover, in such combinations the complex representation of $Z_{3}$ does not appear.

However, the quadratic harmonic oscillator Hamiltonian $a a^{\dagger}+a^{\dagger} a$ can be represented in an alternative manner, in which the representation of $Z_{2}$ by multiplications by 1 and -1 does appear explicitly:

$$
\begin{equation*}
\hat{H}=\frac{1}{2}\left[\left(a+a^{\dagger}\right)^{2}+(-1)\left(a-a^{\dagger}\right)^{2}\right]=a a^{\dagger}+a^{\dagger} a \tag{35}
\end{equation*}
$$

Now the $Z_{3}$ generalization becomes obvious: we should form the sum of cubes of similar expressions with three generators each, multiplied by $j$ and $j^{2}$ in all possible combinations so as to ensure the hermiticity of the resulting expression, like in (35) above. Two expressions of this type can be formed with the generators $c_{1}, c_{2}$ and $c_{3}$,

$$
\begin{array}{r}
\frac{1}{27}\left[\left(c_{3}+c_{1}+c_{2}\right)^{3}+j\left(c_{3}+j c_{1}+j^{2} c_{2}\right)^{3}+j^{2}\left(c_{3}+j^{2} c_{1}+j c_{2}\right)^{3}\right] \\
\text { and } \frac{1}{27}\left[\left(c_{3}+c_{1}+c_{2}\right)^{3}+j^{2}\left(c_{3}+j c_{1}+j^{2} c_{2}\right)^{3}+j\left(c_{3}+j^{2} c_{1}+j c_{2}\right)^{3}\right] .
\end{array}
$$

Neither of these two combinations is hermitian, but their sum $\hat{K}_{Z_{3}}$ is (if we set $\lambda$ pure imaginary, e.g. $-i$ ):

$$
\begin{equation*}
\hat{K}_{Z_{3}}=2 \lambda^{3} \frac{d^{3}}{d x^{3}}-x^{3}-1=2 i \frac{d^{3}}{d x^{3}}-x^{3}-1 \tag{36}
\end{equation*}
$$

The expression $x^{3}+1$ appearing as the "potential" part factorizes as follows:

$$
x^{3}+1=(x+1)(x+j)\left(x+j^{2}\right) .
$$

However, this operator does not seem to be a proper $Z_{3}$-graded generalization of quantum harmonic oscillator Hamiltonian. It is an odd function of momentum, and its physical dimension is a fractional power of energy, and its spectrum, although real, is not bound from below because it is not positive-definite like the ordinary quadratic Hamiltonian.

The eigenvalue equation

$$
\hat{K}_{Z_{3}} f(x)=K f(x)
$$

can be solved explicitly for the particular value of $K=-1$, which amounts to solve the following differential equation of third order:

$$
\begin{equation*}
2 i \frac{d^{3} f}{d x^{3}}-x^{3} f(x)=0 \tag{37}
\end{equation*}
$$

This equation can be solved by expanding $f(x)$ into a power series

$$
f(x)=\sum_{k=0}^{\infty} c_{k} x^{k}
$$

The solution is given in terms of the generalized hypergeometric function $F([] ; p, q ; \xi)$. In the convention used in "Maple" computing program, this symbol defines the following power series:

$$
\begin{equation*}
F([] ; p, q ; \xi)=\sum_{k=0}^{\infty} c_{k} x^{k}, \quad c_{k}=\frac{\Gamma(p) \Gamma(q)}{\Gamma(p+k) \Gamma(q+k)} \tag{38}
\end{equation*}
$$

The eigenfunction satisfying (37) is a linear combination of three independent solutions:

$$
\begin{equation*}
F\left([] ; \frac{2}{3}, \frac{5}{6} ; \frac{i x^{6}}{432}\right), \quad x F\left([] ; \frac{5}{6}, \frac{7}{6} ; \frac{i x^{6}}{432}\right), \quad \text { and } \quad x^{2} F\left([] ; \frac{7}{3}, \frac{4}{3} ; \frac{i x^{6}}{432}\right), \tag{39}
\end{equation*}
$$

corresponding to three different initial conditions, as it should be for a third order differential equation. All these eigenfunctions are complex.

In the classical harmonic oscillator case the operators $a$ and $a^{\dagger}$ were not hermitian; nevertheless their combination $a a^{\dagger}+a^{\dagger} a$ became hermitian. We could have as well abandoned the requirement of hermiticity, i.e. admit real value for the factor $\lambda$ in the definition of our operators $c_{k}$, and still get real eigenvalues for the non-hermitian third order operator, in the spirit of C. Bender's work on the subject [27]. But the third-order differential operator is not a good candidate for Hamiltonian of any kind, because it is not positive definite and its spectrum can not display a minimal value. Moreover, in the operators $c_{k}$ the momentum operator $\hat{p}=-i d / d x$ can not be replaced by its real counterpart $d / d x$ without destroying the hermiticity. Such a substitution will be nevertheless possible if we introduce quadratic combination of two thirdorder operators. This is why we propose to consider the following two third-order operators:

$$
\begin{equation*}
\hat{K}_{1}=i p^{3}+x^{3}=-\frac{d^{3}}{d x^{3}}+x^{3}, \quad \hat{K}_{2}=-i p^{3}+x^{3}=\frac{d^{3}}{d x^{3}}+x^{3} \tag{40}
\end{equation*}
$$

Then it is easy to see that one has

$$
\begin{equation*}
\hat{K}_{1}^{\dagger}=\hat{K}_{2} \quad \text { and } \quad \frac{1}{2}\left[\hat{K}_{1} \hat{K}_{2}+\hat{K}_{2} \hat{K}_{1}\right]=\hat{H}_{Z_{3}}=\frac{d^{6}}{d x^{6}}+x^{6} \tag{41}
\end{equation*}
$$

The zero-value eigenfunctions of the operator are of the same form as the eigenfunction (39), but with real argument $x^{6} / 432$ instead of the imaginary one $i x^{6} / 432$. The same operator can be represented as a cubic combination of second-order operators, one of which is the classical harmonic oscillator, the two remaining ones of the same form, but with complex conjugate potential parts:

$$
\begin{equation*}
\hat{H}_{0}=-\frac{d^{2}}{d x^{2}}+x^{2}, \quad \hat{H}_{1}=-\frac{d^{2}}{d x^{2}}+j x^{2}, \quad \hat{H}_{2}=-\frac{d^{2}}{d x^{2}}+j^{2} x^{2} \tag{42}
\end{equation*}
$$

One easily checks that

$$
\begin{equation*}
\hat{H}_{0} \hat{H}_{1} \hat{H}_{2}+\hat{H}_{1} \hat{H}_{2} \hat{H}_{0}+\hat{H}_{2} \hat{H}_{0} \hat{H}_{1}=-\frac{d^{6}}{d x^{6}}+x^{6} \tag{43}
\end{equation*}
$$

The odd combination of the same kind gives the identical result.
This suggests that what we are describing here is a kind of third power of ordinary harmonic oscillator with its complexified counterparts. Each of the two "exotic" operators, $\hat{H}_{1}=i \hat{p}+j x$ and $\hat{H}_{2}=\hat{H}_{1}^{\dagger}=i \hat{p}+j^{2} x$ displaying a complex spectrum, with the energies multiplied by $j$ and by $j^{2}$, respectively. This seems to indicate that the spectrum of the cubic combination $\hat{H}_{Z_{3}}$ should be proportional to the products of the corresponding three eigenvalues, $E_{0}, E_{1}=j E_{0}$ and $E_{2}=j^{2} E_{0}$, leading to the real eigenvalue $E_{0} \cdot E_{1} \cdot E_{2}=j \cdot j^{2} \cdot E_{0}^{3}=E_{0}^{3}$.

We shall show now that the classical Bohr-Sommerfeld quantization scheme applied to the Hamiltonian $\hat{H}_{Z_{3}}$ confirms this hypothesis.

### 5.2. Bohr-Sommerfeld quantization

In the case of a one-dimensional harmonic oscillator whose classical Hamiltonian is given by the quadratic expression

$$
H(p, x)=\frac{p^{2}}{2 m}+\frac{k x^{2}}{2}
$$

the Bohr-Sommerfeld quantization rule imposes the condition of finite discrete energy levels via the following rule:

$$
\begin{equation*}
\int_{\text {period }} p d x=n \hbar \tag{44}
\end{equation*}
$$

Expressing the momentum $p$ as a function of the coordinate $x$ by posing $H(p, x)=E=$ Constant, one gets the explicit expression of this integral:

$$
\begin{equation*}
\int_{\text {period }} p d x=2 m \omega \int_{x_{\min }}^{x_{\max }} \sqrt{\frac{2 E}{k}-x^{2}} d x=n \hbar \tag{45}
\end{equation*}
$$

where $\omega=\sqrt{k / m}$, and $E$ is the energy. The integral is well known, and leads to the quantization rule $E=\omega \hbar\left(n+\frac{1}{2}\right)$.

Now let us apply a similar quantization condition to our "cubic Hamiltonian". We start with the expression which is supposed to describe something that is an analogue of a Hamiltonian function. This expression is obtained from ternary generalization of Heisenberg's algebra:

$$
\begin{equation*}
H_{(3)}=\frac{p^{6}}{6 m^{3}}+\frac{k^{3} x^{6}}{6} \tag{46}
\end{equation*}
$$

The dimension of this expression is the third power of energy, i.e., $\operatorname{dim}[H]=[\operatorname{energy}]^{3}$.
We shall suppose that the expression (46) is constant in time. This gives the following equation:

$$
\begin{equation*}
H_{(6)}=\frac{p^{6}}{6 m^{3}}+\frac{k^{3} x^{6}}{6}=E^{3}=\text { Const. } \tag{47}
\end{equation*}
$$

This constant enables us to get the following expression of $p$ as a function of $x$ :

$$
\begin{equation*}
p=6^{\frac{1}{6}} \sqrt{m k}\left[\frac{6 E^{3}}{k^{3}}-x^{6}\right]^{\frac{1}{6}} \tag{48}
\end{equation*}
$$

It is easy to see that the corresponding trajectory is closed, and the motion must be periodic.
Now let us impose the Bohr-Sommerfeld quantization condition (44), which is based on a quasi-classical approximation and gives very good agreement with observation in the large quantum number limit, as shown e.g., in [28]: which in this case yields the explicit integral that can be evaluated with a little effort, yielding the following result when we substitute for $p$ its expression (48):

$$
\begin{equation*}
\int_{\text {period }} p d x=2 \int_{-x_{\max }}^{+x_{\max }} p d x=2 \sqrt{m k} \int_{-x_{\max }}^{+x_{\max }}\left[\frac{6 E^{3}}{k^{3}}-x^{6}\right]^{\frac{1}{6}} d x \tag{49}
\end{equation*}
$$

where the limits of integration are defined by the condition $p=0$, which yields $x_{\max }=6^{\frac{1}{6}} \sqrt{\frac{E}{k}}$.
The above integral can be expressed by means of Gamma-functions as follows:

$$
\begin{equation*}
2 \sqrt{m k} \int_{-x_{\max }}^{+x_{\max }}\left[\frac{6 E^{3}}{k^{3}}-x^{6}\right]^{\frac{1}{6}} d x=4 \cdot 6^{\frac{1}{3}} \sqrt{m k} \frac{\left[\Gamma\left(\frac{7}{6}\right)\right]^{2}}{\Gamma\left(\frac{4}{3}\right)} \frac{E}{k} \tag{50}
\end{equation*}
$$

The Bohr-Sommerfeld quantization rule supposes that this integral can take on discrete values $n \hbar$, which leads to the following discrete values of the energy $E$ :

$$
\begin{equation*}
E_{n}=\left[\frac{\Gamma\left(\frac{4}{3}\right)}{4 \cdot 6^{\frac{1}{3}}\left[\Gamma\left(\frac{7}{6}\right)\right]^{2}}\right] n \hbar \omega, \tag{51}
\end{equation*}
$$

with $\omega=\sqrt{k / m}$. Like in the usual harmonic oscillator, the energy levels are proportional to integers, $E_{n} \sim n \hbar \omega$ ? Consequently, the eigenvalues of $\hat{H}_{Z_{3}}$ follow the rule $\lambda_{n} \simeq n \omega^{3} \hbar^{3}$.

## Acknowledgements

The author is greatly indebted to Karol Penson and Michel Dubois-Violette for numerous enlightening discussions and many useful remarks.

## References

[1] Mielnik B. 1968 Comm. Math. Phys. 9 (1) pp.55-80.
[2] Mielnik B. 1969 Comm. Math. Phys. 15 (1) pp. 1-46
[3] Mielnik B. 1974 Comm. Math. Phys. 37 (3) pp.221-256.
[4] Bohr N. 1996 Collected Works, Vol. 6 p.21; Vol. 7, p. 263 Elsevier, Amsterdam
[5] Lurçat F. 2001 "Niels Bohr et la physique quantique", Editions Seuil, Paris.
[6] Landé A. 1974 American Journal of Physics 42 p. 459-464
[7] Einstein A., Podolsky B., Rosen N. 1935 Phys. Rev. 47 1935, p. 777-780
[8] Bell J.S, 1964 Physics 1 (1964), p. 195
[9] Bell J.S, 1966 Review of Modern Physics 38 p. 447.
[10] A. Aspect, P. Grangier, G. Roger, 1982 Physical Review Letters, 49 (2), p.91-94
[11] Plato: Republic, London: Wordsworth Editions, ISBN 1-85326-483-0
[12] Cohen S M. S. 2008 Philosophy 320
[13] Hall D. 1980. Interpreting Plato's Cave as an Allegory of the Human Condition. Apeiron 14 (2), pp.74-86.
[14] Pauli W. 1940 The Connection Between Spin and Statistics, Phys. Rev. 58, pp. 716-722
[15] Dyson F.J. 1967 Journ. Math. Phys. 8, pp.1538-1545
[16] Dyson F.J., Lenard A 1968 Stability of Matter, Parts I and II J. Math. Phys., 8, pp.423-434; J. Math. Phys., 9, pp. 698-711
[17] Gelfand I M, Kapranov M M, Zelevinsky A V 1994 Multidimensional Determinants, Discriminants and Resultants (book), Birkhauser, Boston
[18] Vainerman L, Kerner R 1996 Journal of Mathematical Physics 37 (5) pp. 2553-2665
[19] Kerner R 1991 Comptes Rendus Acad. Sci. Paris. 101237
[20] Kerner R 1992 Journal of Mathematical Physics, 33 (1) pp.403-4011
[21] Abramov V, Kerner R, Le Roy B 1997 Journal of Mathematical Physics, 38 (3) pp. 1650-1669
[22] Kerner R 1997 Classical and Quantum Gravity 14 (1A) pp. A203-A225
[23] Kerner R 2001 Proceedings of the 23-rd ICGTMP colloquium, Dubna 2000 arXiv:math-ph/0011023
[24] Kerner R Suzuki O 2012 Int. J. Geom. Methods Mod. Phys. 09, 1261007
[25] Schrödinger E 1940 Proceedings of the Royal Irish Academy, 46(1940/1941), pp.9-16
[26] Nambu Y 1973. Physical Review D 7 (8) pp.2405-2412
[27] Bender C M, Boettcher S 1998 Phys. Rev. Lett. 80, 5243
[28] Gorska K, Penson K.A., Horzela A, Duchamp G.H.E., Blasiak P and Solomon A.I. 2010 J. Math. Phys. 51, 122102

