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Abstract

The goal of this work is to determine classes of traveling solitary wave solutions for Lattice Boltzmann schemes by means of an hyperbolic ansatz. It is shown that spurious solitary waves can occur in finite-difference solutions of nonlinear wave equation. The occurrence of such a spurious solitary wave, which exhibits a very long life time, results in a non-vanishing numerical error for arbitrary time in unbounded numerical domain. Such a behavior is referred here to have a structural instability of the scheme, since the space of solutions spanned by the numerical scheme encompasses types of solutions (solitary waves in the present case) that are not solutions of the original continuous equations. This paper extends our previous work about classical schemes to Lattice Boltzmann schemes ([1], [2], [3],[4]).

Key Words:
Lattice Boltzmann schemes; solitary waves; structural stability.

AMS Subject Classification: 65 M06, 65M12, 65M60, 35B99.

1 Introduction:

The lattice Boltzmann method (LBM) is used for the numerical simulation of physical phenomena, and serves as an alternative to classical solvers of partial differential equations. The primary domain of application is fluid dynamics; it is specially used to obtain the numerical solution of the incompressible, time-dependent Navier-Stokes equation.
The strength of the Lattice Boltzmann method is due to its ability to easily represent complex physical phenomena, ranging from multiphase flows to fluids with chemical reactions. The principle is to "mimic" at a discrete level the dynamics of the Boltzmann equation. Since it is based on a molecular description of a fluid, the knowledge of the microscopic physics can directly be used to formulate the best fitted numerical model.

This method can be regarded as either an extension of the lattice gas automaton (LGA) [5], [6], [7], or a special discrete form of the Boltzmann equation from kinetic theory. Although the connection between the gas kinetic theory and hydrodynamics has long been established, the Lattice Boltzmann method (LBM) needs additional special discretization of velocity space to recover the correct hydrodynamics. Due to the very same reason, the LBM works exactly opposite traditional CFD methods in deriving working schemes: LBM uses Navier-Stokes equations as its target while traditional CFD methods use Navier-Stokes equations as their starting point.

Until a few years, the LBM was applicable to the isothermal flow regime, i.e., the weakly compressible, low-Mach-number limit. This flow regime is traditionally treated as "incompressible", although there are CFD methods constructed to compute the Navier-Stokes equations in this regime. The argument for treating very low-Mach-number flows as incompressible is pragmatic rather than physical. The direct calculation of the isothermal Navier-Stokes equations requires time steps sufficiently small to resolve acoustic waves across a computational cell. This time step may be vastly smaller than the time scales of interest for the bulk fluid motion. Thus the computational cost of the many additional time steps required by an isothermal calculation may be vastly higher than the cost of an incompressible calculation. Of course, in reality there is no fluid or flow that is absolutely incompressible (i.e., with infinite acoustic velocity). Recent works have shown that it is possible to define lattices able to overcome this limitation (see, for instance, [8], where the authors lay the theoretical foundation of the lattice Boltzmann model for the simulation of flows with shock waves and contact discontinuities, also [9], where one can find a powerful scheme the computational convergence rate of which can be improved compared to classical previous ones, while proving to be efficient for Taylor vortex flow, Couette flow, Riemann problem).

As for the enhancement of stability, which used to be pointed out in most lattice Boltzmann models, the regularization technique has been successfully shown as an efficient method of stabilization of the Single-Relaxation-Time (SRTLB) (see [10], where the model proposed by the authors enables one to raise significantly the maximum Reynolds number that could be simulated at a given level of grid resolution, in two and three dimensions).
2 The Lattice Boltzmann method

The lattice Boltzmann (LB) method follows the same idea as its predecessor the Lattice Gas Automata (LGA) when it also considers the fluid on a lattice with space and time discrete. Instead of directly describing the fluid by discrete particles and, thus Boolean variables, it describes the fictitious system in terms of the probabilities of presence of the fluid particles. A lattice Boltzmann numerical model simulates the time and space evolution of kinetic quantities, the particle distribution functions $f_j(\vec{r}, t), 0 \leq j \leq J, J \in \mathbb{N}^*$.

The lattice Boltzmann equation is obtained by ensemble averaging the equation

$$\langle N_j(\vec{r} + \Delta t \vec{v}_j, t + \Delta t) \rangle = \langle N_j(\vec{r}, t) \rangle + \langle \Omega_j(N) \rangle$$

(1)

where $\langle N_j(\vec{r}, t) \rangle$ denotes the average number of particles at space position $\vec{r}$ and time $t$. The system is supposed to satisfy the Boltzmann molecular chaos hypothesis, i.e. the fact that there is no correlation between particles entering a collision. Thus, the collision operator can be expressed as $\langle \Omega_i(N) \rangle = \Omega_i \langle N \rangle$, which leads to the Lattice Boltzmann equation:

$$f_j(\vec{r} + \Delta t \vec{v}_j, t + \Delta t) = f_j(\vec{r}, t) + \Omega_j(f)$$

(2)

where, for $j \in \mathbb{N}$, $f_j = \langle N_j \rangle$ denotes the probability to have a fictitious fluid particle of velocity $v_j$ entering lattice site $\vec{r}$ at time $t$. The $f_j$ are also called the fluid fields, or the particle distribution functions.

The collision operator is normally a non-linear expression and requires a lot of computation time [16]. In a big lattice, e.g. 3D model, the computation becomes impossible even on a massively parallel computer. To overcome this problem, Higuera et al. [11], [12] proposed to linearize the collision operator around its local equilibrium solution to reduce the complexity of the operation. Using this idea, Bhatnagar, Gross and Krook introduced the BGK lattice (LBGK) [13], in which the collision between particles is described in terms of the relaxation towards a local equilibrium distribution. The LBGK is considered to be one of the simplest forms of the Lattice Boltzmann equation and is mathematically expressed as

$$f_j(\vec{r} + \vec{e}_j t + \Delta t) = f_j(\vec{r}, t) - \frac{1}{\tau} \left\{ f_j(\vec{r}, t) - f_{j}^{eq}(\vec{r}, t) \right\} \quad j \in \{0, \ldots, J\}, J \in \mathbb{N}^*$$

(3)

where $\tau$ is the single relaxation time, which is a free parameter of the model to determine the fluid viscosity, and $f_{j}^{eq}, j0, \ldots, J$, denote the local equilibrium functions, which are functions of the density and the flow velocity $\vec{u}$.

In the lattice Boltzmann method, the space variable vector $\vec{r}$ is supposed to live in a lattice $\mathcal{L}$ included in an Euclidian space of dimension $d, d \geq 1$. 

3
The velocity belongs to a finite set $V$ composed by given velocities $\vec{e}_j$, $j \in \{0, \ldots, J\}$, $J \in \mathbb{N}^*$, chosen in such a way that

$$\vec{r} \in \mathcal{L} \text{ and } \vec{e}_j \in V \Rightarrow \vec{r} + \Delta t \vec{e}_j \in \mathcal{L}$$ \hspace{1cm} (4)

where $\Delta t$ denotes the time step.

The set of velocities $V$ is supposed to be invariant by space reflection, i.e.:

$$\vec{e}_j \in V \Rightarrow \exists l \in V : \vec{e}_l = -\vec{e}_j \in V$$ \hspace{1cm} (5)

The numerical scheme is thus defined through the evolution of the population $f_j(\vec{r}, t)$, with $\vec{r} \in \mathcal{L}$ and $j \in \{0, \ldots, J\}$ towards a distribution $f_j(\vec{r}, t + \Delta t)$ at a new discrete time.

The scheme has two steps that take into account successively the left and right hand sides of the Boltzmann equation (1). The first step describes the relaxation of particle distribution towards the equilibrium. It is local in space and nonlinear in general. The second step is the collision process. Both steps have to be computed separately.

In general LB model, denoted by $D_d Q(J + 1)$, $J \in \mathbb{N}^*$, the actual macroscopic density, which is function of the space vector $\vec{r}$, and the time variable $t$, is obtained as a summation of the microscopic particle distribution functions:

$$\rho(\vec{r}, t) = \sum_{j=0}^{J} f_j(\vec{r}, t)$$ \hspace{1cm} (6)

The macroscopic velocity is calculated as the average of the microscopic velocities $\vec{e}_j$, $j = 0, \ldots, J$, weighted by the related distribution functions:

$$\vec{u}(\vec{r}, t) = \frac{1}{\rho(\vec{r}, t)} \sum_{j=0}^{J} f_j(\vec{r}, t) \vec{e}_j$$ \hspace{1cm} (7)

In each time step, in each node, particles are streamed on to the neighbouring nodes, which thus lead to new distribution functions $f_j^*$:

$$f_j(\vec{r} + \vec{e}_i \Delta t, t + \Delta t) = f_j^*(\vec{r}, t + \Delta t) , \quad j = 0, \ldots, J$$ \hspace{1cm} (8)

Also, once in each time step, the particles in each node collide, which is modeled as a relaxation of the distribution functions towards the equilibrium distributions

$$f_j^*(\vec{r}, t + \Delta t) = f_j(\vec{r}, t) + \frac{1}{\tau} \left( f_j^{eq}(\vec{r}, t) - f_j(\vec{r}, t) \right)$$ \hspace{1cm} (9)

with:

$$f_j^{eq}(\vec{r}, t) = \rho(\vec{r}, t) w_j \left[ 1 + \frac{\vec{e}_j \cdot \vec{u}(\vec{r}, t)}{c_s^2} + \frac{(\vec{e}_j \cdot \vec{u}(\vec{r}, t))^2}{c_s^4} - \frac{(\vec{u}(\vec{r}, t) \cdot \vec{u}(\vec{r}, t))^2}{2 c_s^4} \right] , \quad j = 0, \ldots, J$$
where $c_s$ is the lattice sound speed, such that:

$$c_s^2 = \sum_{j=0}^{J} w_j \bar{e}_j^2$$

and where the weights $w_j$, $j = 0, \ldots, J$, are determined by the velocity set. Of course, one has:

$$\sum_{j=0}^{J} w_j = 1$$

The lattice Boltzmann equation takes both steps into account:

$$f_j(\vec{r} + \vec{e}_i \Delta t, t + \Delta t) = f_j^*(\vec{r}, t + \Delta t) = f_j(\vec{r}, t) + \frac{1}{\tau} \left( f_j^{eq}(\vec{r}, t) - f_j(\vec{r}, t) \right), \quad j = 0, \ldots, J$$

The right-hand side gives thus the distribution of particles once collisions have occurred, while the left-hand side represents particles appearing in neighboring nodes in the next time step.

For our study, it is important to take into account the way the related algorithm is implemented:

i. Initialization step of $\rho$, $\vec{u}$, and the microscopic densities $f_j$, $f_j^{eq}$, $j = 0, \ldots, J$.

ii. Streaming step: densities $f_j$ are moved towards $f_j^*$ in the direction $\bar{e}_j$, $j = 0, \ldots, J$, using (8).

iii. Computation step of the macroscopic variables $\rho$ and $\vec{u}$.

iv. Computation step of the microscopic variables $f_j^{eq}$, $j = 0, \ldots, J$.

v. Collision step, in order to obtain the updated densities $f_j$, $j = 0, \ldots, J$, using (9).

vi. Return to steps ii. to v.
3 Spurious lattice solitons

The discrete solution associated with the LB numerical scheme will admit spurious solitary waves, and therefore spurious local energy pile-up and local sudden growth of the error, if the discrete relation used to implement the scheme is satisfied by a solitary wave.

Following [20], [1], [2], [3], [4], and using [21], [22], [23], [24], [25], [26], [27], [28], we search solitary waves solution components under the form:

\[ u_i(\vec{r}, t) = \sum_{j=0}^{J} \left\{ U_{i;j} \text{sech} \left[ k_j (x_i - (\vec{e}_j) \cdot t) \right] + V_{i;j} \tanh \left[ k_j (x_i - (\vec{e}_j) \cdot t) \right] \right\} \] (10)

where

\[ \vec{r} = (x_i)_{1 \leq i \leq d}, \quad \vec{e}_j = ((\vec{e}_j)_i)_{1 \leq i \leq d}, \quad j = 0, \ldots, J \]

and where \( U_{i;j}, V_{i;j}, k_j, i = 1, \ldots, d, j = 0, \ldots, J \), are real constants.

The question one may ask is how to switch from the scheme, which is discrete, to this continuous expression? In so far as if one can find a solution of the above form (10) that fits each step of the scheme, is the answer. This is how we will proceed.

Starting from the fact that once the discrete populations \( f_j \) are known, the main fluid quantities can be obtained by simple linear summation upon the discrete speeds, it is legitimate, for those densities, to be of the above form (10), for the same reasons as previously.

3.1 A one-dimensional example: the D1Q3 model

In the following, we examine a one-dimensional case, given by the flow of an incompressible fluid, in a domain \([0, L], L > 0\), obeying the Navier-Stokes equation, in order to test the D1Q3 model, which has a zero velocity and two oppositely directed ones, moving thus the fluid particle to the left and right neighbor lattice sites.

\[ \vec{e}_2 \quad \begin{array}{c} \bullet \end{array} \quad \vec{e}_1 \]

Figure 1: Discrete velocity vectors of the D1Q3 model
The velocities are (see figure 1):

\[ \vec{e}_0 = ((\vec{e}_0)_x, 0) = \vec{0}, \quad \vec{e}_1 = ((\vec{e}_1)_x, 0) = (1, 0), \quad \vec{e}_2 = ((\vec{e}_2)_x, 0) = (-1, 0) \]

while the weights are:

\[ w_0 = \frac{2}{3}, \quad w_1 = \frac{1}{6}, \quad w_2 = \frac{1}{6} \]

The conservation of mass quantity writes:

\[ f_1 = \rho u + f_2 \quad (11) \]

where \( \rho \) denotes the sole velocity component.

Since the density is a conserved quantity, we can suppose it to be constant, and normalized. In order to determine whether there exist, or not, solitary waves solutions, one requires to take into account related boundary conditions, in the case of an imposed velocity. Then, using (10), we search the densities \( f_i, i = 1, 2 \), as functions of the horizontal space variable \( x \), and of the time one, \( t \), under the form:

\[ f_i(y, t) = \sum_{j=0}^{2} \{ \Phi_{i,j} \text{sech} [k_j (x - (\vec{e}_j)_x t)] + \Psi_{i,j} \text{tanh} [k_j (x - (\vec{e}_j)_x t)] \} \]

and the horizontal velocity as:

\[ u(x, t) = \sum_{j=0}^{2} \{ U_j \text{sech} [k_j (x - (\vec{e}_j)_x t)] + V_j \text{tanh} [k_j (x - (\vec{e}_j)_x t)] \} \]

where, for \( j = 0, \ldots, 2 \), \( k_j, \Phi_{i,j}, \Psi_{i,j}, U_j, V_j \), are real constants to be determined.

By substituting those latter expressions in (11), one gets an equation of the form:

\[ \sum_{j=0}^{2} \{ \mathcal{F}(\Phi_{i,j}, \Psi_{i,j}, U_{x,j}) \text{sech} [k_j (y - (\vec{e}_j)_y t)] + \mathcal{G}(\Phi_{i,j}, \Psi_{i,j}, V_{x,j}) \text{tanh} [k_j (y - (\vec{e}_j)_y t)] \} = 0 \]

where we denote by \( \mathcal{F} \) and \( \mathcal{G} \) functions of \( \Phi_{i,j}, \Psi_{i,j}, U_j, V_j \). By independence of the terms in sech and tanh, one gets, for \( j = 0, \ldots, 2 \):

\[ \mathcal{F}(\Phi_{i,j}, \Psi_{i,j}, U_j, V_j) = 0 \]

\[ \mathcal{G}(\Phi_{i,j}, \Psi_{i,j}, U_j, V_j) = 0 \]

i.e. a linear system of two equations, the unknowns of which are the \( \Phi_{i,j}, \Psi_{i,j}, U_j, V_j \). It happens that in this D1Q3 model, the system is a very simple one:
\[
\Phi_{1,j} = U_j + \Phi_{2,j} \quad \Psi_{1,j} = V_j + \Psi_{2,j} \quad j = 0, \ldots, 2
\]
which admits several sets of solutions. For sake of simplicity, we have chosen the following one:

\[
\Phi_{1,1} = 1 \quad \Phi_{2,1} = 2 \quad U_0 = 1 \quad U_1 = -1
\]
\[
\Phi_{1,2} = 2 \quad \Phi_{2,2} = 4 \quad U_2 = -2
\]
\[
\Psi_{1,1} = 4 \quad \Phi_{2,1} = 5 \quad V_0 = 1 \quad V_1 = -1
\]
\[
\Psi_{1,2} = 6 \quad \Phi_{2,2} = 8 \quad V_2 = -2
\]
It thus exhibits the existence of lattice solitons, related to the discrete numerical scheme, of the form

\[
u^n_i = A_i \operatorname{Sech} \left[ k_i (i h - n \langle \tilde{e}^j \rangle \Delta t) \right] + B_i \operatorname{Tanh} \left[ k_i (i h - n \langle \tilde{e}^j \rangle \Delta t) \right] \quad (B_i, k_i) \in \mathbb{R}^2
\] (12)

Figure 2 displays the related lattice solitary wave, as a function of the mesh points; \( n_x \) denotes the spatial number of mesh points in the \( x \)-direction, \( n_t \) the time one.

### 3.2 A two-dimensional example: The case of an isothermal Poiseuille flow between two parallel plates

The case of an isothermal Poiseuille flow, driven by a pressure gradient in the \( x \)-direction, between two horizontal, parallel, plates is an interesting one: if the flow is a two-dimensional one, yet, since it is a longitudinal one, one only has to deal with the longitudinal velocity component, \( u_x \), which happens to depend only on the vertical space variable \( y \). In our case, that means that if there exists solitary waves, they also will be horizontal ones, and functions of \( y \). Also, since the exact analytical expression of the velocity is known (the flow develops a parabolic velocity profile), results can be tested profitably. In the following, we will denote by \( H > 0 \) the distance between the two plates.

The velocity vectors of the D2Q9 model are (see figure 3):

\[
\tilde{e}_0^0 = \tilde{0} = \left( \langle \tilde{e}_0^0 \rangle_x, \langle \tilde{e}_0^0 \rangle_y \right) = (0, 0)
\]
Figure 2:

A "lattice solitary wave", as a function of the mesh points, in the case of the D1Q3 model

\[ \vec{e}_1 = (\vec{e}_1)_x, (\vec{e}_1)_y = (1, 0) \quad , \quad \vec{e}_2 = (\vec{e}_2)_x, (\vec{e}_2)_y = (0, 1) \]
\[ \vec{e}_3 = (\vec{e}_3)_x, (\vec{e}_3)_y = (-1, 0) \quad , \quad \vec{e}_4 = (\vec{e}_4)_x, (\vec{e}_4)_y = (0, -1) \]
\[ \vec{e}_5 = (\vec{e}_5)_x, (\vec{e}_5)_y = (1, 1) \quad , \quad \vec{e}_6 = (\vec{e}_6)_x, (\vec{e}_6)_y = (-1, 1) \]
\[ \vec{e}_7 = (\vec{e}_7)_x, (\vec{e}_7)_y = (-1, -1) \quad , \quad \vec{e}_8 = (\vec{e}_8)_x, (\vec{e}_8)_y = (1, -1) \]

In the specific case of the D2Q9 model, one has:

\[ f_{eq}^j = w_j \rho \left( 1 + \frac{3 \vec{e}_j \cdot \vec{u}}{c_0^2} + \frac{9 (\vec{e}_j \cdot \vec{u})^2}{2 c_0^4} - \frac{3 \vec{u}^2}{2 c_0^2} \right) \]

The weights of the population are given by:

\[ w_0 = \frac{1}{9} \]
\[ \forall j \in \{1, 2, 3, 4\} : \quad w_j = \frac{1}{9} \]
\[ \forall j \in \{5, 6, 7, 8\} : \quad w_j = \frac{1}{36} \]

As in the above, in order to determine whether there exist, or not, solitary waves solutions, one requires to take into account related boundary conditions, in the case of an imposed
velocity. We thus place ourselves in the case of the Zhou-He scheme [29]. The boundary between the fluid and the plates overlap the domain nodes. If one chooses to solve the undetermined population of the south boundary, \( \vec{e}_2, \vec{e}_5, \vec{e}_6 \), conservation of the mass and quantity of movement yield:

\[
\begin{align*}
\vec{e}_2 + \vec{e}_5 + \vec{e}_6 &= \rho - (f_0 + f_1 + f_3 + f_4 + f_7 + f_8) \\
\vec{e}_5 - \vec{e}_6 &= \rho u_x - (f_1 - f_3 - f_7 + f_8) \\
\vec{e}_2 + \vec{e}_5 + \vec{e}_6 &= f_4 + f_7 + f_8
\end{align*}
\] (13)

One can then use the bounceback of non-equilibrium in the direction normal to the wall:

\[f_2 - f_2^{eq} = f_4 - f_4^{eq}\]

which leads to:

\[
\begin{align*}
f_2 &= f_4 \\
f_5 &= f_7 - \frac{f_1 - f_3}{2} + \frac{1}{2} \rho u_x \\
f_6 &= f_8 + \frac{f_1 - f_3}{2} - \frac{1}{2} \rho u_x
\end{align*}
\] (14)

Let us now study the existence of solitary waves solutions of (13) and (14). We assume the density to be constant, and normalized. Then, we search the densities \( f_i, i = 0, \ldots, 8 \), and the longitudinal velocity component \( u_x \), as functions of the vertical space variable \( y \), and of the time one, \( t \), under the form:

Figure 3: Discrete velocity vectors of the D2Q9 model
\[ f_i(y, t) = \sum_{j=0}^{8} \{ \Phi_{i,j} \text{sech} [k_j (y - (\vec{e}_j)_x t)] + \Psi_{i,j} \tanh [k_j (y - (\vec{e}_j)_x t)] \} \]

\[ u_x(y, t) = \sum_{j=0}^{8} \{ U_{x,j} \text{sech} [k_j (y - (\vec{e}_j)_x t)] + V_{x,j} \tanh [k_j (y - (\vec{e}_j)_x t)] \} \]

where, for \( j = 0, \ldots, 8 \), \( k_j, \Phi_{i,j}, \Psi_{i,j}, U_{x,j}, V_{x,j} \), are real constants to be determined.

The boundary conditions on the plates require:

\[
\begin{aligned}
&u_x(0, t) = \sum_{j=0}^{8} \{ U_{x,j} \text{sech} [k_j (y - (\vec{e}_j)_x t)] + V_{x,j} \tanh [k_j (y - (\vec{e}_j)_x t)] \} = 0 \\
&u_x(H, t) = \sum_{j=0}^{8} \{ U_{x,j} \text{sech} [k_j (H - (\vec{e}_j)_x t)] + V_{x,j} \tanh [k_j (H - (\vec{e}_j)_x t)] \} = 0
\end{aligned}
\]

By substituting those latter expressions in (13) and (14), one gets a system of six equations of the form:

\[
\sum_{j=0}^{8} \{ F_i(\Phi_{i,j}, \Psi_{i,j}, U_{x,j}) \text{sech} [k_j (y - (\vec{e}_j)_x t)] + G_i(\Phi_{i,j}, \Psi_{i,j}, V_{x,j}) \tanh [k_j (y - (\vec{e}_j)_x t)] \} = 0
\]

where, for \( i = 1, \ldots, 6 \), we denote by \( F_i \) and \( G_i \) functions of \( \Phi_{i,j}, \Psi_{i,j}, U_{x,j}, V_{x,j} \). By independance of the terms in \text{sech} and \tanh, one gets, for \( i = 1, \ldots, 6 \):

\[
F_i(\Phi_{i,j}, \Psi_{i,j}, U_{x,j}, U_{y,j}) = 0
\]

\[
G_i(\Phi_{i,j}, \Psi_{i,j}, U_{x,j}, U_{y,j}) = 0
\]

i.e. a linear system in 12 equations, the unknowns of which are the \( \Phi_{i,j}, \Psi_{i,j}, U_{x,j}, V_{x,j} \).

Taking into account the boundary conditions (15), resolution with a symbolic calculus tool (Mathematica for instance) shows that this system admits several sets of solutions. For sake of simplicity, we have chosen the following one:

\[
U_{x,0} = -U_{x,1} - U_{x,2} - U_{x,3} - U_{x,4} - U_{x,5} - U_{x,6} - U_{x,7} - U_{x,8} \\
U_{x,1} = 1, \quad U_{x,2} = -1, \quad U_{x,3} = 1, \quad U_{x,4} = 1
\]
\[ U_{x,5} = 1 \quad U_{x,6} = 6 \quad U_{x,7} = 1 \quad U_{x,8} = 5 \]

\[ V_{x,1} = 1 \quad V_{x,2} = 1 \quad V_{x,3} = 3 \quad V_{x,4} = 4 \]

\[ V_{x,5} = 5 \quad V_{x,6} = 6 \quad V_{x,7} = 7 \quad V_{x,8} = 8 \]

\[ V_{x0} = -\left\{ U_{x,j} \text{sech}(k_j H) + \sum_{j=1}^{8} \{U_{x,j} \text{sech}(k_j H) + V_{x,j} \tanh(k_j H)\} \right\} \cotanh(k_0 H) \]

\[ k_0 = 1 \quad k_1 = 0.1 \quad k_2 = 10 \quad k_3 = 4 \]

\[ k_4 = 5 \quad k_5 = 6 \quad k_6 = 7 \quad k_7 = 8 \quad k_8 = 9 \]

Figure 4 displays the related lattice solitary wave, as a function of the normalized vertical coordinate, which can be compared to the exact analytical solution.

4 Concluding remarks

The existence of spurious numerical lattice solitary waves for Lattice Boltzmann schemes has been proved. Such lattice solitary waves, which are not solutions of the exact continuous original equation, nevertheless satisfy the numerical scheme, appearing as parasitic solutions of the correct one. Such schemes will be referred to as structurally instable ones. A solution to avoid such spurious solitary waves, would be to "lock" the scheme by adding a test in the main loop.

Such spurious solitary waves have constant energy, and therefore the numerical error norm does not vanish at arbitrary long integration times on unbounded numerical domains.

One may ask why do such solutions occur? A partial answer can be found in the equivalent continuous equation, the principle of which is the following: for a small time step \( \Delta t \), and the associated space scale \( h \), a Taylor expansion in \( \Delta t \) leads to establishing equivalent continuous equations as a formal limit. This matter has been explored by F. Dubois in [30], where it is proved that, at the first order in \( \Delta t \), the equivalent equation is the Euler equations, which are known to admit solitary waves solutions.
Figure 4:
A "lattice solitary wave",
in the case of a Poiseuille flow between two parallel plates (in red),
compared with the analytical exact solution (dashed plot).
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