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Dynamically transitioning between surfaces of varying inclinations to achieve uneven-terrain walking*

Luca Colasanto\textsuperscript{1,2}, Nicolas Perrin\textsuperscript{3}, Nikos G. Tsagarakis\textsuperscript{1} and Darwin G. Caldwell\textsuperscript{1}

Abstract—This paper focuses on how to generate dynamic transitions in order to make our robot COMAN (COmpliant huMANoid) dynamically traverse inclined terrains. The novel approach addresses dynamic walking on inclined surfaces by dividing the walking motion into two phases: transition and incline walking. During the transition phase, the humanoid robot performs a 3-dimensional movement in order to transfer its body between surfaces of different inclinations, which is then followed by the incline-walking phase. The transition phase is less trivial to execute than the incline walking itself. In this paper, we first formulate the equations of a 3D (non linear) Inverted Pendulum, and then we derive an equivalent model. Following this we introduce a trajectory generator based on this model and validate it experimentally by performing, with COMAN, dynamic transitions from the horizontal ground to a \(10^\circ\) slope.

I. INTRODUCTION

Humanoid locomotion has been extensively studied over the past forty years, and there exist now various approaches to perform dynamic walking on flat ground. However, the state-of-the-art techniques used on flat terrains cannot be directly applied to achieve walking on uneven terrains, which is still a challenging problem for researchers. Attempts to solve this problem generally treat separately the two following phases: the “transition phase” and the “incline walking” phase. During the transition phase, the robot performs a 3-dimensional motion in order to transfer its body between surfaces of different inclinations, and after that, the incline-walking phase starts. Traditional models used for flat ground walking (generally involving Zero Moment Point \[1\] and Linear Inverted Pendulum \[2\]) can usually be generalized to deal with incline walking itself, nevertheless the transition phase is more complicated to handle, for several reasons. First, as most humanoids are unable to perform heel toe strikes, transition phases often require a large range of motion for the ankle, knee and hip joints of the robot. Besides, large torques are usually necessary, and finally linear models are less suitable to represent the motions that must be performed. In fact, traditional linear models simplify the dynamics by constraining the vertical movement to have zero acceleration. A first solution commonly adopted consists in performing the transition movement mostly in double support (when both feet are on the ground and the support polygon is larger), and using quasi-static movements in single support \[3\]. In this way, the robot needs to stop or reduce considerably its speed at proximity of the edge, but provided that the robot can produce enough torque, this approach can usually deal with larger inclination changes than other more dynamic existing methods. Lim et al. \[4\] and Seven et al. \[5\] address transition phases as pure control problems, considering slopes as disturbances. With their approaches, they manage to cope with inclination changes of \(7^\circ\) and \(8.5^\circ\).

In our novel approach, we exploit the natural dynamics of a 3D (non linear) Inverted Pendulum and we develop an “equivalent” model. This model is used to design trajectories that capture well the dynamics of the system while respecting constraints fixed by a desired gait. Performing the transition movements mostly during the single support phase and including the effect of the vertical movement of the center of mass in the dynamics of the system, we were able to make the robot traverse inclined terrains without changing the duration of the gait cycle.

The lower body of the new COmpliant huMANoid robot, COMAN, was used to perform the tests. Its intrinsic compliance, due to the passive elasticity in its joints, makes this robot a good candidate for this kind of task. In previous works \[6\], \[7\], \[8\] we focused on the effects of compliance on the dynamics of walking. It was demonstrated that compliance can reduce the effect of disturbances due to the take off and landing of the foot. In fact, instead of a stiff response to the disturbance it introduces a proportional action to the position error (as an intrinsic proportional controller).

In the following sections, we first derive the equations of a 3D Inverted Pendulum, and the "equivalent model". After, a trajectory generator is developed. Following that, the experimental setup is explained and the results of walking, showing dynamic transition on a \(10^\circ\) inclined surface, are reported and discussed.

II. THE 3D INVERTED PENDULUM MODEL

In this section the equations of the 3D (non linear) inverted pendulum model, which is used to approximate the robot in this work, are described and then an equivalent representation is derived.

A. Model Equations

The problem of an inverted pendulum anchored to a surface generally oriented in the world and subject to gravity is described in the following equation:

\[
\tau_g + r_{\text{COM}} \times G = \frac{d}{dt}(r_{\text{COM}} \times L) \tag{1}
\]

where \(\tau_g \in \mathbb{R}^3\) represent the torques at the contact point between the ground and the inverted pendulum, \(r_{\text{COM}} \in \mathbb{R}^3\)
is the position of the COM, \( G \in \mathbb{R}^3 \) is the gravitational force and \( L \) is the linear momentum. These variables are expressed with respect to a Cartesian reference frame \( \{ F \} \) that has its origin at the contact point with the \( x \) and \( y \) axes parallel to the surface. Referring to equation (1) the inverted pendulum model is depicted in Fig. 1.

We define \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) as respectively the roll, pitch and yaw angles of the inclined surface, for example if the surface is inclined upward, \( \alpha_1 \) will be positive. Then the gravitational force, expressed in \( \{ F \} \) can be formulated as follows:

\[
G = m \begin{bmatrix}
-gc_1c_3 - gs_2s_3 \\
gs_1s_3 - gs_2c_3 \\
-gc_1c_2
\end{bmatrix} = m \begin{bmatrix}
g_1 \\
g_2 \\
g_3
\end{bmatrix}
\]

where \( m \) is the mass of the inverted pendulum and \( c_1, c_2, \ c_3, \ s_1, s_2, s_3 \) are respectively the cosine and sine functions of the angles \( \alpha_1, \ \alpha_2 \) and \( \alpha_3 \).

The definition of Zero Moment Point (ZMP) can be then formulated as follows:

\[
\tau_{gr} - r_{zmp} \times G = \begin{bmatrix}
0 \\
0 \\
M_z
\end{bmatrix}
\]  

(2)

where \( r_{zmp} = \begin{bmatrix} x_{zmp} & y_{zmp} \end{bmatrix}^{\top} \) is the ZMP position in \( \{ F \} \), and \( M_z \) is the vertical momentum.

Solving the equation (2) with respect to \( \tau_{gr} \) and substituting it into equation (1) the dynamic system of the inverted pendulum in Fig. 1 can be expressed as follows:

\[
\begin{align*}
\dot{x}_z &= (\ddot{z} - g_z)x + gsx + gsx_{zmp} \\
\dot{y}_z &= (\ddot{z} - g_z)y + gsy + gsy_{zmp}
\end{align*}
\]

(3)

B. Equivalent Representation

The first differential equation of (3) represents the movement of the COM along the \( x \) direction of the reference frame \( \{ F \} \). It can be written using the state space representation as follows:

\[
\begin{bmatrix}
\dot{x} \\
\dot{\dot{x}}
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
\frac{-g_z}{z} & 0
\end{bmatrix} \begin{bmatrix}
x \\
\dot{x}
\end{bmatrix} + \begin{bmatrix}
0 \\
\dot{x}_x + \frac{g_z}{z} x_{zmp}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\dot{x} \\
\dot{\dot{x}}
\end{bmatrix} = A(t) \begin{bmatrix}
x \\
\dot{x}
\end{bmatrix} + B(t)
\]

It is a second order nonlinear dynamic system with parameters: \( \alpha_1, \ \alpha_2, \ \alpha_3, \ \ddot{z}, \ \dot{z}, \ z \) and \( x_{zmp} \). In particular, the first three parameters are constant while the others are time variants. In order to have a diagonal state-transition matrix (it simplifies the computation of the solution) we define a state transformation:

\[
\dot{\hat{X}} = \hat{T}^{-1}X = \begin{bmatrix}
\frac{1}{f_1} & \frac{1}{f_2} \\
\frac{1}{f_2} & -\frac{1}{f_2}
\end{bmatrix}^{-1} \begin{bmatrix}
x \\
\dot{x}
\end{bmatrix}
\]

\[
\hat{A} = \hat{T}^{-1}A \hat{T} = \begin{bmatrix}
f_1 & 0 \\
0 & -f_1
\end{bmatrix}
\]

\[
\hat{B} = \hat{T}^{-1}B = \begin{bmatrix}
f_2 (gs + \frac{g_z}{z} \hat{x}_{zmp}) \\
-f_2 (gs + \frac{g_z}{z} \hat{x}_{zmp})
\end{bmatrix}
\]

where:

\[
f_1 = \sqrt{\frac{z(\ddot{z} - g_z)}{g}} \quad f_2 = \sqrt{\frac{z(\ddot{z} - g_z)}{\ddot{z} - g_z}}
\]

Since \( z(\ddot{z} - g_z) > 0 \), the invertibility of the transformation matrix \( \hat{T} \) (and hence the uniqueness of the transformation) is guaranteed. This condition is valid in a wide range of applications. In fact, \( z \) is positive in all the feasible configuration of the inverted pendulum. Moreover, in the case of \( \ddot{z} \geq 0 \), the condition is valid in the range of parameters:

\[-\frac{\pi}{2} \leq \alpha_1 \leq \frac{\pi}{2} \quad -\frac{\pi}{2} \leq \alpha_2 \leq \frac{\pi}{2} \]

All the configurations that can be exploited with the real robot do not violate these constraints. Instead, in the case of \( \ddot{z} < 0 \), the condition results valid if the following constraint is verified:

\[
\frac{|\ddot{z}|}{g} < c_1c_2
\]

This constraint is generally satisfied because the ratio, between the COM accelerations and the constant \( g \), has low values during walking. For instance, the maximum acceleration, during a walk performed by a human being, is around \( 2m/s^2 \) (in the direction of walking), thus the ratio is less than 0.2. Therefore, the condition for the invertibility of the transformation matrix \( \hat{T} \) is assumed always true. The equivalent system can be represented as follows:

\[
\hat{\dot{X}} = \hat{A}\hat{X} + \hat{B}
\]

(6)

The solution of (6) is given by the following equations:

\[
\begin{align*}
\hat{\dot{x}}_1 &= e^{\int_0^t f_1(\ddot{u}) du} \hat{x}_1(0) \\
&+ \int_0^t e^{\int_u^t f_1(\ddot{u}) du} f_2(\ddot{u}) (gs + \frac{g_z}{z(\ddot{u})} x_{zmp}(\ddot{u})) du \\
\hat{\dot{x}}_2 &= e^{-\int_0^t f_1(\ddot{u}) du} \hat{x}_2(0) \\
&- \int_0^t e^{-\int_u^t f_1(\ddot{u}) du} f_2(\ddot{u}) (gs + \frac{g_z}{z(\ddot{u})} x_{zmp}(\ddot{u})) du
\end{align*}
\]

(7)

where \( \hat{x}_1(t) \) and \( \hat{x}_2(t) \) are respectively the first and the second elements of the equivalent state vector \( \hat{X} \).

A similar procedure was applied to the second differential equation of (3). It represents the movement of the COM along the \( y \) direction (Fig. 1). The solution of the equivalent system is given by:

\[
\begin{align*}
\hat{\dot{y}}_1 &= e^{\int_0^t f_1(\ddot{u}) du} \hat{y}_1(0) \\
&+ \int_0^t e^{\int_u^t f_1(\ddot{u}) du} f_2(\ddot{u}) (gy + \frac{g_z}{z(\ddot{u})} y_{zmp}(\ddot{u})) du \\
\hat{\dot{y}}_2 &= e^{-\int_0^t f_1(\ddot{u}) du} \hat{y}_2(0) \\
&- \int_0^t e^{-\int_u^t f_1(\ddot{u}) du} f_2(\ddot{u}) (gy + \frac{g_z}{z(\ddot{u})} y_{zmp}(\ddot{u})) du
\end{align*}
\]

(8)
The equivalence used for the y movement is the same used for the x movement.

III. TRAJECTORY GENERATOR

We approximate the robot using the 3D inverted pendulum as in Fig. 1. The \{F\} is located at the foot of the supporting leg and the mass at the COM of the robot. In this work we focus on the case where the inclination changes in just one direction. In the following, we refer to the common case where the robot is walking on a flat surface and then a positive slope (with inclination equal to $\theta$) occurs. However the method presented is general and can be used in any situation.

The transition movement (of duration $T_{tr}$) starts with a single support phase (of duration $T_{ss}$) where the robot brings one foot on the slope. Then follows the double support phase (of duration $T_{db}$) where the robot has one foot on the flat ground and another on the slope. The trajectories to perform during the first phase are defined by equations (7) and (8) while the trajectories used for the second phase are polynomial trajectories.

First, the initial and final position and velocity of the COM of the robot during the transition movement are computed, then the vertical movement (along z direction) is defined. Finally, the ZMP trajectories to drive the movement during the single support are computed using the equivalent representation of the Inverted Pendulum.

A. Initial and Final Position and Velocity

We generate the trajectories for walking on the flat ground or on the inclined surface using the 3D Linear Inverted Pendulum model [2] and the ZMP criterion to guarantee the stability.

Referring to Fig. 2, \{F\} is located at the support foot of the transition movement and \( p_i = [x_i,y_i,z_i]^T \) is the initial position of the transition movement. \( d \) is the position (w.r.t. \{F\}) where the second foot is supposed to land at the end of the single support phase and \{F\} is the reference frame of the support foot of the first walking cycle on the incline surface. \( p^* \) is the position of the COM (w.r.t. \{F\}) at the beginning of the walking on the incline surface. The final position of the transition movement can be computed as \( p_f = d + R_y(-\theta)p^* \) where \( R_y(.) \) is the rotational matrix around the y axis. In the same way the final velocity of the transition movement can be computed as \( \dot{p}_f = \dot{x}_i \) the velocity of the COM (w.r.t. \{F\}) at the beginning of the walking on the incline surface.

B. Vertical Movement and ZMP Trajectories

Given the desired duration of the entire transfer phase ($T_{tr}$) we define the trajectory for the vertical movement of the COM as follows:

\[
\begin{align*}
z(t) &= a_1 t^2 + a_2 t + a_3 & t = [0 : T_{tr}] \\
a_3 &= z(0) \\
a_2 &= \frac{\dot{z}(0) T_{tr} + 2z(T_{tr}) - 2a_3 + \dot{z}(T_{tr}) T_{tr}}{2 T_{tr}} \\
a_1 &= \frac{z(T_{tr}) - a_2 T_{tr} - a_3}{T_{tr}^2}
\end{align*}
\]

This is a second order polynomial trajectory that best fits the desired constraints ($T_{tr}$, $z(0)$, $z(T_{tr})$, $\dot{z}(0)$ and $\dot{z}(T_{tr})$). The function to use for the vertical movement can also be different from (9). However the proposed one ensures the invertibility of the transformation matrix $T$ (see II-B), and it allows some later simplification in the computation because of its low order (see III-C).

Fig. 3 reports an example of trajectory generated with (9). Negative time represents instants before the transition (blue), then the trajectory during the transition is reported in green and after the transition in red.

The ZMP trajectories are defined as follows:

\[
\begin{align*}
x_{zmp}(t) &= \beta & 0 \leq t \leq T_{ss} \\
y_{zmp}(t) &= \left\{ \begin{array}{ll} 
\gamma & 0 \leq t \leq T_{sw} \\
-\gamma & T_{sw} < t \leq T_{ss} 
\end{array} \right. \\
T_{sw} &\leq T_{ss} < T_{tr}
\end{align*}
\]

where $\beta$, $\gamma$, $T_{sw}$ are parameters which concern the ZMP trajectory while $T_{ss}$ refers to the duration of the single support. The ZMP reference for the x direction is a constant value while for the y direction, step functions are used.

C. Parameters Computation

In order to compute the trajectory of the movement along the x and y directions the values of the parameters $\beta$, $\gamma$, $T_{sw}$ and $T_{ss}$ need to be computed.

The values of the parameters $\beta$ and $T_{ss}$ are computed considering the equations of the movement along x. We define a candidate function for the double support phase as follows

\[
\begin{align*}
x_{db}(t) &= \left( b_1 \left| t - \frac{T_{tr}}{2} \right| + b_2 \right) \left( t - \frac{T_{tr}}{2} \right) & t = [0 : T_{tr}] \\
b_1 &= \frac{2x_f T_{tr} - 4x_f}{T_{tr}^2} \\
b_2 &= \dot{x}_f - b_1 T_{tr}
\end{align*}
\]
\[t = \frac{3}{4} \text{ than three (see III-B), the primitive of } f \text{ part of it is used during the double support phase, more specifically the part from the computed value } t = T_{tr}. \text{ We refer to it as a “candidate function” because just part of it is used during the double support phase, more specifically the part from the computed value } t = T_{ss} \text{ to } t = T_{tr}.\]

Substituting (10) into (7), considering (12) and (5), and after some manipulation of the equations, the following system is derived:

\[
\begin{cases}
\beta = \frac{e^{-F_1(T_{ss})} - e^{-F_1(x(t))}}{e^T_{x(t)}} - g_x \int_{0}^{T_{ss}} e^{-F_1(v)} f_2(v) dv - g_x \int_{0}^{T_{ss}} e^{F_1(v)} f_2(v) dv
\end{cases}
\]

\[
\begin{cases}
\hat{\beta} = \frac{e^{-F_1(T_{ss})} - e^{-F_1(x(t))}}{e^T_{x(t)}} - g_x \int_{0}^{T_{ss}} e^{-F_1(v)} f_2(v) dv - g_x \int_{0}^{T_{ss}} e^{F_1(v)} f_2(v) dv
\end{cases}
\]

were \( F_1(\cdot) \) is the primitive of \( f_1(\cdot) \) and \( \hat{\beta} \) are obtained applying the transformation (5) respectively to \( x_{db}(t) \) and \( \hat{x}_{db}(t) \). Because of we kept the order of \( z(t) \) lower than three (see III-B), the primitive of \( f_1(t) \) exists and is defined as follows:

\[
F_1(t) = \frac{2a_1 - g_z}{a_1} \ln \left( \sqrt{(2a_1 - g_z)(a_1 t^2 + a_2 t + a_3)} + \frac{(2a_1 t + a_2)(a_1 - g_z)}{2 \sqrt{a_1(a_1 - g_z)}} \right)
\]

Therefore, (13) is a system of two equations in two unknown, \( T_{ss} \) and \( \beta \) respectively. More specifically, this system allows to compute the time \( T_{ss} < T_{tr} \), where the single support trajectory can “join” the double support candidate function together with the corresponding value of \( \beta \). Then, the trajectory of the whole movement along the x direction can be expressed as follows:

\[
x_{tr}(t) = \begin{cases} x(t) & \text{if } 0 \leq t \leq T_{ss} \\ x_{db}(t) & \text{if } T_{ss} < t \leq T_{tr} \end{cases}
\]

Fig. 4 reports an example of our candidate function (in green) for the movement along the x direction and the trajectory developed for the single support (in blue). These results are computed based on the z trajectory reported in Fig. 3.

In a similar way the setting of the parameters \( \gamma \) and \( T_{sw} \) is addressed using the equations of the movement along y. The candidate function for the double support is defined as follows

\[
y_{db}(t) = b_1 t^2 + b_2 t + b_3 \quad t = [0 : T_{tr}]
\]

\[
b_1 = \frac{\hat{y}_f T_{tr} + b_3 - y_f}{T_{tr}^2}
\]

\[
b_2 = \frac{\hat{y}_f - 2b_1 T_{tr}}{T_{tr}}
\]

\[
b_3 = y_f
\]

It is a second order polynomial function (class \( C^\infty \)) taking the value \( y_f \) and derivative \( \hat{y}_f \) at \( t = T_{tr} \).

Substituting (11) into (8), referring to (16) and (5), the following system is derived:

\[
\begin{cases}
\gamma = \frac{e^{-F_1(T_{ss})} - e^{-F_1(0)} \hat{y}_f(0) - g_y \int_{0}^{T_{ss}} e^{-F_1(v)} f_2(v) dv - 2g_y \int_{0}^{T_{ss}} e^{-F_1(v)} f_2(v) dv}{e^{F_1(T_{ss})} - e^{F_1(0)} \hat{y}_f(0) + g_y \int_{0}^{T_{ss}} e^{F_1(v)} f_2(v) dv - 2g_y \int_{0}^{T_{ss}} e^{F_1(v)} f_2(v) dv} \\
\gamma = \frac{\hat{y}_{db}(T_{ss}) - e^{-F_1(0)} \hat{y}_f(0) + g_y \int_{0}^{T_{ss}} e^{-F_1(v)} f_2(v) dv - 2g_y \int_{0}^{T_{ss}} e^{-F_1(v)} f_2(v) dv}{e^{-F_1(T_{ss})} - e^{-F_1(0)} \hat{y}_f(0) + g_y \int_{0}^{T_{ss}} e^{F_1(v)} f_2(v) dv - 2g_y \int_{0}^{T_{ss}} e^{F_1(v)} f_2(v) dv}
\end{cases}
\]

were \( \hat{y}_{db}(T_{ss}) \) and \( \hat{y}_{db}(T_{ss}) \) are obtained applying the transformation (5) respectively to \( y_{db}(T_{ss}) \) and \( \hat{y}_{db}(T_{ss}) \).

Equations (17) is used to compute \( T_{sw} \leq T_{ss} \) and \( \gamma \) so that the single support trajectory would “join” the double support candidate function at time \( T_{ss} \). Then, the trajectory of the whole movement along the y direction can be expressed as follows:

\[
y_{tr}(t) = \begin{cases} y(t) & \text{if } 0 \leq t \leq T_{ss} \\ y_{db}(t) & \text{if } T_{ss} < t \leq T_{tr} \end{cases}
\]

Fig. 5 reports the candidate function (in green) and the single support trajectory (in blue) for the movement along the y direction computed for the z trajectory reported in Fig. 3.

It is important to note that \( x_{tr}(t), \hat{x}_{tr}(t), y_{tr}(t) \) and \( \hat{y}_{tr}(t) \) are continuous in \( 0 \leq t \leq T_{tr} \). In fact, continuity at \( t = T_{ss} \) is guaranteed by Eq. (13) and (17), while for \( t \neq T_{ss} \), it is guaranteed based on the definition Eq. (3), (12) and (16). This condition ensure the absence of impulsive acceleration which may cause loss of balance.
of the foot of the COMAN robot: values for the ZMP parameters according to the dimension of movement, the ZMP must be inside the convex hull of the support regions. We therefore define the feasible range of values for the ZMP parameters according to the dimension of the foot of the COMAN robot: $-0.06 \leq \beta \leq 0.09$ and $-0.03 \leq \gamma \leq 0.03$. Fig. 6 and 7 report the value of $\beta$ and $\gamma$, computed for different gaits. The two surfaces in Fig. 6 represent the value of $\beta$ while the step length $|d|$ is fixed (see III-A) and the slope inclination and the desired duration (respectively $\theta$ and $T_{tr}$) change. In particular, the lower surface corresponds to the smallest step length that the COMAN robot can perform in order to have one foot in front of the other ($|d| = 0.16m$) and the surface on top of it, refers to a step length equal to 0.40m. We can notice that the parameter has a non linear dependence on $T_{tr}$ and $|d|$: it increases when the desired duration decreases or the step length increases. In fact, faster motions require larger accelerations that can be generated by moving the ZMP away from the anchor point of the inverted pendulum. In Fig. 7 the dependency of parameter $\gamma$ on the gait is presented. The two surfaces represent the values of $\gamma$ for the same step lengths considered in Fig. 6. The dependency of $\gamma$ on the step length is mainly due to $T_{tr}$ which changes according to the forward movement.

Furthermore, both parameters have a dependency on the slope inclination (although this dependency is low for $\gamma$). In fact, by changing $\theta$, the dynamics of the movement along the vertical direction alters too. A higher inclination requires a larger vertical acceleration, which can be generated with a ZMP moving away from the anchor point of the inverted pendulum.

When the values of $\beta$ and $\gamma$ (computed for a desired gait) exceed the feasible range, different strategies can be used. As suggested by the analysis of figures 6 and 7, one solution consists of finding a feasible gait close to the desired one, for example changing the step length or the duration of the transfer movement. Another solution could be to modify the functions (12) and (16).

### IV. EXPERIMENTS

#### A. The COMAN Robot

The lower body of the COMAN robot was used to perform the experiments reported in this section. This is a bipedal robot which is powered by actuators implementing joints with physical compliance [9]. All the joints of the lower body are compliant with the exception of the joints located at the ankle roll, hip roll and hip yaw.

Each joint has torque sensor and three encoders to measure the position of the joint before and after the elastic transmission while the third is an absolute encoder sensor used for the system initialization. Motors are position controlled with a PID control loop [10]. Moreover the COMAN robot is equipped with a 6 axis IMU located at the pelvis and two custom 6 axis force/torque sensors mounted at the feet, below the ankles.

The disturbances can be quite important when the steps are large, which is compulsory in dynamic transition phases. For this reason, we use sensory feedback from the robot to add active compliance in order to smoothen the motion of the robot. To do so, we apply the controller described in [11], which combines the control law of [12] that emulates a compliant behavior of the center of mass using the information from the force/torque sensors in the robot feet, and a compliant attitude control algorithm based on feedback from the inertia measurement unit rigidly linked to the pelvis. This algorithm is not intended to directly increase the stability of walking motions, but it does so by acting like a low-pass filter to disturbances applied the robot, such as landing impacts which are perturbations that our model does not take into account.

#### B. Experimental results

The experiment reported in this section permitted the COMAN robot to walk on a flat ground for a few steps then a slope of 10° inclination occurs. The trajectory of the COMAN robot was computed at the beginning of each step, then the trajectories for the feet to respect of the pelvis of the robot was calculated and processed by the controller. Using inverse kinematics, joint references were computed and sent to the joints of the robot.

The walking gait parameters during the different phases and the parameters generated from the trajectory generator during the transition are collected in Table I. As it can be observed, ZMP parameters change considerably during the transition in order to allow the robot to perform the desired movement. In Fig. 8 the reference trajectory of the right foot
is represented in blue and the real position assumed by the right foot is reported in green. It was computed processing the angle values of the joints using the forward kinematics. The transition phase starts at 2.7s and ends at 3.7s as indicated by the two red lines in the graph. The passive compliance and the control action contribute to increase the robustness of the walking adapting the robot to the uncertainties of the ground. In fact, the real trajectory differs from the desired one, especially along the y and z direction. The trajectory developed by the trajectory generator allows the robot to perform the transition movements without fast acceleration or deceleration that may generate instability during the experiments appears smooth and the change of the walking plane did not affect the walking periodicity. It is evident also by looking the foot position profile in Fig. 8.

V. CONCLUSIONS AND FUTURE WORKS

We addressed the problem of dynamic walking on inclined planes. In this paper we focused on the case where the inclination changes just in the walking direction. The problem is divided into two phases: walking and transition. The first is solved using traditional linear models for walking trajectory generation. The transition phase requires a deeper study because of the intrinsic complexity of the motion that must be performed. The dynamics of the robot was approximated by a (non linear) inverted pendulum. Then, the equations of this model were defined and an "equivalent" model was used to develop a trajectory generator. Using this trajectory generator we enabled the COMAN robot to perform a dynamic transition from a horizontal surface to a slope of 10°. The motion generated achieves a smooth and fast transition between the two surfaces, proving that our model captures well the dynamics of the real system. The passive compliance improved the robustness of the walking adapting the robot motion to the uncertainties of the ground. The novel method generates transition between planes generally oriented, hence, it can be used to perform a dynamic transition from horizontal surface to a down-slope surface and from a slope surface to another surface with different inclination as well. Based on these results, our goal is to extend our work and enable the robot to perform locomotion on challenging uneven terrains by planning appropriate trajectories and executing them in a controlled and adaptable way.
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