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Abstract.

The ratio $h/m_u$ between the Planck constant and the unified atomic mass constant should have a special status in the framework of the future International System of Units. Currently (before the redefinition), this ratio allows to compare determinations of $h$ (watt balance) and determinations of $m_u$ (XRCD method). In the future SI, as the Planck constant $h$ will be fixed, the ratio $h/m_u$ will ensure the realization of the new kilogram (quantum kilogram) at the atomic scale. Furthermore as the Avogadro constant will be fixed, the carbon molar mass $M(^{12}\text{C})$, which will no longer be equal to $12 \text{ g} \cdot \text{mol}^{-1}$, will be determined from $m_u$. This ratio is also a key data for the realization of the kilogram at the macroscopic scale using the XRCD method.

In this paper we present the state of the art on experiments that provide the most precise value of the ratio $h/m_u$. We focus on the one based on the measurement of the atomic recoil due to the photon momentum.

The kilogram is the last remaining base unit of the International System of Units which is still defined by a material artifact, the International Prototype of the Kilogram (IPK). Over the past 25 years, an international effort has been underway to change this definition and base it on a fundamental principle. Two different new definitions have been foreseen in the past: a first definition based on atomic mass (for example by fixing the value of the unified atomic mass constant $m_u = m(^{12}\text{C})/12$) and a second one based on the Planck constant $h$ [1]. Those two definitions are related to two experimental methods: the silicon X-ray crystal density method (XRCD) [2, 3, 4] and the watt balance experiment [5, 6, 7, 8] which link to the kilogram respectively the atomic mass constant and the Planck constant (see Figure 1).

$\dagger$ $m_u$ is the mass of the unified atomic mass unit u (also called the dalton, Da). In this paper, we choose not to use this unit which is not a SI unit, but instead we use the physical constant $m_u$. Note also, that currently (before the redefinition), the product between $m_u$ and the Avogadro constant $N_A$ is fixed by the relation $m_uN_A = 1\text{ g} \cdot \text{mol}^{-1}$. We choose not to mention the Avogadro constant in the paper because its definition will change with the new SI.
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The choice of the CGPM 2014 for the new definition of the kilogram is to fix the value of the Planck constant$[9]$. This choice highlights the watt balance method. However, the XRCD method is still relevant and the two methods will be considered in the mise en pratique of the kilogram. Indeed, using the ratio $h/m_u$ which is measured precisely, one can link the Planck constant to the mass $m$ of the silicon sphere used in the XRCD method with the formula:

$$m = h \frac{8V m_u A_r(Si)}{a_0^3 h}$$  \hspace{1cm} (1)$$

where $V$ is the volume of the sphere, $a_0$ is the lattice constant and $A_r(Si)$ is the mean relative atomic mass in the silicon crystal. It can be calculated using the well-known values of $A_r(^{x}Si) = m_{xSi}/m_u$, where $m_{xSi}$ is the mass of the silicon isotope $x$.

Currently, before the redefinition, this equation allows to get a determination of $h$ from the XRCD method as recommended by the CCM$[10]$. After the redefinition, it will be part of the realization of the kilogram using the XRCD method$[11]$. In this equation, we have introduced the ratio $h/m_u$. The purpose of this article is to describe how it is precisely determined.

The CODATA (Committee on Data for Science and Technology)-TGFC (Task Group on Fundamental Constants) will be in charge of the determination of the numerical values of the constants that will be used in the new definition$[9]$. The method of the CODATA consists in extracting the value of a constant using a least square adjustment based on all relevant experiments. While this method combines all measurements together, it is still possible to extract an individual path to obtain a value of $h/m_u$. We will present in this paper the two main ways for a measurement of $h/m_u$: a direct measurement obtained from a measurement of $h/m_X$ where $X$ is an atomic species ($m_X$ its mass), and an indirect measurement using the Rydberg constant $R_\infty$ and the fine structure constant $\alpha$. 

---

**Figure 1.** In the current SI, the ratio $h/m_u$ provides a direct comparison between the watt balance experiment and the XRCD experiment. In the future SI this ratio should be consistent with the draft of the Mise en Pratique of the new kilogram. It would allow the realization of the kilogram at the atomic scale and at the macroscopic scale using the XRCD method.
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The direct method relies on the measurement of the Doppler shift induced by the recoil of an atom absorbing a photon. This shift is given by

\[
\nu_D = \frac{1}{\lambda_R \lambda_B m_X} \frac{h}{m_u}
\]

where \( \lambda_R \) is the wavelength of the laser used for measuring the Doppler effect and \( \lambda_B \) the wavelength of the photon inducing the recoil. With the new definition, this atomic recoil measurement will be a direct method for measuring the mass of X [12]. It also allows to determine \( h/m_u = h/m_X \times A_r(X) \), because the relative atomic mass \( A_r(X) = m_X/m_u \) of an atomic entity X is measured precisely [13].

The second method, also based on atomic physics, relies on the measurement of the Rydberg constant \( R_\infty \) using hydrogen spectroscopy:

\[
R_\infty = \frac{m_e \alpha^2 c}{2h}
\]

where \( \alpha \) is the fine-structure constant and \( m_e \) is the electron mass.

Those two experiments are the most precise experiments used to get the ratio between \( h \) and a microscopic mass (atomic mass or electron mass). Currently they allow for an uncertainty on the ratio \( h/m_u \) of about \( 1.3 \times 10^{-9} \) for the direct method and \( 5.0 \times 10^{-10} \) for the measurement based on the fine structure constant. Nowadays, before the redefinition, the role of the ratio \( h/m_u \) is to extract a value of \( h \) using the XRCD method. The CCM recommends measurements of \( h \) with independent methods in order to validate the new SI. The uncertainty required to validate a measurement is \( 2 \times 10^{-8} \) [10], therefore, the uncertainty on the determination of \( h/m_u \) is not a limiting factor. This can be seen in the correlation factor between \( m_u \) and \( h \) in the CODATA 2014 which is 0.9993.

Finally, we want to emphasize the importance of this ratio in the framework of the new SI. In quantum mechanics, the inertial mass \( m \) is always combined with the Planck constant \( h \). Any measurement of a quantity directly related to a mass, is a measurement of \( h/m \) and therefore, within the future definition, is a direct measurement of a mass at the atomic scale. Since in the SI, the speed of light \( c \) is fixed, this can be also interpreted as an indirect determination of the Compton frequency \( h/mc^2 \) of the particle. This physical concept has been proposed for the definition of the kilogram [14].

The next two sections are devoted to the presentation of the state of the art as well as the perspective for the two most promising determinations of the ratio \( h/m_u \).

1. Determination of the ratio \( h/m_u \) from the fine structure constant \( \alpha \)

An accurate determination of \( h/m_u \) can be derived from the values of fundamental constants using the relationship:

\[
\frac{h}{m_u} = \frac{\alpha^2 c A_r(e)}{2 R_\infty}
\]

in which \( A_r(e) = m_e/m_u \) is the relative atomic mass of the electron, \( R_\infty \) is the Rydberg constant and \( \alpha \) is the fine structure constant.
We will denote \( h_{m_u}(\alpha) \) a value of \( h/m_u \) obtained using this equation. Currently, this value is limited by the measurement of the fine structure constant.

1.1. Determination of \( A_t(e) \)

The determination of \( A_t(e) \) is the measurement of the ratio between two masses: the mass of the electron \( m_e \) and the unified atomic mass constant \( m_u \). Until recently, the only method available for the measurement of mass ratio was based on the measurement of the cyclotron frequency \( \nu_c \) in a Penning trap. The ratio of two measurements of \( \nu_c \) gives the ratio of the masses. This method is widely used for the measurement of relative atomic masses. Depending on the atom, this quantity is known with an uncertainty of typically \( 10^{-8} \) to \( 10^{-11} \). The Atomic Mass Data Center (AMDC) carries out from time-to-time a comprehensive atomic mass evaluation (AME) and publishes a list of many hundreds of relative atomic-mass values. Their latest available paper was published in 2012 [13, 15, 16]. We want to emphasize that the atomic masses are linked to the SI at the level of \( 10^{-8} \) while in the new SI they will be linked to the kilogram at the level of \( 10^{-9} \).

The best determination of \( A_t(e) \) is realized in a special Penning trap by a German collaboration with a relative uncertainty of \( 2.9 \times 10^{-11} \) [17]. The atomic mass of the electron is determined combining a precise measurement of the Larmor \( (\nu_L) \) to cyclotron \( (\nu_c) \) frequency ratio on a single hydrogen-like ion \( (^{12}\text{C}^{5+}) \) with a value of the \( g \)-factor in the following equation:

\[
m_e = \frac{g \, e \, \nu_c}{2 \, q \, \nu_L} m_{\text{ion}} \quad (5)
\]

The hydrogen-like carbon ion of mass \( m_{\text{ion}} \) and charge \( q \) is the defining particle for the atomic mass (apart from the mass and binding energies of the missing electrons, which are sufficiently well known). Advances in quantum electrodynamics (QED) in the past few years allow to calculate the \( g \)-factor with higher precision [18]. This, added to the impressive progress in the control of ions’ motion in a Penning trap, led recently to the determination of \( A_t(e) \) with a precision that surpasses the current literature value of the CODATA 2010 by a factor of 13 [17].

1.2. Determination of the Rydberg constant \( R_\infty \)

The Rydberg constant is the third best known fundamental constant. Its value is provided by high resolution spectroscopy of hydrogen and deuterium atoms ([19] and ref herein). The main contributions are the ones obtained in Garching in the group of T.W. H"ansch on the 1S-2S transition [20] and the ones obtained in Paris, in the group of F. Biraben on the 2S-nS/nD transitions [21]. The latest value of \( R_\infty \) is given by the 2014 adjustment of CODATA with a relative uncertainty of \( 5.9 \times 10^{-12} \) [22]. However, this accurate value is questioned by the recent determination of the proton radius from muonic hydrogen spectroscopy [23, 24] which is in contradistinction with the radius obtained from hydrogen spectroscopy. The problem can be solve by shifting the
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value of the Rydberg constant by 5.8 times its current uncertainty \([23, 24]\). Fortunately, this value of \( R_\infty \) shifts insignificantly the determination of \( h/m_u(\alpha) \).

1.3. Determination of the fine structure constant \( \alpha \)

Since 1987, the best determination of \( \alpha \) arises from the measurement of the anomalous moment of the electron \( a_e \) in a Penning trap combined with QED calculations of \( a_e \).

The value of \( a_e \) is determined by \( a_e = \nu_a/\nu_c \) where \( \nu_a = \nu_s - \nu_c \), \( \nu_c = eB/2\pi m_e \) is the cyclotron frequency, and \( \nu_s = g_e \mu_B B/\hbar \) is the spin-flip (or precession) frequency. In this experiment, \( \nu_a \) and \( \nu_c \) are measured in the same magnetic flux density \( B \) of \( \sim 5 \) T. Twenty years of developments of new methods in the group of G. Gabrielse, at Harvard University, have been necessary to realize the best experimental determination of \( a_e \) \([25, 26]\) to date with a relative uncertainty of \( 0.28 \times 10^{-12} \). A new trap is under development at Harvard to improve the accuracy of \( a_e \) \([27]\).

The most precise determination of \( \alpha \) is obtained from the above experiment combined with the latest challenging QED calculations (tenth order term !) done in the group of T. Kinoshita and M. Nio \([28, 29]\). It has a relative uncertainty of \( 2.5 \times 10^{-10} \).

This determination has varied in the past because of re-evaluations of QED calculations (see \([19]\) and ref. therein) which have shifted the value of \( \alpha \) whereas the experimental value of \( a_e \) has been measured twice in Harvard with an excellent agreement \([25, 26]\). However, in the near future this situation should be enlightened with a competitive determination of \( \alpha \) from bound electron g-factor experiments combined with a weighted difference of the \( g \)-factor of H- and Li-like ions of the same elements \([30]\).

Using the value of the fine structure constant from \( a_e \) \([29]\), the current value of \( h/m_u(\alpha) \) is then:

\[
\frac{h}{m_u}(\alpha) = 3.9903127099(20) \times 10^{-7} \text{m}^2 \cdot \text{s}^{-1}
\]

in which the main component of the uncertainty is due to \( \alpha \).

2. Determination of the ratio \( h/m_u \) from the photon recoil measurement.

A direct determination of the ratio \( h/m_X \) between the Planck constant and an atomic mass can be obtained from the measurement of the recoil velocity \( v_r = \hbar k/m_X \) of an atom when it absorbs a photon of momentum \( \hbar k \) (\( k \) is the wave vector). Since the relative atomic mass is known with a high precision this leads to the ratio \( h/m_u \).

The recoil measurement is based on a Ramsey-Bordé atom interferometer according to the pioneering idea proposed by S. Chu in 1993 \([31]\). Such an atom interferometer uses two pairs of \( \pi/2 \) light-pulses (see Figure 2). Each light pulse induces a two-photon Raman transition between the two hyperfine levels of the ground state. As the Raman transition is performed by two counter-propagating laser beams, an atom absorbs a photon from one beam and re-emits a stimulated photon towards the other beam. Then
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it imparts to the atom $2 \times v_r$. Such transitions are used to separate and recombine the atomic wave packets. Because the Raman transitions are Doppler sensitive, the Ramsey-Bordé atom interferometer measures the velocity change that occurs between the first and the second pair of light pulses. The velocity distribution of atoms transferred after the first two $\pi/2$-pulses follows a Ramsey fringe pattern. The fringe interval $\Delta v$ of this distribution is equal to:

$$\Delta v = \frac{h}{m} \times \frac{1}{\Delta x}$$  \hfill (7)

where $\Delta x$ is the distance between the two arms of the interferometer. The second pair of $\pi/2$ pulses closes the interferometer by transferring the atoms to the initial state with a probability that follows a Ramsey fringe pattern. One can scan the fringes by changing the frequency of the Raman lasers during the second pair of light pulses. The frequency of the central fringe corresponds to a frequency shift that compensates any Doppler effect endured by the atoms within the interferometer.

In the initial scheme [32], the frequency Doppler shift was due to the recoil velocity induced by the Raman transition. In order to improve the sensitivity to the recoil velocity, S. Chu proposed to increase the number of photon momenta transferred to the atoms in the middle of the atom interferometer [31]. Nowadays the most promising approach is the one that uses Bloch oscillations in an accelerated lattice [33, 34] instead of the starting approach based on a sequence of Raman pulses [35]. Bloch oscillations (BO) occur when atoms are placed in an standing wave which is accelerated by linearly sweeping the relative frequency of two counter-propagating laser beams [36, 37]. The physics behind the Bloch oscillation phenomenon is detailed in [38]. A simple picture to understand the coherent acceleration induced by the BO technique is to consider that the atom undergo a succession of Raman transitions in which they begins and ends in the same energy level. The internal state is unchanged while the atomic velocity increases by $2 \times v_r$ (Bragg diffraction). The Doppler shift due to this velocity change is periodically compensated by the frequency sweep of the Bloch laser and the atom is accelerated. The velocity of atoms increases by $2 \times v_r$ per BO: for 87-rubidium it corresponds to a 30 kHz Doppler shift. The number of BO is set by the frequency sweep range. Note that BO is a very efficient process, for which we demonstrate that more than 90% of the atoms get a total velocity variation of $1000 \times v_r$ (500 BO).

2.1. Experimental set-up

Figures 3 and 4 show an overview of our experimental setup in Paris [33]. We use a source of about $2 \times 10^8$ cold rubidium atoms in the $F = 2$ hyperfine level at a temperature of 4 $\mu$K. This atomic source is produced in a three-dimensional magneto-optical trap loaded by a slow beam (about $10^9$ atoms/s at a velocity of 20 m/s) coming from a two-dimensional magneto-optical trap (2D-MOT).

A key point in this experiment is to stabilize and control the frequency and phase difference between the two Raman lasers used for the interferometer. The lasers are
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**Figure 2.** Top figure: description of the semi-classical trajectories of atoms in the atom interferometer. Only the trajectories that play a role in the interferometer are displayed. Bottom figure: timing sequence of the light pulses used for the atom interferometer and Bloch oscillations.

**Figure 3.** Scheme of the vacuum chamber. The cold atomic cloud is produced in a 3D-MOT loaded by a slow atomic beam (from a 2D-MOT). The Raman and the Bloch beams are in vertical geometry. The populations in each hyperfine level are detected by fluorescence at 15 cm below the 3D-MOT using a time-of-flight technique.

phase-locked using a synthesized frequency referenced to a caesium atomic clock. As shown in Figure 4, the synthesized frequency results from the mixing of a fixed frequency (6.834 GHz), a frequency ramp to compensate the fall of atoms in the gravity field (about 25 MHz/s) and the probe frequency. The probe frequency is switched between $\delta_{\text{sel}}$ and $\delta_{\text{meas}}$ using two independent synthesizers, where $\delta_{\text{sel}}$ and $\delta_{\text{meas}}$ are the frequency differences between the two Raman beams respectively during the first and the second pair of $\pi/2$ pulses. To implement Bloch oscillations, we need to generate a moving
optical lattice with a controlled velocity. This requires a high power laser source (2.5 W Ti:sapphire laser). The Bloch beam is split into two paths, each of which passes through an acousto-optic modulator (AOM) to adjust the frequency offset (velocity of the lattice) and amplitude. The depth of the generated optical lattice is $45E_r$ ($E_r$ is the recoil energy). In order to get a value of the ratio $\hbar/m$, we need to precisely measure the wavelength of the Raman and Bloch lasers (equation 2). The frequencies of one Raman laser and the Bloch laser are stabilized onto the same ultra-stable Zerodur Fabry-Perot cavity, itself stabilized on the $5S_{1/2}(F = 3) \rightarrow 5D_{5/2}(F = 5)$ two-photon transition of 85-rubidium (for the short term stability). On the long term, these frequencies are precisely measured by using a femtosecond comb referenced to the caesium clock. As the measurement of the ratio $\hbar/m_{\text{Rb}}$ is performed in terms of frequency, it is thus directly connected to the caesium standard (Figure 4).

2.2. Results and recent improvement

In this section, we will summarize the results obtained during the 2010 measurement campaign in Paris [33].

A typical fringe pattern is shown in Figure 5. It is recorded with 100 points during 1 min. The central fringe is determined with an uncertainty of 0.14 Hz corresponding to a relative uncertainty of $10^{-8}$ on the Doppler shift ($\delta_{\text{sel}} - \delta_{\text{meas}}$) induced by 500 BO.

To prevent systematic errors and gravity, a value of $\hbar/m_{\text{Rb}}$ is determined from four
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Figure 5. The quantity $N_2/(N_2 + N_1)$ versus the frequency difference between the two pairs of $\pi/2$ pulses, where $N_2$ and $N_1$ represent respectively the populations in hyperfine levels $F = 1$ and $F = 2$. The spectrum is recorded with 100 points during 1 min. The measured position of the central fringe is indicated under the spectrum.

spectra. Following the experimental protocol, two spectra are obtained by inverting the direction of the Raman beams in order to eliminate the parasitic level shifts due to the Zeeman effect and the light shifts. For each beam direction we accelerate the atoms alternatively upward and downward to get rid of the change in velocity due to the free fall of atoms in the gravity field. The experimental protocol and the corresponding timing sequence are detailed in [33, 39].

A set of 170 measurements of the ratio $h/m_{Rb}$ obtained during 15 hours of integration time leads to a standard deviation of the mean value of $4.4 \times 10^{-10}$.

The systematic effects, which are the dominant part of the final uncertainty, are detailed in [33, 39]. The effects taken into account are: laser frequencies, beam alignment, second order Zeeman effect, gravity gradient, Gouy phase and wave front curvature. The resulting values of the ratios $h/m_{Rb}$ and $h/m_u$ are:

$$\frac{h}{m_{Rb}} = 4.5913592729(57) \times 10^{-9} \text{m}^2 \cdot \text{s}^{-1}$$

$$\frac{h}{m_u} = 3.9903127193(51) \times 10^{-7} \text{m}^2 \cdot \text{s}^{-1}$$

The main systematic effect in the Paris experiment comes from the Gaussian profile of the laser beams. The atoms experience an effective wavevector determined by the gradient of the laser phase along the propagation axis $z$:

$$k_{\text{eff}} = \frac{d\phi}{dz} = k - \frac{2}{k} \left[ \frac{1}{w^2} - \frac{r^2}{w^4} + \frac{k^2r^2}{4R^2} \right]$$

where $r$ is the radius of the atomic cloud, $w$ the waist of the laser and $R$, the curvature radius. This formula includes both contributions of the Gouy phase and the wave front curvature. The geometrical parameters of the laser beams have been carefully measured.
with a Shack-Hartmann wave-front analyzer. This effect is common to all kinds of measurements based on atom interferometry and also to any distance measured with an optical interferometer - for example in the watt balance or the XRCD method.

The best way to reduce this effect is to increase the waist of the laser beams and to reduce the size of the atomic cloud. Recently we developed a high power laser source for Bloch oscillations and atom interferometry. They are based on the frequency doubling of an amplified seed laser at 1560 nm in a PPLN (periodically poled lithium niobate) crystal [40]. The available laser powers will allow to increase the beam waists at least by a factor of two.

Furthermore, a new experimental setup is under construction. We aim at using a smaller and colder atomic source based on evaporative cooling. With a narrow size atomic source the Gouy phase and wave front curvature systematic effects will be reduced.

The next step is to realize an atom interferometer with a large momentum beamsplitter based on Bloch oscillations. Indeed, increasing the recoil transferred by the beamsplitter will increase the distance between the two arms of the interferometer and therefore its sensitivity (equation 1). In order to implement such a beamsplitter, an atomic source with narrow spatial and momentum spread is required to reduce the phase fluctuations due to light shifts during Bloch oscillations [41, 42] which reduce the fringe contrast. However, the drawback of the high-density atomic source is the atom-atom interactions which give rise to density-dependent mean-field shifts in the atomic interferometer. A precise evaluation of this effect is currently under investigation in our group [43].

The S. Chu pioneering experiment which provided a preliminary measurement of the ratio $h/m_{\text{Cs}}$ in 2002 with a relative uncertainty of $1.4 \times 10^{-8}$ [35], is now under the supervision of H. Müller at UC Berkeley. This group obtained many impressive results toward a new determination of this ratio [44] and published a value with an uncertainty of $4 \times 10^{-9}$ in 2013 [45]. They recently significantly enhanced the sensitivity of the atom interferometer thanks to a combination of Bragg diffraction and Bloch oscillations. They obtained a promising resolution of $5 \times 10^{-10}$ on the caesium recoil frequency measurement [34]. Unfortunately, the Bragg diffraction technique used to implement the atomic beamsplitter causes a diffraction phase, which induces an embarrassing systematic effect in the atom interferometer. They recently managed to control this effect [34] and they will probably provide a new determination of $h/m_{\text{Cs}}$ in the near future.

3. Discussion

The different determinations of the ratio $h/m_u$ are shown in Figure 6. The values labelled (Cs recoil) and (Rb recoil) are deduced from the atomic recoil measurements performed respectively with caesium atoms in H. Müller’s group at UC Berkeley [45] and rubidium atoms at Laboratoire Kastler Brossel in Paris. Currently the relative standard uncertainties for $A_r(\text{Cs})$ and $A_r(\text{Rb})$ are $6.5 \times 10^{-11}$ and $7.5 \times 10^{-11}$, respectively.
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and the smallest relative uncertainty for the direct atom-interferometry measurements of $h/m^{(133)\text{Cs}}$ and $h/m^{(87)\text{Rb}}$ are $1.5 \times 10^{-8}$ and $1.2 \times 10^{-9}$, respectively. It should be noted that the Berkeley value is not included in the last least square adjustment of the CODATA for the determination of the recommended values of fundamental constants. Some small corrections have recently been identified, that were not yet taken into account for the determination of the caesium recoil value ([46] and ref herein).

The value $h/m_u$ labelled $\alpha(a_e+QED)$ is deduced from equation 4 using the recent determination of the relative electron mass [17], the CODATA 2014 recommended value of the Rydberg constant and the value of the fine structure constant $\alpha$ obtained from the measurement of electron anomaly, made by the group of Gabrielse at Harvard university [26] and the recent QED calculations reported in the last publication of Nio and Kinoshita’s group at Nishina Center in Japan [29]. We have also included in Figure 6 the CODATA 2014 recommended value:

$$\frac{h}{m_u} \text{(CODATA2014)} = 3.9903127110(18) \times 10^{-7} \text{m}^2 \cdot \text{s}^{-1}[4.5 \times 10^{-10}] \quad (11)$$

In comparison with the situation in the CODATA 2010, there is no more overlap between error bars of the two most precise determinations especially if one considers the revised QED calculations, the new value of the relative electron mass and the latest adjustments of the Rydberg constant and of the rubidium mass, which shifted the value of the fine structure constant $\alpha(a_e)$ derived from the measurement of electron anomaly
Nowadays there is a strong motivation to continue improving the uncertainty on the measurement of the ratios $h/m_{\text{Rb}}$ and $h/m_{\text{Cs}}$. They will improve the reliability of the CODATA value of $h/m_u$, which is sensitive to QED calculations. Furthermore, this will also provide the most precise test of QED to date [33].

4. Conclusion

In this paper we discussed the key role of the ratio $h/m_u$ in the foreseen redefinition of the kilogram. A reliable and precise value of this ratio should allow a realization of the kilogram based on the Planck constant by using the XRCD method. We have also presented the state of the art for measurements of fundamental constants and physical quantities that are involved in the determination of this ratio. Nowadays the relative uncertainty on the CODATA 2014 the value of the ratio $h/m_u$ is of $4.5 \times 10^{-10}$, which complies with the recommendations of the Consultative Committee for Mass and Related Quantities (CCM) for the redefinition of the kilogram ([47] and ref herein). However the lack of overlap between the value deduced from the photon recoil measurements and the one determined from $\alpha(a_e)$ makes the resulting value of ratio $h/m_u$ less reliable. As it appears along the paper, great efforts are being made in many groups around the world to improve the precision of the value of fundamental constants involved in the determination of this ratio.
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