N

N

Flow level performance evaluation in mobile networks:
Analytical modeling and empirical validation
Salah Eddine Elayoubi, Younes Khadraoui, Bruno Baynat, Taoufik En-Najjary

» To cite this version:

Salah Eddine Elayoubi, Younes Khadraoui, Bruno Baynat, Taoufik En-Najjary. Flow level perfor-
mance evaluation in mobile networks: Analytical modeling and empirical validation. Computer Com-
munications, 2017, 108, pp.27-35. 10.1016/j.comcom.2017.04.011 . hal-01520259

HAL Id: hal-01520259
https://hal.sorbonne-universite.fr /hal-01520259
Submitted on 10 May 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.sorbonne-universite.fr/hal-01520259
https://hal.archives-ouvertes.fr

Flow level performance evaluation in mobile
networks: Analytical modeling and empirical
validation

Salah Eddine Elayoubi!, Younes Khadraoui!, Bruno Baynat®> and Taoufik En-Najjary!
1 Orange Labs, Issy-les-Moulineaux, France
2 Sorbonne Université, UPMC Univ Paris 06, CNRS, LIP6 Laboratory, Paris, France

Abstract—The purpose of this paper is to identify, through
empirical validation, the best analytical model for QoS and
capacity estimation in mobile data networks. We first present
two different sets of models that have been proposed in the
literature: the infinite source, Erlang-like models and the finite
source, Engset-like models. While the former models are widely
developed and adapted to mobile networks, the latter are less
used in the mobile context. We thus derive novel analytical
models to complete the finite source theory before moving to
the comparison of the different models. We make use of network
measurements originating from an HSPA network and compare
the modeled performance with the observed one, for each of the
available analytical models. Our results show that a Processor
Sharing analysis that takes as cell capacity the harmonic average
of the achievable throughputs and as traffic inputs the volumes
generated in each CQI, gives results that are close to the field
measurements. As of the finite source models, we observed a good
match on some cells and a mismatch on other cells. This is due
to the difficulty of extracting traffic parameters from the field.
However, finite source models have a better predictive power
than infinite source models, as their traffic characteristics can
more easily be linked to changes in the network such as the
introduction of new services or new devices.

I. INTRODUCTION

With the explosion of dataraffic over mobile networks,
Quality of Service (QoS) and capacity prediction is becoming
a hot topic for operators<Indeed, robust performance evalu-
ation models are needed-in order to be able to predict the
evolution of QoS and/plan capacity upgrade plans. These latter
may consist of adding new radio carriers, deploying new sites
or even supplementing,a site that has 3G with the new 4G
technology.

As the objective of mobile operators is to ensure an accept-
able user QoS, performance models at flow level are needed.
By flow level - we mean that the dynamic users’ behavior is
taken into account. Indeed, in modern data networks, a user
initiates a call, transfers a certain amount of data, and leaves
the system. The pioneer work of Bonald et al. [8] proposed an
analytical model, based on the Processor Sharing (PS) theory,
that takes into account the heterogeneity of radio conditions
over the cell. In this model, users will accumulate at cell edges
as a transfer will take more time if the offered throughput is

* This work has been carried out in the framework of IDEFIX project,
funded by the ANR under the contract number ANR-13-INFR-0006.

lower. The authors in [22] extended. the model of [8] to the
case where multiple classes/of service (voice, streaming and
data) share the radio resources: Note that these models give a
cell capacity that is proportional to the harmonic mean of the
throughputs observed 'over the cell surface, as this harmonic
mean gives more¢ weight™to positions with lower rates [9].
Other modelslike that proposed in [16] use an arithmetic
mean of throughputs+as a measure for the capacity, the main
arguments being that user mobility allows observing several
radio conditions”during a communication, thus preventing
user accumulation at cell edge. Recent works have extended
Processor sharing models to adaptive streaming traffic [19] and
to different scheduling schemes [1], or to take into account
mobility of users [4]. These models have also been extended
to the cell coordination schemes in HSPA networks [18].

The above mentioned models suppose an infinite source of
users: Users arrive from the outside to the network following
a Poisson process that is independent from the network state;
they are called Erlang-like models, in reference to the original
Erlang model proposed by A. K. Erlang [12]. Other perfor-
mance evaluation models for mobile networks are inspired
from the Engset model [13] and take the hypothesis of a
finite source of users: Users that are physically present in the
cell are limited and their activity is described by an ON/OFF
process. Examples of such works are [5], [6], that considered
that each cell of the network has a finite number of users, each
of them generating ON sessions carrying a pre-determined
volume of data distributed following an exponential law that
is independent from others’ activities. Each ON session is
then followed by an OFF duration, called reading duration.
Note that the available models in the literature suppose that
each user may visit all the possible radio conditions during its
communication; which is somehow related to a high mobility
assumption.

In this paper, we extend these models to the case with
low mobility, where users stay with constant radio conditions
during a typical communication, thus accumulating at cell
edges. Then, in order to identify the best suitable analytical
model among the ones of the literature and the new ones
developed in the current paper, we perform an empirical
validation based on measurements collected from a live HSPA
network. The measurement data include radio parameters,
indicating the distribution of radio conditions, for each of
the considered cells, as well as traffic data. The latter include



offered traffic volumes per radio condition and typical behavior
per user (ON/OFF characteristics). We apply these radio
and traffic measurements as inputs to the different analytical
methods, and compare the performance results with the Key
Performance Indicators (KPI) observed on the field.

The original contributions of this paper are as follows:

o We present and classify the main flow level performance
evaluation methods that have been proposed in the liter-
ature.

o We extend the Engset-like methods to the case of elastic
traffic where users do not change their average radio
conditions during a communication.

o We propose a methodology to feed performance evalu-
ation tools with inputs from live networks, in terms of
radio conditions and traffic parameters.

o We compare empirically the different analytical models
and show the advantages and drawbacks of each of them.
To the best of our knowledge, this is the first work that
assesses empirically the performance of flow level models
based on field measurements.

The remainder of this paper is organized as follows. In
Section II, we present the infinite source queuing models.
Section III deals with the finite source queuing models and
extends the theory to the low mobility case. Section IV shows
how the analytical models can be adapted to take as inputs
network measurements. Section V compares the outputs of
the analytical models to the performance observed in the field
and discusses the pros and cons of each method. Finally,
Section VI concludes the paper.

II. INFINITE SOURCE QUEUING MODELS

This set of models assumes that there is annfinite source
that generates connections in the cell. The. theory is well
elaborated in the literature, so that we give only an overview
of the results that have been obtained/in, €:g. [8] and show
how that can be applied to an arbitrary. number of classes of
radio conditions.

A. Radio model

In order to model the capacity of mobile networks, we
have to understand how the cell’resources are shared among
users and how users benefit from obtained resources. We
begin by considering round robin scheduling, opportunistic
scheduling is considered next. In this case, for a given number
of active users, resources (for instance Time Slots in HSPA and
Resource Blocksuin LTE) are equally divided among users. A
user that is alone in the cell will have different bit rates if he is
close to the base station, compared to the case where he is far
from it, as illustrated in Figure 1. A typical cell of the network
can thus be divided into zones of equal radio conditions, or
classes, each characterized by an achievable throughput, i.e.,
a throughput that can be obtained by a user when scheduled
by the base station.

Suppose now that the radio conditions are known, obtained
analytically, by simulations or from network measurements
as will be shown later. We thus assume that the cell can
be divided into K zones, each one being associated to a
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Fig. 1. a) Example of simulated achievable, throughput over an HSPA cell:
only one user is in the cell but is simulated at different positions in the cell.
b) Cell decomposition into zones ©0f equal radio conditions.

given class ¢ of users,»s = 1,..., K. A user of class ¢ will
obtain a throughput C;, if%it’is alone in the whole cell. These
values are not{sufficient for estimating the average capacity
of the cell. Indeed, the radio interface is a shared broadcast
mediumy andithe traffic dynamics are to be taken into account
when considering the capacity, as explained in the following
subsection.

B\ Processor sharing analysis

We consider here that connection demands arrive to the cell
according to a Poisson process of intensity A connections per
second. We assume that a user that carries a new connection
demand has a probability p; to be off class ¢. In addition
we suppose that users do not change their radio conditions
during their communication and thus remain of the same class
during their whole data transfer, i.e., no mobility is considered
here. As a result, connection demands of class ¢ arrive to the
cell according to a Poisson process of rate A; = Ap;. Each
connection (regardless of its class) brings an average amount
of data equal to F' bits (a file size may follow an arbitrary
distribution with average F'), and it ends upon completion of
this download. The amount of traffic volume offered to the
cell per unit time is thus equal to V' = AF (in bit/s). The load
generated by users of class ¢ is equal to p; = )‘Z—F and the
overall cell load is [8]: '

K
AF
N — L = — 1
p ;p = (1
where C' corresponds to the harmonic mean of achievable
throughput, and can be regarded as the system capacity [8]:

1

- 6)
pi
C;

1

C_’:

=
The idea behind this is that, as far as we considered elastic
services where the aim is to download a pre-determined
amount of data, users at cell edge will have lower data rates
and will stay longer in the cell and contribute more to the



cell load. Based on this load expression, one can model the
cell as a Processor Sharing (PS) queue of capacity C, and the
steady-state probability of having n active users in the cell are
calculated by:

Aw=ra-pn=(Z) a-5  ©

the subscript I standing for “infinite source”.

Knowing the steady-state probabilities, one can derive sev-
eral performance metrics. For instance, the average number of
active flows is calculated by:

n= Z nPi(n) = % )

n=1

The flow throughput of users of class ¢ is calculated by:

¥ = Ci(1—p) Q)
and the average flow throughput over the cell is:
y=C(1—p) ©)

C. Harmonic mean versus arithmetic mean for the cell capac-
ity

Some works in the literature suppose that the cell capacity
is given l;(y the arithmetic mean of achievable throughputs
C = % ,_,piC;, instead of the harmonic mean given in
relation 2. Obviously if the probabilities p; involved in av-
eraging C are the same as those appearing in C, C will be
different from C, and modeling the cell by a PS queue of
capacity ¢ would provide different and thus false results“if
the aforementioned assumptions (e.g., no mobility of\ users)
are satisfied. However, it is interesting to highlight that an
arithmetic mean can provide an equivalent calculation of the
cell capacity, if the probabilities involved in the 'summation
have a different interpretation. Let u$ considersthe following
expression for C:

K
C’ = Zp;Cz (7)
1=1

where p} is not anymore" the\probability for a user of class
i to generate a new connection demand (like for p;), but the
probability that an‘ongoing transfer in the cell is of class 4, i.e.,
uses throughput C;. p) can alternately be seen as the proportion
of ongoing transfers that are of class . Where p; was only
characterizeduby the ratio %, P} must now be expressed as the
ratio %, whete p; = ’\CF and p = Z7K=1 pi. Indeed the more
connection demands of class ¢, the more likely an ongoing
transfer is of class 4 (like in p;), but in addition, the higher the
throughput C;, the faster class ¢ users finish their download
and the less likely an ongoing transfer is of class ¢. Now if
we replace in C the probabilities p) by their expressions, we
obtain that C' = C:

K
C=2.
i=1

O SN F
Pp :Z

=t Z Pi

As a conclusion of this subsection, one must be careful when
choosing the averaging method, depending on the traffic inputs
that are available (volume per radio condition or corresponding
load). We will describe the traffic inputs in the numerical
evaluation section. And it is of high importance to precisely
characterize the probabilities that are involved in the averaging.

D. Introducing opportunistic scheduling gain

The above analysis supposes that the throughput achieved
by a user of class 7 is equal to the throughput when he is
alone in the cell divided by the number/of active users. This
makes the cell capacity C' independentof the numiber of active
users. This is a realistic assumption as long as a round robin
scheduling is considered. However, oppertunistic schedulers
like Proportional Fair Scheduler(PFS)iare usually activated on
the networks and bring a multi-user,diversity gain that has to
be taken into account in“the capacity analysis. The scheduling
decision is in this case based on’the instantaneous throughput
r,(t) of user w at timent (which is zero if the user is not
scheduled) and. onsthe“average throughput R, (t) of user u at
time ¢, evaluated, through the moving average:

Ry (t)= (1= 0)Ry(t — 1)+ Oru(t),

for somefixed time parameter 6 (¢ is discrete and corresponds
to scheduling time slots of the user). The PFS schedules the
user,with the best relative radio conditions, that is with the
maximum ratio:

7 (t)

Ry(t)

The scheduling gain compared to a blind algorithm like round-
robin depends on the number of users n and on the channel
model. If we consider Rayleigh fast fading, the gain G(n)
is approximately equal to the harmonic sum 1+ ...+ % for
n users [7]. Note that the gain can be obtained numerically
for more realistic channels like PA3 or VA3 channels (as
defined in the 3GPP release 12 specifications [23]). In this
paper, we introduce a scheduling gain calculated following
the methodology of [14] and that corresponds to a PA3
channel that is usually reported to give realistic results in an
urban environment [2]. The scheduling gains that are used are
presented in Table I below.

TABLE 1
SCHEDULING GAIN

Nb. of users 1 2 3 4 5 6 7 8 9

Scheduler gain 1 1.24 1.35 14 1.44 1.46 1.47 1,48 1.5

When opportunistic gain is considered, the system can be
modeled as a State Dependent Processor Sharing queue, and
the steady state probabilities for the no mobility case will still
have a product form given by:

pPFS HPFS P

PP (n) = B0 (0) == e

Hm:l (m)

where PFFS(0) is a normalizing constant. Note that an un-
derlying assumption on users’ channels for the product-form
expression 9 to hold is that the rate variations are symmetric

€))




around the mean rate [11]. A similar expression can be found
for the high mobility system, by replacing the harmonic
average by an arithmetic one in the load expression.

III. FINITE SOURCE QUEUING MODELS

These models suppose that a finite number of users are
physically present in the cell. This implies that, unlike the
infinite source model, the arrival rate of connections depends
on the number of users that are currently being served. Indeed,
the more users are in service the less are likely to come. The
other key assumption is that, for each user the generated traffic
is an ON/OFF process, where the ON period corresponds to
an activity session characterized by the average size of the
transfered data X,, (note that for comparing infinite source
and finite source models, we will take X,, = F'), while the
OFF period corresponds to a reading time characterized by
its average duration T,g. We consider the same radio model
as for the infinite source case, i.e., the cell is characterized
by a set of K radio conditions, each one corresponding to a
throughput C;.

A. High mobility model

In [5] and [6], authors assume that there is a constant
number NN of users generating an ON/OFF trafic (as described
above), and that, at any time slot, any user that is currently
in ON period has a probability p; to be of class ¢, i.e., to
use a throughput C;. In a sense, this corresponds to a high
mobility pattern. It has been shown that the cell capacity can be
expressed as an arithmetic mean of all achievable throughputs:
C = >, piC;, and the steady state probability of having
n < N active users is given by relation (10) [5]*"Nete that,
as discussed in Section II-C, the probabilities‘p; involved in
the arithmetic mean of C' does not have e same peaning
as those involved in the harmonic mean-of C’ for the infinite
source PS queue model (relation (2)).

Pe(n) = B (0) (%5) [[V-i+n) a0

the constant PF(O) can bé obtained by normalization as:

N A~
> Di(n) =1

n=0

We can finally,calculate the cell load as: pp = 1 — Pp(0).

B. No mobility model

We now consider the other extreme case where users cannot
change their radio conditions at each time slot, but are rather
fixed. To the best of our knowledge, this system has not been
modeled in the literature. The system corresponds to the case
where there is a fixed number of users for each class ¢, denoted
by Ni, Na, ..., Ng. We model this system with a network of
K pairs of queues where each pair represents a class of users,
be they in an OFF or an ON state, as illustrated in Figure 2.

Proposition 1: The probability of having the distribution
i = (n1,n2,...nx) is given by:

Fig. 2. No mobility system: each tandem of queues represents users of a
given class. When a user achieves his service (the ON period) he returns to
the OFF mode until the next activity period.

N nl L N
Py (ii)="Pr|0] T 11 =i (11)
i=1

where aj= T)i?C .
f

Proof: The service rate of queue ¢ is equal to:
C; n;
i = Tm;
where n = nqy + ... + ng is the total number of users. These

service rates can be easily shown to verify the symmetric
balance equations:

nin;
n(n —1)

where €}, is a vector with 1 in position £ and O elsewhere.

The system of 2K queues represented in Figure 2 corre-
sponds thus to a closed Whittle network [10]. It has been
shown in [10] that the embedded Markov chain in such
a system 1is reversible and the system has a product-form
solution for the steady-state probabilities. These latter can
thus be shown, after some calculations, to be equal to that
of expression (11).

pi (1) s (71 — €;) = p (M) pa (7 — €5) =

C. Alternative simple model

The problem of the model with no mobility is that the
steady-state probabilities of equation (11) cannot be reduced
to a single dimension as for equations (3) and (10). The com-
putation time for such models becomes prohibitive, especially
for network dimensioning tools that deal with a large number
of cells. In order to cope with this issue, we consider an
alternative system that corresponds to a theoretical mobility
case, by supposing that users can change their radio condition
only after an ON session. This is obviously a simplifying
assumption, which makes this model an intermediate case
between the high mobility and the no mobility model. We
still assume that there is a constant number N of users



generating ON/OFF trafic in the cell, and we define p; as
the probability that a user that ends an OFF period is of class
i, i.e., uses a throughput C};, during the whole duration of
its next ON period. Note that the probabilities p; have, once
again, a different interpretation than the probabilities used in
the expression of the harmonic mean of C (used in the infinite
source PS model), or the arithmetic mean of C (used in the
finite source high mobility model).

This system can be modeled by a network of K 41 queues,
K of them representing the ON states of the K classes, and
the remaining one the OFF state, as illustrated in Figure 3.

LG

Xon N

Fig. 3. Athernative system with a theoretical low mobility pattern: When
a user achieves his OFF period, he choses following probability p; to join
queue % during his ON session; he then returns to the OFF queue until his
next activity period.

Proposition 2: The probability of having the/distribution
i = (n1,n2,...nx) is given by:

N! 7!
(N —n)lo Leng!

Pr(n) = Pr[0] affay?.afF (12)

Proof: The service rate‘of each\queue remains the same as
before; the system is thus still a/Whittle network [10]. The
same analysis as that of Proposition 1 leads to the expression
(12).

Knowing these steady-state probabilities, we show in the
following proposition that the system evolution can be de-
scribed by the,one-dimensional state n = n; +...+nx instead
of the K-diménsional state 7.

Proposition 3: The probability of having n users in the cell
can be calculated by:

Pr(n) = Pr(0) (fﬁc> i]:[l(NfH 13
where C is the harmonic average of the throughputs over the
cell.

Proof: The probability of having n users in the cell is equal
to the probability of all possible distributions of 7 such as
ny+neo+..ng=n:

P(n) = >

tlni+ns+..nx=n

Pr(i) =

N! n! n one
P’r[o]m Z mal 0622...04KK

tlni4+ns+..nx=n

In order to prove equation (13), it is sufficient to use the
fact that :

na N K n
Sl (5)
Filny+nat..nx=n nl'nK' Cl CK i1 Cz

Note that this expression corresponds,to the model with high
mobility (equation (10)), by replacing the arithmetic average
by a harmonic one, and using probabilities p; that have a
different interpretation.

The system of Figure'3 can be regarded as an approximation
of the system in Figure.2 when the maximal number of users
in the two cases yerify N'= Zfil N; and N; ~ p; N. Indeed,
as a user during its activity period in Figure 3 does not change
its radio class, the phenomenon of accumulation of users with
bad radie conditions, characterizing the system of Figure 2
will still happenIn order to illustrate this, we plot in Figure
4 the cellload obtained for different values of X, for the
approximate and exact finite source models with static users
(equations (13) and (11)), taking the same simple example of
the previous section, with T, = 40 seconds and N = 10 users
in the cell. We observe that the harmonic average method is
a good approximation for the system with no mobility. We
thus use, in the remainder of this paper, the harmonic average
method for modeling the no mobility case.
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D. Impact of opportunistic scheduling

As explained for the infinite source models, multi-user
diversity gains are to be taken into account in the performance
calculations.

Proposition 4: The steady-state expressions (10) and (13)
can be extended for considering a scheduling gain G(n) that
depends on the number of active users, as follows:

> > )\uXon " 1 - .
PEFS(n) = PEFS(0) < C’ ) T Gm) H(Nfz+1)
m=1 i=1
(14)



and

PﬁFS(n)—PEFS(O)O“?’“) e 1G(m) [Tav—i+1)

m=1 i=1

(15)
Proof: The Whittle network condition still holds when the

service rate of users of class ¢ is equal to:
C; n;

=G
mE X (n)
Expressions (10) and (13) can be derived as for the case of a
constant capacity.

IV. EMPIRICAL DATA DESCRIPTION

The multiplicity of analytical models that can be used
for performance evaluation in cellular networks shows the
need for an empirical validation and comparison of these
models. In this section, we describe the measurements that
have been collected from the field for being used in the
validation process. We consider a live HSPA network in a
major European city, focus on the downlink and make use of
two sources of data:

e Operation and Maintenance Center (OMC) counters:
these counters aggregate the information reported by user
equipments to base stations, in addition to the data mea-
sured directly by the base stations. They include traffic
volume information, radio conditions and performance
metrics (loads, number of active users, etc).

o Probes data: Detailed traffic information that describe the
behavior of users (number of connections per user, traffic
volume per connection, etc.) cannot be obtained from
OMC counters, but rather from traffic probes installed
on the interface between the access and the core network.
Our dataset consists of two captures of.data callirecords of
one hour each, the first one between 9:am and 10 am and
the second trace collected between 7 pmyand 8 pm. For
each radio connection, the probe collects several pieces of
information, namely: customer id (assigned anonymously
by the probe, the probe. keeps the same id inside the
area covered by the RNC),. the start and end time of the
connection, DL/ULxyoluines 4n bytes, and cell identifier
(assigned anonymously by the probe).

A. Radio measurements

We first begin by.describing the radio-related parameters
used in the|validation process.

e CQI distribution: The main signal quality measure in
HSPA is the so-called Channel Quality Indicator (CQI).
This measurement is a quantified Signal -to-Interference-
plus-Noise-Ratio (SINR) reported from UEs to their
serving base station, available later at the OMC level.
Using these field measurements, a CQI distribution can be
constructed. An example CQI distribution obtained from
the field is given in Figure 5.

o HSPA Device mix: This distribution indicates the pro-
portion of HSPA device categories in terms of traffic
volume. The construction of this distribution is similar

to that stated for CQI distribution, with the appropriate
field counters. Note that HSPA devices that are currently
present on the networks range from category 6 (16
QAM modulation with a peak throughput of 3.6 Mbit/s)
to Category 24 (dual cell with 64 QAM and a peak
throughput of 42.2 MBit/s).
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Fig. 5. An example field CQI distribution

BwTraffic measurements

The ‘simplest traffic measure to obtain is the overall traffic
intensity V' in bit/s. It can be obtained by dividing the traffic
volume, a KPI provided by OMC counters, by the observation
time.

The other traffic measures that are used in this paper,
especially for the finite source models, cannot be obtained
from OMC counters, but from probes. Before estimating the
average session volume X,, and average time between ses-
sions T,g we need to take into account some characteristics of
the new generation of smartphones. Indeed, new smartphones
are designed to be always connected to Internet in order to
receive notifications for the applications installed on them
like social networks, email, news, etc. To receive notifications,
smartphones either keep a continuous TCP connection with the
servers by regularly sending keep-alive packets, or regularly
initiate a new TCP connection toward the servers to check for
new notifications. These background activities generate a huge
number of very short radio connections with negligible amount
of data traffic. Separating background activity from regular ac-
tivity is not an easy problem. In this work, we assume all radio
connections with less the 2 Kbytes (less than two MTU TCP
packets) as background activity. These connections represent
62% of total number of radio connections but only 0.001% of
transmitted volume. Keeping these connections while doing
the estimation of X, and T, lead to a ridiculously small
values that are not representative of the actual connections
generating the observed traffic volumes. Therefore, we drop
all these connections from our dataset.

In order to make the calibration process easier, we suppose
that X, and T, are characteristics of customers behavior
and are not dependent on the network cells. This of course



a simplification (that will be relaxed in Section V-B), as
user behavior is known to actually depend on the cell [21].
Therefore, we first estimate these values over the whole trace
after cleaning out the background activity. We thus obtain, for
each operating hour, specific values of X, and T,g. We will
check the validity of this assumption afterwards. We perform
the following estimations:

o In order to determine if two consecutive packets having
the same destination belong to the same downloading ON
period, or to two consecutive ON periods separated by a
reading OFF period, we considered a constant threshold
(empirically set to 2s) under which the two packets are
assumed to belong to the same ON period, and above
which they are assumed to belong to two consecutive
ON periods.

o Xon is estimated as the average of the volumes of all the
radio connections in our dataset.

o For each customer in our dataset (we have more than 80
thousands customers per trace) we estimate the median
interconnection time (MIT), and T,¢ is estimated as the
median of all MITs of all customers.

o For each cell, the number of users physically present in
the cell IV is estimated as the total number of customers
connected to this cell during our observation. We make
use of two estimates: the first takes into account all the
unique users observed during the considered hour on the
cell; this gives an absolute maximum of the number of
physically present users. The other estimate considetrs
only users that generated at least two connections during
the considered hour, in order to be sure that these users
stayed in the cell for a significant amount of time.

C. Performance metrics

In addition to the traffic inputs and radio,parameters, OMC
data give some performance metrics, for instance:

e Scheduler load: this OMC metric corresponds to the pro-
portion of time slots that are used for data transmission.

o Average number of active usefs: this OMC metric gives
the average number of users for’ which the base station
has some data to transmit (that are scheduled or wait to
be scheduled).

e Average usernthroughput: this is not a metric that is
directly given by counters, but can be estimated as the
ratio between the traffic volume and the average number
of active users:

D. Taking into account voice traffic

The models presented in this paper are specific to elastic
data traffic. However, HSPA networks usually share the same
spectrum resources with circuit switched services (R99 voice
service) and some cells have a significant volume of voice
traffic. As the circuit-switched traffic has priority in power
resource allocation, the remaining power resource is assigned
to HSPA, which reduces the throughput of data users compared
to a carrier that is dedicated to HSPA. In order to estimate the
amount of power consumed by voice users, we make use of

multi-Erlang theory, as in [3]. Indeed, if we keep the same
classification of the cell into zones of equal radio conditions,
let P be the power consumed by a voice user at position ¢,
the amount of power consumed by voice users when there is
a vector of 7V = (ny,...,n},) voice users in the cell is equal

to:
K

Pv(ﬁv) = anpzv < Pax — Peont
i=1

where Pp.x is the maximal transmitting power of the base
station and P.., is the power reserved{ for control chan-
nels. Multi-Erlang analysis (using Kaufman-Reberts algorithm
[17][20]) allows computing the blocKing rate for voice users
and their average consumed power Py./The remaining avail-
able power for HSPA traffic is thuSyPax™— Peont — P,. This
has an impact on the throughput that can'be achieved by HSPA
users (the achievable threughputvisslower than the case of a
dedicated carrier for HSPA), and,this reduction can be taken
into account by a shift of the/ CQI distribution by a number
of dBs equivalent’to the power reduction.

In order to take“into account the impact of voice traffic on
the performance, we make use of the following OMC counters:

o The voice traffic volume (in Erlang).
o The maximal cell power.
o The common channels power.

As of thespowers consumed per voice call in different positions
in theeells, it is not given by any field counter. We thus make
use of the simulation results reported in [3] for estimating
them.

E. Adaptation of measurements to analytical models

After describing the data that is available in the field, we
now describe how these measurements can be used as inputs
for the analytical models of Sections II and III.

First, we note that the analytical models described in
Section II take as input a set of achievable throughputs, {C;},
with their associated weights p;. However the inputs collected
from measurements give a distribution of CQIs, as explained
above. In order to obtain the achievable throughputs, we make
use of Transport Block Size (TBS) tables provided by the
3GPP, that associate each CQI to a volume of traffic per
TTI (or equivalently a throughput in bit/s), for each device
category [24]. Combining the device mix observed on the
field with the CQI mix, the achievable throughput distribution
can be obtained. As of the p;’s, they correspond to the
weight associated to each CQI and represent the percentage
of users that see the different CQIs. They correspond thus to
a proportion of offered volume per radio condition.

Table II shows the measurement inputs used by the different
analytical models and the outputs that can be compared to the
KPIs observed on the field. Both infinite and finite source
models take as input the radio parameters (CQI and device
mix, powers). However, only one HSPA traffic parameter — the
traffic volume — is needed for the infinite source models, while
three traffic parameters are needed for the finite source models
(average session volume, average time between sessions and
number of users that are present in the cell). Some other



TABLE II
INPUTS/OUTPUTS OF ANALYTICAL MODELS ADAPTED TO THE FIELD
MEASUREMENTS
Field parameter Input for Output for

CQI distribution

Finite and infinite source

Device mix

Finite and infinite source

Traffic volume

Infinite source

Finite source

Xon Finite source -
Totr Finite source -
Nmax Finite source f
Cell load - Finite and infinite source

Avg. nb. of active users

Finite and infinite source

Avg. user throughput

Finite and infinite source

Voice traffic volume

Finite and infinite source

Cell powers

Finite and infinite source

KPIs observed on the field (average cell load, number of
active users, average user throughput) are used to compare
the models outputs to the field.

V. VALIDATION RESULTS AND DISCUSSIONS
A. Infinite source models

We begin by presenting the results obtained with infinite
source models. The models are tested on a set of 7 cells,
selected so that they represent the typical traffic load values
observed in the network during the measurement hours. Fig-
ures 6 and 7 present the scheduler loads and the numbers of
active users, respectively. The x axis of these figures represents
a fictitious cell ID, where cells are sorted following their
increasing observed loads. Three values are plotted for each of
the cells corresponding to the field measurements, the result
obtained using a harmonic average of throughputs as the cell
capacity and the result obtained using an arithmetic average
(with the same weighting probabilities, as suggestedyin [16]).
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Fig. 6. Validation results for infinite source models: cell loads

The first observation is that the harmonic average gives in
general acceptable results that are close to the field measure-
ments, for both loads and average number of active users.
The second observation is that the arithmetic average method
gives optimistic results (low loads and small numbers of active
users). We explain this by the fact that the majority of the
traffic in the considered HSPA network (an in mobile networks
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Fig. 7. Validation results for infinite source. models; number of active users

in general) is generated-by- indeor users or by nomadic ones
with low mobility. The no mobility assumption is thus closer
to the reality than_the high mobility assumption.

However, there, is-still some gap between the field obser-
vations and the, analytical results with a harmonic average;
we can give some insight into the possible causes of this
inaccuracy:

o -Mobility: Even if the majority of traffic is generated
by, non moving users, some of the traffic is generated
by users in mobility. Neither the harmonic average nor
the arithmetic one are able to describe the performance.
However, the results are closer to the harmonic average
method as there are more static users than mobile ones.

o Inaccuracies in the inputs: Even if we tried to stick
the best to the field measurements for the inputs of the
analytical models, there are still some inputs values that
we obtained from simulations as they cannot be directly
observed on the field. This includes scheduling gains
(Table I) and the power consumed by a voice user.

o Equipment specificities: Our models consider generic
radio resource management (scheduling, throughput asso-
ciation for each of the reported CQIs, etc.) that does not
take into account the specificities of the different vendor
implementations.

o Devices with advanced receivers and receive diversity:
The device mix reported by the OMC counters does
not include the information about receivers and receive
diversity. We thus make a conservative assumption of
standard receivers with no receive diversity, which tends
to give pessimistic results.

B. Finite source models

We now move to the finite source model. We consider the
model presented in equation (13) for two values of the number
of users IV: the upper bound (all users) and the number of users
that made at least two data connections during the observation
period. Figures 8 and 9 present, respectively, the scheduler
loads and the numbers of active users, and follow the same
presentation as before.

We first observe that the gap between results obtained when
considering all users versus the performance when filtering on
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Fig. 8. Validation results for finite source models: cell loads (the same cells
as before are used).

users with multiple connections is high: Taking all users, even
those that make only one connection during the observation
hour, increases the calculated cell load. The second observa-
tion is that when there is a match between the field observation
and the prediction, the filtered case is the closest one; this is
the case of cells 1, 4 and 6. For the other cells, we observe that
both values (all users and filtered connections) give optimistic
results compared to the field (lower loads and lower number
of users). This may result from a sub-estimation of the other
traffic parameters: the volume per connection X, and the OFF
duration T,g. We indeed based the X, and T,g calculations
on the RNC basis and not on a cell per cell basis, arguing
that the behavior of users is not cell-dependent and that the
differentiating parameter between cells is the number of users.

In order to investigate this issue of user’s behavior, that is
different in some cells, we focus on cell 7“and extract the
traffic characteristics of users that are connected to_this cell
(the results are not shown in Figures). We obtain)an average
connection size X,, of 315 Kbytes, compared'to the RNC
average of 243 Kbytes per connection, ‘while the T,,x value
remains almost stable. Applying this new traffic characteristic
to this cell, we obtain a load ‘of 50%, very close to the
56% observed on the field (this is equivalent to the result
obtained with the infinite source /model using the harmonic
average). This experiment illustrates the fact that the finite
source models, if tuned on a,cell per cell basis, can give good
results that fit well to the field.

These results illustrate the difficulty of calibrating finite
source models with*field measurements. Indeed, while only
the traffic volume V' is needed to be extracted on a cell-by-cell
basis in infinite source models, three parameters are needed
in finite source models: X,,, Tog and N. Note however that
analytical models with finite sources are only sensitive to the
ratio %

VI. CONCLUSION

The objective of this paper is twofold: modeling the cell
capacity and comparing the two main sets of models for
performance evaluation in mobile networks. We followed an
empirical approach that consists of feeding the analytical
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Fig. 9. Validation results for finite soufce:models: number of active users

models with inputs from a live network, and comparing the
obtained performance metrics/ with observed performance on
the field.

As of the first.objective, we considered the two definitions
of capacity in the literature that take into account the hetero-
geneity”of radio.conditions over the cell. We namely consider
as capaeity. the arithmetic average of achievable throughputs,
versus “their harmonic average, and highlight the fact that,
before comparing them, one must precisely characterize the
probabilities that are involved in the averaging. We show that
the, harmonic average corresponds to the static case, while
the arithmetic average is more related to the high mobility
case. Our experiments show that the analytical results match
better to field observations when the capacity is considered
as the harmonic average of the achievable throughputs, as
recommended in [8]. This is due to the fact that a large
proportion of the traffic in mobile networks is generated by
indoor or fixed users. For example, [25], Table 13, states that
80% of traffic in dense urban environments is generated by
indoor users.

For the model itself, we studied the infinite source models
where the arrival rate of connections is supposed to be
independent of the network state, and the finite source models
where the number of users that are physically present in the
cell is limited so that the arrival rate reduces when the number
of active users increases. We presented the models that are
available in the literature for infinite source models and derived
novel finite source queuing models that correspond to the case
of a low mobility. We showed that finite source models are
pretty difficult to calibrate with field measurements, due to a
larger number of needed traffic inputs on a cell per cell basis,
while infinite source models are simpler to calibrate because
they only take into consideration the traffic volume. However,
finite source models are able to capture the impact of user
behavior and are useful, for instance, in capacity/technology
planning based on marketing predictions. In this context, finite
source models are very useful for predicting the impact on
the performance of the introduction of new services/devices,
as these latter usually introduce changes in user behaviors
(activity patterns, connection volumes, etc.).
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