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Abstract

A crack located in the thermal diffusion zone of a heat source behaves like a thermal barrier modifying the heat diffusion. For a moving continuous source, the sample surface is heated on a little area near the crack for a duration which depends on the speed of the thermal source. A lock-in process synchronized by the displacement of the continuous heat source along the crack is studied. The thermal signature of the crack is extracted via a space operator applied to the amplitude and the phase of surface temperature images for various speeds of the thermal source. With the technical solution presented in this article, the thermal signature images are analysed according to a length representative of the thermal diffusion length to give a local evaluation of the crack depth (around 3 mm at the maximum) for crack lengths of about few centimetres long. The multi-speed lock-in thermography approach is initially studied with Finite Element Method (FEM) simulations. Experimental tests using an infra-red camera validate the method in a second part. The results do not depend on the heating source if its power is sufficient to produce a temperature rise detectable by an infra-red camera. The depth estimations are obtained independently of the crack width and heat source trajectory. The multi-speed lock-in thermography is a method without contact, without sample preparation, non-polluting, non-destructive and with simple optical adjustments.
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1. Introduction

Cracks in metals caused by fatigue or creep grow predominantly perpendicular to the material surface. Crack depth evaluation in these metals is a major milestone in industry (nuclear, aerospace...) to assess
danger risks and thus to prevent structure damages. The active infrared thermography is a non-contact and non-destructive promising technique for perpendicular crack detection. It uses a local heating solicitation which can be continuous [1-3], pulsed [4-8] or modulated [9-10]. The disturbances of the heat diffusion produced by a crack which acts as a thermal barrier are then analyzed. But these disturbances depend also on parameters like the surface state of the sample, the crack width and the spatial configuration of the heating excitation [2,6,8,9,11-14]. Consequently, the evaluation of the crack depth is difficult to extract and modelling is often required to obtain reliable information [15-17].

The multi-frequency lock-in infrared thermography method [18-22] is a local method to evaluate perpendicular crack depths independently of their width, that needs no surface preparation and no calibration procedure. The spatial second derivative (Laplacian) of both amplitude and phase infrared images acquired at the heating frequency are analyzed as a function of the thermal diffusion length to deduce a local depth indicator (on a few pixel) [18]. Good results are obtained with this method but around 5 minutes are necessary for one local measurement within the range of a few millimetre.

The aim of this paper is to describe a method for scanning a crack of a few centimetre long and to evaluate its depth along its whole length. This new proposed idea is to use the absorption of a continuous heating source moving at different speeds $v_i$ to probe inside the sample. A lock-in detection system is synchronized with the movement of the heating source. This new approach exploits the evolution of crack thermal footprint at different scanning speeds.

In the first part of this article, 3D Finite Element Method (FEM) numerical simulations from COMSOL Multiphysics [23] are used to introduce a depth indicator which relies on the evolution of the first spatial derivative of both amplitude and phase images as a function of a pseudo thermal diffusion length. In the second part of this article, the implementation of the new approach is presented to evaluate linear surface open cracks from measurements with an infra-red camera. Experimental results are obtained with controlled "cracks" in steel blocks as well as an induced fatigue crack.

2. Multi-speed lock-in thermography method
2.1. *Principle of the method*

The sample is heated by a moving continuous heat source of radius $r$. The heating source moves parallel to the crack on a distance $L$ at a speed $v$. Then the heating source is switched off to return back to its initial position as quickly as possible. Each heated point sees the thermal source during approximately $\Delta t \approx \frac{v r^2}{\Delta t} = \frac{L}{v}$, which can be compared to the duration $\Delta t = \frac{L}{v}$.

For low moving speeds $v$, the heat diffuses on a larger distance than for high speeds. In comparison with a modulated configuration, we propose a pseudo thermal diffusion length $\mu^*$ defined as:

$$\mu^* = \frac{\alpha L}{\pi v} = \frac{\alpha \Delta t}{\pi}$$  \hspace{1cm} (1)

where $\alpha$ is the thermal diffusivity of the material. The pseudo thermal diffusion length $\mu^*$ can be adjusted as required by varying the speed $v$. For $v$ such that $\mu^*$ is smaller than the distance $d$ between the heat source and the crack edge, the varying part of the heat flux reaching the crack before vanishing is very small. In the special case where the diffusion length is of the order of the distance to the crack, the heat flux reaches the edge of the crack on the surface and then is blocked. For longer diffusion lengths, the heat flux diffuses deeper into the volume along the crack and may bypass the defect, being then less blocked. All these behaviors can be detected from surface temperature measurements.

The evolution of the surface temperature is analysed by Fast Fourier Transform (FFT) in synchronism with the heat source displacement. A signal corresponds to the evolution of the surface temperature at one position. Therefore, there are as much signals as studied points on the sample surface. For a classical modulated fixed source, a FFT processing of the signals can be used to retrieve both amplitude and phase at the fundamental frequency. For a moving continuous heat source at speed $v$, the frequency of interest in the FFT processing of the signals acquired during one scan when the heat source is ON is equal to $1/\Delta t = v/L$. The amplitude and phase signals of the sequences obtained
for each speed are thus calculated by FFT at frequencies $f_i = v_i/L$. A dedicated analysis is then applied to finally retrieve the open crack depth.

2.2. Simulation configuration

A 3D heat flow simulation model has been developed with COMSOL Multiphysics 4.3 software in order to describe and analyze the interactions between a moving hot spot and a crack of known geometry.

This model considers a metallic block with an open linear crack perpendicular to the surface of length $L$, width $w$ ($w < L$) and with a constant or non constant depth $h(x)$ along the $x$ direction. The local thermal excitation of the surface of the metallic specimen is considered homogeneous and circular, with a radius $r$. The center of the heating spot is located at a distance $d(x)$ from the crack (Figure 1).

![Figure 1: x,y surface sample model.](image)

In the absence of internal heat source, the 3D heat transfer equation in solids can be written as:

$$\rho c \frac{\partial T}{\partial t} - \nabla \cdot (k \nabla T) = 0,$$

(2)

where $\rho$ is the mass density, $c$ the specific heat, $k$ the thermal conductivity, $T$ the temperature and $t$ is time and $\nabla$ the gradient operator [24].

In the model, the influence of radiative and convective heat transfers is neglected. The boundary conditions for the heat flux can be written in the following form:

$$k \nabla T = \Phi(x, y)$$

(3)
where $\Phi(x,y)$ is the term which describes the heat flux transfer at positions $(x,y)$. As a consequence, $\Phi(x,y)$ is different from zero only at portions P corresponding to the laser spot, assuming an illuminated circular surface of area $S=\pi r^2$. Across the lateral sides, the insulated boundary conditions are assumed ($k \nabla T = 0$).

Equations (2) and (3) can be used to calculate the temperature of the thermally excited surface. The initial value of the temperature is the room temperature ($T_0 = 293K$) in the whole domains.

The heat source moves along the whole length $L$ at different speeds $v_i$. The OFF duration is proportional to the ON duration (e.g. 5% or 10%). In order to optimally characterize the defect on the investigated structure, the crack should be located inside the heat diffusion region, within a distance $d$ from the source of the order of the pseudo thermal diffusion length defined in Equation (1).

2.3. Implementation of the finite element modeling

The geometrical parameters of the cracks used in FEM simulations are shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Simulation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Thermal parameters of the metallic block</strong></td>
</tr>
<tr>
<td><strong>Dimensions of the specimen (mm)</strong></td>
</tr>
<tr>
<td><strong>Dimensions of the crack (mm)</strong></td>
</tr>
<tr>
<td><strong>Distance laser spot to crack (mm)</strong></td>
</tr>
<tr>
<td><strong>Laser beam radius (mm)</strong></td>
</tr>
<tr>
<td><strong>Laser beam power (W)</strong></td>
</tr>
<tr>
<td><strong>Heat surface absorption</strong></td>
</tr>
<tr>
<td><strong>ON/OFF cycle durations (s)</strong></td>
</tr>
<tr>
<td><strong>Spot displacement increment ((\mu)m)</strong></td>
</tr>
</tbody>
</table>

A tetrahedral meshing is adapted to the various domains of the sample (bulk or vicinity of the crack). The number of mesh elements is about 200 000. A mesh example is shown in Figure 2. At the top of the surface, a finer meshing is used in order to access to temperature variations with a sufficient spatial resolution.
Figure 2: Typical mesh for FEM simulations for a non constant crack depth \( h(x) \). The mesh contains 263000 elements.

150 surface temperature images are calculated by COMSOL during one ON/OFF cycle: 142 images during \( T_{ON} \), 8 images during \( T_{OFF} \). Thus, the heat source moves in \( x \) direction by steps of around 200 µm with successively 5 speeds. Figure 3 shows the position (a) and the state (b) of the heating spot as a function of time for the 5 ON/OFF cycles.

Figure 3: 5 different ON/OFF cycle durations (0.5 s, 1 s, 1.4 s, 2.5 s, 5 s). (a) \( x \) displacement of the heating spot. (b) state of the heating source (ON/OFF). OFF duration is 5% of ON duration.

Typical temperature evolutions obtained during the heating profile of Figure 3 are presented in Figure 4 for 2 different pixels near the crack.
These profiles are afterward analysed to extract the local depth of the crack.

2.4. **Data analysis procedure**

To avoid using excessively large files, the resulting simulated surface temperature images are re-sampled in space by using a square grid with a 70µm x 70µm pixel size and in time by taking 50 images per displacement. The thermal data are then analyzed by applying an image processing FFT algorithm to each series of images. Consequently, the calculated amplitude and phase images are obtained at frequency $f = 1/\Delta t$. Figure 5 shows an example of amplitude (Figure 5a) and phase (Figure 5b) images of 300 x 200 pixels obtained at $f = 0.2$ Hz. The linear crack footprint is clearly visible in the Figures 5 at the left of the heat source. For using the phase (Figure 5b) in the calculation, it is necessary to correct it from the shift introduced by the heating spot displacement. For that purpose, the phase is corrected with a linear adjustment: each pixel phase on a line along y axis is shifted so that the spot phase of the studied line is equal to 360°. The result is presented in Figure 6a.

In previous work [18], the absolute value of the Laplacian of the amplitude image function and the gradient of the phase image were used to extract the crack responses. In this work, it is chosen to multiply the amplitude image $A$ with the phase image $\phi$ to emphasize the crack signals before to extract it with a spatial operator (gradient or Laplacian). The resulting image of $A.\phi$ for $f = 0.2$ Hz is shown in Figure 6b. A set of pixels $P(x,y)$ located on the crack which faces the heating zone are extracted from the gradient $G$ of the image $A.\phi$ with a basic numerical processing described in [25].
The values $G(x,y)$ of the selected pixels $P(x,y)$ shown in Figure 6c depend on the crack geometry, the heating area and the speed of the heating spot.

**Figure 5**: Calculated temperature images. 1 pixel represents 70µm x 70µm. Depth $h$ range: 0-3 mm.
(a): amplitude image $A$ (arbitrary units a.u.). (b): raw phase image (degree).

**Figure 6**: (a) Shifted phase image $\phi$ (degree). (b) $A. \phi$ image (a.u.). (c) Crack footprint $G(x,101)$ obtained from Figure 6b for $y = 101$ (a.u.).

For each speed $v_i$ of the heating spot, an image $G$ is calculated. To analyze the crack signature of the selected pixels $P(x,y)$, it is proposed to study $G(x,y)^2$ normalized by its maximum as a function of the square of the pseudo thermal diffusion length $\mu^2$. The square function is used to amplify the sensitivity of the method. In the following, $\mu^2$ is noted $I$.

FEM results are presented in Figure 7 for four constant depths $h$ and for five frequencies between 0.2 Hz and 2 Hz. The polynomial fits $f_h$ of these results show a shift along the $I$ axis which depends on the depth $h$ taken for the simulations.
The set of curves obtained for one simulated depth shows that the position of the curves depends on pixel localization too. As in these simulations the scanning distance \( d \) between the laser and the crack is constant, the spreading of the responses (important for small \( h \)) is due to the asymmetry of the moving heating spot.

Therefore, the scanning is operated in the two directions, positive \( x \) and negative \( x \) directions, as illustrated in Figure 8. The values of \( I \) corresponding to \( f_h(I) = 0.5 \) are reported in Figure 9 for these 2 scanning directions.

The superposition of the results shows that the differences induced by the scanning direction along the crack can be reduced by averaging the positive and negative \( x \) scans for each pixel.

**Figure 7**: FEM simulation results for 5 frequencies and fits as a function of \( I \) for a constant depth \( h \) for 300 selected pixels along the crack.

**Figure 8**: Two scanning directions for a constant distance \( d \).
Figure 9: \( I(x) \) (a.u.) obtained for a positive and a negative x scan along a crack with a constant depth. These profiles show the influence of the scanning direction and the interest to average the 2 scans (red curve). 1 pixel represents 70 µm.

2.5. Depth indicator \( I_d \)

The values of \( I \) are representative of the crack footprint but the \( d \) distance between the scanning heating spot and the crack must be taken into account to get access to the quantitative evaluation of a crack depth (Figure 10).

Figure 10: \( y,z \) sample model. \( d \) is the crack distance from the center of the heating source. \( I \) corresponds to the crack footprint.

An indicator \( I_d \) of the crack depth can then be deduced using a simple Pythagorean relation between \( I \) and \( d \):

\[
I_d = \sqrt{l^2 - d^2}.
\]  

(4)
To reduce the influence of the scanning direction (see Figure 9), it is preferable to average the $I_d$ results obtained from two opposite scanning directions. In Figure 11, $I_d$ is averaged on the two opposite scanning directions and is presented for 4 constant depth simulations. A simple transformation function is proposed to evaluate directly and quantitatively the crack depth:

$$h_{ev} = \exp \frac{I_d - b}{a},$$

where $a$ and $b$ are the coefficients deduced from the $I_d$ fit (Figure 11).

![Figure 11: Evaluated depth $h_{ev}$ (mm) calculated from the transformation function using indicators $I_d$ for 4 simulated constant depths. The equation of the Logarithmic fit of the $I_d$ values allows to deduce the $a$ and $b$ coefficients of equation (5). $a = 0.4993$ and $b = 2.0579.$](image)

The transformation function gives a good depth estimation for these simulated results as shown in Figure 11. However, Equation (5) is only well suited for $I$ lower or equal to 5.

Simulations with different thermal diffusions and different maximum $\Delta t$ values show that $I_d$ depends linearly on $I_{max}$ where $I_{max} = \frac{\alpha \Delta t_{max}}{\pi} 10^6$ is the maximum $I$ value (see Figure 12). Consequently, the expression (5) has to take into account $I_{max}$ in the definition of the $a$ and $b$ coefficients.
Figure 12: $I_d$ as a function of $I_{\text{max}}$ for two extreme depths $h$. The linear fits allow to obtain the coefficients for the depth evaluation. (a) $h = 3$ mm. (b) $h = 0.2$ mm.

Deduced from the simulations with $I_{\text{max}}$ between 5 to 15, one obtains:

$$h_{\text{ev}} = \exp\left(\frac{I_d - b}{a}\right) \quad \text{with} \quad a = 0.11I_{\text{max}} \quad \text{and} \quad b = 0.2I_{\text{max}} + 1$$  \hspace{1cm} (6)

2.6. **Crack width independency on depth indicator**

In the real case, crack depth is not constant. In this section, the method is tested for not constant crack depth and for two different crack widths.

Figure 13: Evaluated depth $h_{\text{ev}}$ (mm) in x direction for non constant crack depth and for two crack widths. The black line corresponds to the simulated depth. $d = 1$ mm. 1 pixel represents 70 µm.

The crack depth is chosen between 0 and 3 mm (see Figure 2). The evaluated depth is calculated using Equation (6). Figure 13 shows that $h_{\text{ev}}$ is consistent with the simulated depth shape, regardless of the crack width. Indeed, the two crack widths produce almost the same profile for the depth indicator.
Consequently, the method allows thus to evaluate the crack depth with poor dependency on the crack width.

### 2.7. Scan distance independency on averaged depth indicator

The displacement of the heating source may not be parallel to the crack path. In this section, the crack path on the surface is tilted with respect to the heating source displacement. In this configuration, the scanning distance \( d \) between the laser and the crack is not constant and depends on position \( x \). The crack depth is also not constant, chosen between 0 and 3 mm. As it is shown in Figure 14, four scanning displacements are considered, 2 (positive and negative scanning) for each side (side 1 and side 2) relative of the crack.

![Figure 14: 4 scanning displacements in case of a non-constant distance \( d(x) \). The sides are delimited by the crack path on the surface.](image)

Results obtained for the two sides (\( s1 \) and \( s2 \)) with the two directions (\( x+ \) and \( x- \) direction) are presented in Figure 15. The difference between the two positive scan directions (as between the two negative scan directions) shows that the depth indicator depends on the distance between the heating spot and the crack. So as could be expected, the indicator \( I_d \) depends on the direction and on the side of the scan. To reduce this dependency, instead of averaging the two scanning directions at one side, it is preferable to average the results of one direction on one side to those of the other direction on the other side. This averaging compensates both for the scanning direction and for the varying distance between the heating source and the crack. The Equation (6) is applied to the averaged \( I_d \).
Figure 15: $I_d$ along the crack in x direction (1 pixel represents 70 µm) for 4 scanning processes (side 1 and side 2 with positive and negative directions. $d(x)$ is varying linearly between 1 mm and 1.25 mm.

Figure 16 shows the resulting $h_{ev}$ for two averaging possibilities, $s1,x-$ with $s2,x+$ in continuous line and $s1,x+$ with $s2,x-$ in dotted line. As expected, obtained results are clearly improved and are now comparable to the ones with parallel scanning (Figure 13). Therefore, it can be said the resulting $h_{ev}$ are independent on the distance from the spot to the crack.

Figure 16: Evaluated averaged depth $h_{ev}$ (mm) along the crack in x direction (1 pixel represents 70 µm). The continuous line results from the average of $s1,x-$ and $s2,x+$ responses. The discontinuous line results from the average of $s1,x+$ and $s2,x-$ responses. The black line corresponds to the simulated depths.

3. Experimental results

The procedure numerically studied in the previous part is tested on measurements in this section.
3.1. **Experimental set-up and methodology**

The experimental set-up (see Figure 17) includes a continuous heat source (Ytterbium fiber laser, 1100 nm wavelength and tuneable power), a scanning galvanometer mirror positioning system and an infra-red camera (Jade III, CEDIP, FLIR). The capture of infra-red images, the displacement of the mirrors and the laser output power are controlled by a NI DAQ module of NI. Figure 18 shows a typical command diagram.

The laser beam is focused onto the surface, near the crack in an approximately uniform and circular spot of 0.5 mm diameter. No surface preparation has been applied to the studied samples. The laser power is ON (2W) during a controlled \( \Delta t \) duration which depends on the length \( L \) and speed \( v \) of the spot displacement. The laser is OFF when it goes back to its initial position. The spot is displaced by the mean of the rotation of 2 mirrors. The spot scan is controlled from the *position command* signal of the galvo motors.

The infra-red radiations emitted from the sample surface are measured directly by an infra-red camera. This camera has InSb detectors arranged as 240 x 320 pixels and is sensitive in the 3 to 5 \( \mu \)m wavelength range. The *camera trigger* signal is used to synchronize the camera lock-in detection module (FLIR R9902). This synchronous detection module extracts the component from the infrared signal at the different frequencies \( f_i = v_i / L \). The amplitude and phase images of the \( f \)-component of the infrared emission from the inspected sample surface are then extracted with a fairly good contrast.

The distances \( d \) are deduced for each crack selected pixels once the heated area pixels have been located from amplitude images. The gradient of the product of the amplitude and phase images is calculated via a program running under Matlab according to the procedure described in the former section in order to obtain \( I_f \) from the polynomial fits of \( G^2(\mu \hat{r}) \) and then \( L_f \) from Equation (4). The crack depth is evaluated from Equation (6). Notice that local diffusivity \( \alpha \) of each sample can be directly extracted from measurements [26], in a homogeneous area sufficiently far away from the crack.
3.2. Experimental measurements with controlled artificial cracks

Artificial cracks with a controlled geometry are elaborated to validate experimentally the simulated results presented in the previous sections.

Two 40 x 40 x 20 mm³ steel alloy plates separated by 40 μm thick brass sheet are assembled with screws to simulate a sample with a vertical open crack. Brass, with its good thermal conductivity, is used instead of steel to compensate partially the thermal contact on both sides.
Figure 19: (a) Photography of the internal structure of an artificial crack. The brass sheets (40-µm thick) are put on steel plate before assembling. (b) Mounted artificial crack with two steel plates screwed together to tightly press the brass spacer in between. An artificial crack with a non constant depth from 0 to 4 mm is then formed.

The brass sheet is cut in $z$ direction so as to leave an air gap of controlled non constant depth between two steel plates (Figure 19b). Two samples are studied (Figure 20): sample F with $h$ between 1 mm and 3 mm and sample G with $h$ between 0 mm and 2 mm. The measured thermal diffusivity of the plate is equal to $4.5 \pm 0.3 \times 10^{-6} \text{ m}^2 \text{s}^{-1}$. The duration of the heat source ON/OFF cycle is between 0.5 s and 8 s.

Figure 20: The red squares correspond to the surface area seen by the infrared camera. (a) sample F: $h$ between 1 mm and 3 mm, (b) sample G: $h$ between 2 mm and 0 mm.
Figures 21a and 21b show an example of the measured amplitude and phase infrared images obtained for sample G with the laser spot positioned on side 2 and moving toward negative direction. Figure 21d represents the crack footprint of sample G calculated from the gradient of the product of amplitude and phase images (Figure 21c). The amplitude and phase images of 5 f-components are analyzed on each side (side 1 and side 2) of the crack and for each direction (positive and negative).

The measured local distances $d(x)$ between laser and crack, reported in Figure 22, show that $d(x)$ varies between 1 mm and 1.5 mm. As discussed in section 2.7, these variations have to be taken into account in the depth estimation.
Figure 22: Laser position \( d(x) \) along the crack for the 4 scans (sample G, scanning distance : 20 mm, 1 pixel represents 78 \( \mu \)m). (a) side 2, negative displacement. (b) side 1, negative displacement. (c) side 2, positive displacement. (d) side 1, positive displacement.

Figure 23 shows that \( I_d \) deduced from the selected pixel data of the 4 scans are between 5 and 5.6 for the 1 to 3mm crack depth. These values (green triangles) are higher than those expected in “real” crack simulations (blue diamonds), mostly for little crack depth.

As the artificial crack presents a non perfect thermal contact under the crack (steel in dry contact with brass, in dry contact with steel), new simulations (pink squares in Figure 23) are made with the introduction of a 4 \( \mu \)m air gap between the 40 \( \mu \)m brass sheet and the steel plate, so that they are more representative to the experimental artificial crack geometry. It is worth noting that the impact of the air gap is more important when the crack depth is smaller. Figure 23b shows that the \( I_d \) calculated for the artificial crack simulations (pink squares) are in better agreement with the \( I_d \) obtained from the experimental results (green triangles).
Figure 23: \( I_d \) as a function of \( I_{\max} \) for two extreme depth \( h \) values. The measurement (green triangles) has to be compared to the "artificial" crack simulation (pink square) in which a 4 \( \mu \)m air gap is introduced between a 40 \( \mu \)m brass sheet and the steel plate, similarly to experimental sample. (a) \( h=3 \) mm; (b) \( h=1 \) mm.

Consequently, \( a \) and \( b \) expressions of Equation (6) are no longer valid to evaluate the depth for such artificial cracks: the bad thermal contact due to the little air gap between the brass sheet and the steel plate leads to a bias in the determination of the crack depth. Indeed the poorer thermal contact is similar to a deeper effective crack, the expressions of Equation (6) for \( a \) and \( b \) should be only used for real cracks.

Figure 23b obtained for \( h = 1 \) mm shows that \( b \) coefficient for an artificial crack should be larger than for a real crack. In Figure 24, the local crack depth evaluations (in blue) are deduced along the sample crack using Equation (5) with \( a = 0.55 \) and \( b = 5 \). These results are comparable to the expected depth values (black line).

Figure 24: Evaluation of the local depth \( h_{ev}(x) \) along the crack (scanning area: 20 mm, 1 pixel represents 78 \( \mu \)m) using Equation (5) with \( a=0.55 \) and \( b=5 \). The black line corresponds to the expected depth values. (a) sample F, (b) sample G
The experimental results obtained for artificial cracks show that the method well estimates the crack depth.

3.3. **Experimental measurements with induced fatigue cracks**

An open vertical fatigue crack of 35 width in a highly reflecting 130 x 27 x 9 mm$^3$ Inconel plate is enforced to form by exerting pressure on 2 extremities of the sample over its entire width. Depths are measured on the 2 lateral sides of the sample using optical microscopy [21] (Table 2). The measured thermal diffusivity of the Inconel sample is $3.3 \pm 0.1 \times 10^{-6}$ m$^2$s$^{-1}$. The amplitude and phase images of $f$-components are analyzed on each side of the crack and for each direction as described previously. The duration of the heat source round trip $\Delta t$ is between 0.5s and 8s and the laser power is 2 W.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Depth (mm) on the two lateral sides of the sample</th>
<th>crack width (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inconel</td>
<td>1±0.1</td>
<td>3±0.1</td>
</tr>
</tbody>
</table>

The local depth evaluation along the sample crack is deduced using Equation (6) with $I_{\text{max}} = 5.25$ which leads to $a = 0.58$ and $b = 2.05$. Figure 25 shows that the depth evaluation of the Inconel sample is compatible with the expected lateral depth values (black line on both sides) which allows to deduce that equation (6) seems well suited to evaluate fatigue crack depths.
Figure 25: Evaluation of the local depth $h_{ev}(x)$ along the crack of the Inconel sample (scanning area: 9 mm, 1 pixel represents 40 µm) using equation (6) with $I_{max} = 5.25$ ($a = 0.58$, $b = 2.05$). The black lines correspond to the expected lateral depth values.

Conclusion

In this work, an original method to evaluate the depth of few centimetre long crack is presented. The surface of the material does not require to be prepared for implementing the method. A continuous heating spot moves along the crack at different speeds in order to heat more or less deeply the sample. The different speeds for the displacement of the heating source have to be correctly chosen, depending of the thermal diffusivity of the studied material. Infrared images are acquired using a lock-in detection system, synchronised with the spot movement. The multi-speed lock-in thermography approach has been first studied with simulations. Two crossing scans are analysed to reduce the influence of the non-symmetric heating area due to the moving heating spot. Measurements on controlled artificial cracks have experimentally validated the method for depths less than 3 mm. 2-W lasers are sufficient to scan length around 20 mm. Once the spot is correctly positioned near the crack, the total acquisition duration corresponds to the sum of the heat source ON/OFF cycle durations per scans if there is no average during lock-in procedure. For the presented study, the total acquisition duration is around 4 minutes: one minute for each scan of 5 different ON/OFF cycles with 4 times lock-in averaging and 4 scans. The acquisition time is of the same order as with the multi-frequency lock-in infrared thermography method. However, the described multi-speed continuous heating source associated with a lock-in detection allows to evaluate cracks of a few centimetres long while the previous multi-frequency lock-in infrared thermography method could only evaluate cracks of a few millimetres long. For testing longer cracks with the same cycle duration, that is to say with the same pseudo thermal diffusion lengths, the laser displacement speeds must be increased. Therefore the power of the laser should be increased accordingly to heat more rapidly the surface sample.
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