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Abstract

Wood is a renewable, abundant bio-energy and environment friendly resource. Woody biomass Moisture Content (MC) is a key parameter for controlling the biofuel product qualities and properties. In this paper, we are interested in predicting MC from data. The input impedance of half-wave dipole antenna when buried in the wood pile varies according to the permittivity of wood. Hence, the measurement of reflection coefficient, that gives information about the input impedance, depends directly on the MC of wood. The relationship between the reflection coefficient measurements and the MC is studied. Based upon this relationship, MC predictive models that use machine learning techniques and feature selection methods are proposed. Numerical experiments using real world data show the relevance of the proposed approach that requires a limited computational power. Therefore, a real-time implementation for industrial processes is feasible.
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1. Introduction

The world energy consumption has highly increased due to the industrial development. Global warming is one of the main problems in the 21st century.
A solution consists in using renewable energies that are zero carbon footprint. Indeed, government policies have been applied to motivate the use of renewable energies in order to get the EU target of 20% of energy consumption from renewable sources by 2020 [1]. Wood is the main source of biomass used for heating and represents more than half of the world renewable energy consumption [2]. Wood fuel calorific value depends on the weight of dry wood within the sample. However, in real conditions the delivered sample is never dry. Therefore, woody biomass Moisture Content (MC) becomes the main parameter to determine the energy content and thus the price of the fuel [3, 4]. It is interesting for the wood-to-energy industry to measure the MC in delivered containers. The standard method for MC determination of solid fuels in Europe consists in drying several samples in an oven [5]. This method is based on the weight loss determination after a drying process that usually lasts 24 hours. It is a time consuming method and does not provide an average value of MC of a whole truck of biofuel. To contribute to the wood-to-energy industrial progress, a challenge for scientific research is to propose a reliable method for measuring the MC that is both representative and rapid.

There are several methods available for the determination of MC. They can be divided in two groups: direct methods and indirect methods.

- Direct methods are based on drying processes such as the standard method. They are time-consuming and can only be applied on small samples [6]. Recently, for wood drying process, MC prediction modeling that uses statistical learning methods was proposed. In 2009, an improved neural network model was presented in [7] for predicting lumber MC. During the same year, soft sensor model based on Least Squares Support Vector Machines (LS-SVM) was proposed to predict wood MC [8]. Temperature and humidity are the inputs and MC is the model output. Later, in 2012, Wen and al. [9] proposed a MC predictive model based on SVM, where temperature and equilibrium MC are the model inputs and MC is the model output.

- Indirect methods operate undestructively and rapidly. Therefore, they are more suitable for the wood-to-energy industry requirements [4]. These methods
are based on electrical, optical, radiometric, thermal, hygrometric or acoustic technologies. Both Infrared (IR) and Near-Infrared (NIR) techniques are surface measurement methods that can be only applied on bio fuel convoyed on a belt [3]. These methods are independent of the density of the material since they are sensitive to the surface or more generally to the vicinity of the sensor. Microwaves, having a penetration depth of 15 cm are suitable for conveyor applications. However, microwaves as well as capacitive or Time-Domain-Reflectometric (TDR) methods are influenced by the density of the material up to 5% to the total variation [4]. Radiofrequency technology (RF) is reviewed in literature as the most suitable method for measurements of large samples. Density, mass and temperature of the material affect the signals. However, they can be compensated [10]. The RF measurements are used to estimate the dielectric constant information of the woody biomass. The processing of data from the RF measurements can be improved by the implementation of black box models. The implementation of statistical learning methods for MC prediction was proposed in [11]. The measurement system consisted of two barrels: the upper barrel shields the antenna and the lower barrel contains the samples. The two barrels are connected during measurements. The barrels act as a waveguide.

Both direct and indirect methods show that the use of machine learning techniques is a promising domain for MC prediction in wood biomass. Other successful applications of these techniques in the field of wood science are reported in [12] and [13] for prediction of thermal conductivity and dielectric loss factor, respectively.

In the present study, an indirect method based on RF measurements obtained with an antenna that is fully buried into the samples of wood chips is proposed. When the antenna is buried inside the wood its input impedance varies according to the wood permittivity. Hence, the reflection coefficient $S_{11}$ is measured. It gives information about the input impedance. The modeling approach we propose is implemented according to the following three steps:

- Several measurements of the reflection coefficient $S_{11}$ in the frequency-domain of the same sample are performed to take into account the variations caused by
the heterogeneity of the samples. These measurements differ by changing the arrangement of the wood chips.
• The available measurements are used for building reflection coefficient models to estimate $S_{11}$ as a function of the frequency.
• The outputs of the reflection coefficient models are used as inputs of the MC model. Therefore, the MC model allows to predict MC from estimated values of $S_{11}$ using feature selection methods and the LS-SVM modeling technique which is a kernel method.

The reflection coefficient and the MC models were designed and optimized to be implemented in industrial real time applications. This paper begins by presenting the experimental setup we built to measure the $S_{11}$ of a half-wave length dipole, using a small-scale system for bulk measurements. The modeling methodology we propose for MC prediction is described. The feature selection methods, the LS-SVM technique with a sophisticated validation procedure and the full modeling methodology are then described in detail. Finally, results of numerical experiments conducted with two species of wood chips and a half-wave dipole antenna of two different lengths are presented and discussed to show the effectiveness of the proposed method.

2. Setup description and data acquisition

The literature gives different definitions of MC, in this study MC is calculated on the basis of the wet sample according to following equation,

$$\text{MC}(\%) = \frac{m_{\text{water}}}{m_{\text{wet}}} \times 100 = \frac{m_{\text{water}}}{m_{\text{wet}} + m_{\text{dry}}} \times 100 = \frac{m_{\text{wet}} - m_{\text{dry}}}{m_{\text{wet}}} \times 100 \quad (1)$$

where $m_{\text{water}}$ is the mass of water within the wood, $m_{\text{dry}}$ is the mass of dry wood and $m_{\text{wet}}$ is the whole mass of wet wood. The MC of wood chips varies largely from around 20% to around 50%. The relative permittivity $\varepsilon_r$ of wood strongly changes in the presence of water. Molecules of water generally present a random orientation. However, when an electric field is applied, the molecules orient themselves according to the polarity of the field [14]. The dielectric properties
of a material result from its response under the influence of an electric field and can be expressed by its permittivity \( \varepsilon = \varepsilon_0 \times \varepsilon_r \), where \( \varepsilon_0 \), the permittivity of the vacuum, is constant and only depends on the units used. \( \varepsilon_r \), as presented in equation (2), is a complex number that depends on the angular frequency \( \omega \).

\[
\varepsilon_r(\omega) = \varepsilon'_r(\omega) - j\varepsilon''_r(\omega) \tag{2}
\]

In this paper, the dielectric constant \( \varepsilon'_r \) of water is around 80 [15]. In comparison, \( \varepsilon'_r \) of dry wood is around 1.7 and that of air is equal to 1. Thus, the global permittivity \( \varepsilon \) of the material under test composed by water, wood and air is highly sensitive to the presence of water. A half-wave dipole antenna has a pure real input impedance at both the resonance frequency \( f_r \) and odd harmonics. When the generator that feeds the antenna has a real output impedance equal to the antenna input impedance, the reflection coefficient \( S_{11} \) presents minimal values at these frequencies. The frequency \( f_r \) is related to the length of the antenna \( l \) and to the electric properties of the material according to the following relation:

\[
f_r = \frac{c}{2l\sqrt{\varepsilon_r}} \tag{3}
\]

where \( c \) is the light speed in vacuum.

Therefore, for a given dipole antenna of length \( l \), the measured reflection coefficient \( S_{11} \) depends on the relative permittivity \( \varepsilon_r \) and subsequently on the Moisture Content MC.

As illustrated in Figure 1 (right), minima of \( S_{11} \) are observed at the resonance frequency and at odd harmonics. Their positions depend on the MC value. Our method is based on the measurement of the reflection coefficient \( S_{11} \) of the half-wave dipole antenna within a sample of wood chips using a 8722ES Vector Network Analyzer from Agilent Technologies [16, 17, 18]. Figure 1 (left) shows the laboratory-scale measurement system that was used.

We recall that wood chips are heterogeneous material. In order to take into account the variations caused by the heterogeneity of the samples, several measurements of the reflection coefficient \( S_{11} \) in the frequency domain must
be carried out for the same sample. Hence, the necessity for changing the arrangement of chips between the measurements.

3. Combined model structure of moisture content prediction

This section is dedicated to a brief description of the modeling methodology proposed and summarized in the block diagram illustrated in Figure 2.

In our context, $S_{11}$ measurements obtained with an RF antenna that is fully buried into the samples of wood chips are used. As mentioned above, it needs to take into account possible variations of $S_{11}$ caused by the arrangement of chips around the antenna. The modeling approach is implemented according to the following three steps: (i) For a given MC value, several measurements of the reflection coefficient $S_{11}$ are performed in the frequency-domain which differ by the arrangement of the wood chips, (ii) using all the available measurements, reflection coefficient models are built to estimate $S_{11}$ as a function of the frequency $f$, (iii) the outputs of the reflection coefficient models $\hat{S}_{11}$ are used as inputs of the MC model. Thereby, the MC model allows to predict MC from estimate values of $S_{11}$. The output of the MC model is $\hat{MC}$.
For $N$ values of wood MC, the proposed modeling approach leads to a combined model structure: a set of $N$ reflection coefficient models and a MC model.

The design of the reflection coefficient and the MC models requires the implementation of sophisticated methods for both variable selection and nonlinear black box models synthesis. Before going further in the design of both models methodology, a detailed description of the machine learning methods implemented in the study is given.

4. Variable ranking and selection methods

In modern modeling problems, it is often convenient to consider relevant variables and exclude irrelevant or redundant ones. The variable selection procedure consists in identifying the most representative subset of variables [19]. Variable selection methods were advantageously implemented to enhance data separation problems [20, 21] or to inspire novel over-sampling techniques for learning from imbalanced datasets [22].

According to the availability of the output information (class label for classification and continuous value for regression), variable selection can be categorized as supervised variable selection [23, 24], unsupervised variable selection
[25, 26] and semi-supervised variable selection [27, 28]. Supervised variable selection determines relevant variables using the relationship with the corresponding output information on the training samples. Unsupervised variable selection evaluates variable relevance by exploiting data properties: variance, separability, and distribution. Semi-supervised variable selects a discriminative variable subset by utilizing both supervised and unsupervised training data. These variable selection algorithms can also be categorized into filters and wrappers [19, 29, 30]. Furthermore, the model structure can be taken into account [31, 32]. The filter model relies on general characteristics of the training data to select some variables without involving any learning algorithm. The wrapper model requires one predetermined learning algorithm in variable selection and uses its performance to determine relevant variables. In our study, all the outputs are known. Thus, two different methods for supervised variable ranking and selection are implemented: the Gram-Schmidt orthogonalization procedure [33, 34, 35] with a wrapper approach [19] and the Delta test method [23].

4.1. Gram-Schmidt orthogonalization procedure

This section is devoted to recall briefly the Gram-Schmidt (GS) orthogonalization procedure for ranking the variables of a model that is linear with respect to its parameters. In the context of machine learning, this method was first introduced in [33]. Afterwards, it has been widely implemented for various purposes. The GS procedure is an iterative method. For ranking a set of $D$ candidate variables, it proceeds, at the first iteration, by estimating the relevance of each variable by computing the following quantities:

$$\cos^2 (x_k, y) = \frac{\langle x_k, y \rangle^2}{\|x_k\|^2 \|y\|^2} , \ k = 1, ..., D$$

(4)

where $<.,.>$ denotes the dot product; $x_k$ is the vector of the values of the $k$-th variable and $y$ is the vector of output measured values of the process to be modeled.

The most relevant variable is the input vector that exhibits the largest value of this quantity. Projecting the $D-1$ remaining variables and the output vector
y onto the subspace orthogonal to the vector of the most relevant variable ends the first iteration. Indeed, this projection permits to avoid the selection of redundant variables. The second iteration proceeds similarly by computing the relevance of the $D-1$ variables, selecting the most relevant. Projecting the $D-2$ remaining variables and the output vector $y$ onto the subspace orthogonal to the first two ranked features. The procedure is repeated until all the variables are ranked. Once the features are ranked, the $d$ most relevant of them can be selected using either a filter or a wrapper approach [19]. Although the filter approach is often computationally cost effective, the wrapper approach that usually leads to an acceptable computational burden in our implementation is preferred. Figure 3 describes a basic example of the implementation of this procedure with two variables $x_1$ and $x_2$.

Figure 3: The Gram-Schmidt orthogonalization procedure for ranking two candidate variables in a 3-dimensional vector space $abc$. At the first step, $x_1$ is the most relevant variable with respect to the output $y$. It is selected and then $y$ and variable $x_2$ are projected on the subspace orthogonal to $x_1$. If there are more projected variables $y_p$, their relevance is computed with respect to $y_p$.

4.2. Delta test for variable selection

The Delta test method is a variable selection technique that is based on the estimation of noise variance [23]. Considering the set of $N$ training samples
(x_i, y_i)_{i=1}^{N}, x_i \in \mathbb{R}^D and y_i \in \mathbb{R}, the relationship between the inputs and outputs is assumed to:

\[ y_i = g(x_i) + r_i \] (5)

where \( g \) is the unknown function and \( r = (r_i)_{i=1}^{N} \) is the additive noise (with zero mean and finite variance). Noise variance estimation is the study of how to find an a priori estimate for \( \text{Var}(r) \) given some data without considering any specificities of the shape of \( g \).

The Nearest Neighbour (NN) formulation of Delta test [36, 37, 38] estimates \( \text{Var}(r) \) calculated according to:

\[ \text{Var}(r) \approx \delta = \frac{1}{2N} \sum_{i=1}^{N} (y_i - y_{\text{NN}(i)})^2 \] with \( \delta \rightarrow \text{Var}(r) \) as \( N \rightarrow \infty \) (6)

where \( y_{\text{NN}(i)} \) is the output corresponding to input \( x_{\text{NN}(i)} \) that is the NN of \( x_i \in \mathbb{R}^D \). \( x_{\text{NN}(i)} \) is determined by minimizing the Euclidean distance: \( \|x_i - x_j\|^2 \) in the input space.

The Delta test is used as a cost function for variable selection. The selected variable subset is the one that best minimizes this score (6). In this study, a sequential forward selection is implemented; this method starts from an empty selection and proceeds by adding incrementally the variables that achieve the best improvement of the Delta test.

5. LS-SVM for linear and nonlinear regression

At the start of this section, basic information for LS-SVM theory is provided. Then, the strategy to optimize the hyperparameters of LS-SVM models is detailed.

5.1. LS-SVM model description

As in all machine learning problems, where a set of \( N \) training samples \( (x_i, y_i)_{i=1}^{N} \) is observed, \( x_i \in \mathbb{R}^D \) and \( y_i \in \mathbb{R} \) denote input and output, respectively. The aim is to find a mapping function \( h(x) \) so that \( h(x_i) \approx y_i \forall i \). In the
case of SVM,

\[ h(x) = \langle w, \varphi(x) \rangle + b \]  

(7)

where \( \varphi : \mathbb{R}^D \rightarrow \mathbb{R}^{D_k} \) is the nonlinear function that maps the input space to a high dimensional feature space where linear regression is possible; \( w \in \mathbb{R}^{D_k} \) is the weight vector; \( b \) is the bias term. The last two parameters are to be estimated from the training data. For the optimization problem, SVM involves inequality constraints and uses \( \epsilon \)-insensitive loss function. The LS-SVM is a reformulation of the principles of SVM, that replaces inequality constraints by equality constraints. Furthermore, LS-SVM uses the Least Squares (LS) loss function. Therefore, in LS-SVM for model estimation, the optimization problem is given by

\[
\begin{align*}
\text{minimize} & \quad J(w, b, e) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} e_i^2 \\
y_i = \langle w, \varphi(x_i) \rangle + b + e_i, & \quad i = 1, \ldots, N
\end{align*}
\]

(8)

where \( e_i \) is the modeling error on example \( i \) and \( C \geq 0 \) is a regularization parameter. This problem can be solved using the Lagrange method:

\[
\begin{align*}
\text{minimize} & \quad L(w, b, e, \alpha) = J(w, b, e) - \sum_{i=1}^{N} \alpha_i \left[ \langle w, \varphi(x_i) \rangle + b + e_i - y_i \right] \\
\text{with Lagrange multipliers} & \quad \alpha_i \in \mathbb{R}
\end{align*}
\]

(9)

with Lagrange multipliers \( \alpha_i \in \mathbb{R} \). After elimination of \( w \) and \( e \), the application of Karush-Kuhn-Tucker conditions leads to linear system:

\[
\begin{bmatrix}
K + \frac{1}{C} I_N & 1 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
\alpha \\
b
\end{bmatrix}
= \begin{bmatrix}
y \\
0
\end{bmatrix}
\]

(10)

where \( y = [y_1; \ldots; y_N] \), \( \alpha = [\alpha_1; \ldots; \alpha_N] \), \( I_N^T \) is the \( N \)-dimensional row vector whose elements are equal to 1, \( I_N \) is the \( N \times N \) identity matrix and \( K \) is the \( N \times N \) kernel matrix defined by:

\[ k_{ij} = \langle \varphi(x_i), \varphi(x_j) \rangle \quad i, j = 1, \ldots, N \]
According to Mercer’s condition, the inner product $\langle \varphi(x_i), \varphi(x_j) \rangle$ can be defined through a kernel function $K(x_i, x_j)$. Several choices for the kernel function are possible [39]. In this study, the following kernels were set:

- For linear regression, the linear kernel: $K(x, x_i) = \langle x, x_i \rangle$. The regularization parameter $C$ is optimized using a validation procedure.

- For nonlinear regression, the Gaussian kernel: $K(x, x_i) = \exp \left( -\frac{|x-x_i|^2}{2\sigma^2} \right)$. The regularization parameter $C$ and parameter $\sigma$ are simultaneously optimized using a validation procedure.

$C$ and $\sigma$ are called the hyperparameters of the optimization problem.

Hence, expression (7) becomes:

$$h(x) = \sum_{i=1}^{N} \alpha_i K(x, x_i) + b$$

where the parameters of the LS-SVM model $\alpha$ and $b$ are the solution of the linear system given by relation (10).

5.2. LS-SVM model selection procedure

In the following, the strategy to optimize the hyperparameters of LS-SVM models presented above is described. A suitable way to proceed consists in selecting parameter $C$ (for a linear regression) or the two parameters $C$ and $\sigma$ (for a nonlinear regression) that confer to the LS-SVM model the best generalization capabilities.

In practice, the hyperparameters are optimized by calculating a validation error. Several validation methods are mentioned in the literature [40]. The most popular procedures are the cross validation method and the Leave-One-Out (LOO) method. In order to reduce substantially the computational time of the selection procedure without compromising its efficiency, the validation error is estimated using the Virtual Leave-One-Out (VLOO) method. This method, first proposed for linear models [41] and later extended to nonlinear models [42], allows an estimation of the validation error to be computed by performing
only one training involving the whole available data. This estimation is exact when dealing with linear-in-their-parameters models such as LS-SVM models. The implementation of the VLOO for LS-SVM models was recently described in [43]. For a given LS-SVM model, the VLOO error is computed as:

\[
VLOO = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{\alpha_i}{M_{ii}^{-1}} \right)^2}
\]  

(12)

where \(M_{ii}^{-1}\) is the \(i\)-th diagonal element of the inverse of matrix \(M = K + \frac{1}{\nu}I_N\) that appears in the linear system of relation (10). Thus, the VLOO permits a fast and exact estimation of the validation error that consists in a great benefit when optimizing the values of the hyperparameters according to a grid search. This method was successfully applied to modeling with real data [44].

6. Neural networks

During the past years, the nonlinear modeling of processes using neural networks has been extensively studied [40, 45]. The neural networks implemented in this study are feedforward nets with one hidden layer of sigmoidal units and direct connections from the inputs (see Figure 4). The output of the network is given by

\[
\Psi(x, \theta) = \sum_{i=1}^{N_c} \theta_i^{(2)} \tanh \left( \sum_{j=0}^{D} \theta_{ij}^{(1)} x_j \right) + \sum_{j=0}^{D} \theta_j^{(3)} x_j
\]  

(13)

where the input vector \(x \in \mathbb{R}^{D+1}\) is formed by 1, \(x_1, \ldots, x_D\). Parameter \(N_c\) is the number of hidden neurons and \(\theta\) is the vector of \(N_p = (D+1)(N_c+1) + N_c\) parameters of the network. \(\theta\) is composed of \(\theta^{(1)}\), \(\theta^{(2)}\) and \(\theta^{(3)}\) components.

\(\theta\) is the set of parameters to be adjusted during the training phase. The Levenberg Marquardt algorithm [46, 47] is used to minimize the traditional Least Squares (LS) cost function.

As in section 5.2, the model selection procedure was also founded on the Virtual Leave-One-Out validation method (VLOO). For models that are nonlinear with respect to their parameters, the VLOO score [48, 49] can be derived
Figure 4: A feedforward neural network with direct connections.
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remarkable properties: (i) their values lie in the interval \([0, 1]\), (ii) their sum is equal to the rank of matrix \(Z\).

Several neural nets were trained by increasing the number of hidden units beginning from 1. For each architecture, 100 training were performed with a different parameters initialization at each time. The model selection process consisted in determining the lowest number of hidden neurons \(N_c\) that best minimizes the VLOO score (14). Note that for linear models, the VLOO score can be computed similar to equation 14. However, the jacobian matrix is replaced by the observation one.

The feedforward neural nets presented in this section are entirely deterministic. For various structured prediction problems, modeling techniques may be founded on stochastic hidden variables instead of deterministic ones. In [52] a stochastic feedforward neural net called Sigmoid Belief net is proposed. This model is a kind of Bayesian net. It consists of a directed acyclic graph formed by nodes connected to each others by arcs. The nodes are random variables and the arcs represent probabilistic dependencies. To learn an optimal structure of Bayesian nets, original methods that improve the heuristic search algorithms were recently proposed in [53, 54, 55].

7. Design of the reflection coefficient and MC models

7.1. Building the reflection coefficient models

For each MC value, we have formed a set of \(M\) values for the frequency: \((f_i)_{i=1}^M\). For each value of the frequency, we have measured the corresponding reflection coefficient \((S_{11})_{i=1}^M\). The experiment consisting in \(M\) measurements is repeated \(k\) times corresponding to \(k\) different wood chips arrangements. The whole measurements form a set of \(N = M \times k\) samples that will be considered below as a training set: \((x_i, y_i)_{i=1}^N = (f_i, S_{11})_{i=1}^N\) where \(f_i \in \mathbb{R}^D (D = 1)\) and \(S_{11} \in \mathbb{R}\). Measurements show that reflection coefficient \(S_{11}\) varies nonlinearly with respect to the frequency (see Figure 1 (right)). This indicates that the LS-SVM technique is suitable to design the reflection coefficient models. While
training and selecting these models, the values of the hyperparameters $(C, \sigma)$ are simultaneously optimized according to a grid search (see Section 5.2). A set of candidate values for $C$ and a range of $\sigma$ are defined. For each value of $(C, \sigma)$ and according to the training samples, the parameters $\alpha$ of the model are calculated by solving the linear system (10), then the Virtual Leave-One-Out (VLOO) error is estimated using (12). The value of $(C, \sigma)$ that best minimizes the VLOO error is selected. The Mean Square Error on the training samples ($\text{MSE}_{\text{Train}}$) is calculated as follows:

$$\text{MSE}_{\text{Train}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{S_{11} - \hat{S}_{11}}{e_i} \right)^2}.$$  

The neural networks (see Section 6) are also implemented to design the reflection coefficient models and to compare results obtained with non linear LS-SVM.

7.2. Building the MC model

As described above, a reflection coefficient model was built for each value of MC and its predicted values $\hat{S}_{11}$ computed and saved. The later computation is performed for all the reflection coefficient models. The calculated values of $\hat{S}_{11}$ and the corresponding measurements MC lead to a set of $N$ samples: $(x_i, y_i)_{i=1}^{N} = ([\hat{S}_{11}], \text{MC}_i)_{i=1}^{N}$ where $N = 16$, $[\hat{S}_{11}]_i \in \mathbb{R}^D$ ($D = M = 801$) and $\text{MC}_i \in \mathbb{R}$. This data will be used as a training set to build the MC model. This model also uses LS-SVM however with linear kernel since Gaussian kernel shows no improvement on the generalization capabilities. Contrarily to the set of models above, the number of input variables is large. Thus, the involvement of ranking and feature selection methods is desirable. The Gram-Schmidt orthogonalization procedure (see section 4.1) is used to rank the $D = 801$ variables. Once the features are ranked, the $d$ most relevant of them can be selected according to an incremental procedure. It starts by the most relevant variable ($d = 1$), a set of candidate values for $C$ is defined. For each value of $C$ and according to the training samples, the parameters $\alpha$ of the model are calculated by solving the linear system (10), then the VLOO error is estimated.
using (12). The next most relevant variable \((d = 2)\) is added. We repeat
the same procedure while ranked variables are available. The value of \((d, C)\)
that best minimizes the VLOO error is selected. The MSETrain is calculated
referring to relation (18).

\[
\text{MSETrain} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\text{MC}_i - \hat{\text{MC}}_i)^2}.
\]  

A second feature selection method, the Delta test, described in section 4.2 was
also implemented to select the \(d\) most relevant variables according to the se-
quential forward selection; this method starts from an empty selection and by
adding sequentially the variables that allow the best improvement of the Delta
test (see equation 6). When the subset of the \(d\) most relevant variables is de-
determined, the training samples can be performed. A set of candidate values for
\(C\) is defined. For each value of \(C\) and according to the training samples, the
parameters \(\alpha\) of the model are calculated by solving the linear system (10), then
the VLOO error is estimated using (12). The value of \(C\) that best minimizes
the VLOO error is selected.

With both methods, linear model based on traditional Least Squares (LS)
is also used to build the MC model. The obtained results are compared with
those achieved when the linear LS-SVM is applied.

8. Experimental results

8.1. Reflection coefficient models

Two wood species were involved: softwood (pine wood) and hardwood (oak
wood). One pile of each species was available, it was first moistened and there-
after the change in the MC was monitored over time. 16 different MC values
were tested. For each MC value, \(M = 801\) values of the reflection coefficient \(S_{11}\)
were measured corresponding to as many different frequencies regularly spaced
in the domain [50 MHz, 1.3 GHz]. \(k = 4\) different measurements of the reflection
coefficient \(S_{11}\) corresponding to 4 different wood chips arrangements were
performed. In addition, we studied and compared the performance of dipole having 45 cm and 54 cm lengths, respectively.

8.1.1. *Half-wave dipole antenna 45 cm*

The reflection coefficient $S_{11}$ of the half-wave dipole antenna 45 cm was measured at 16 different MC values for softwood and hardwood. Therefore, for each MC value, a reflection coefficient model was designed. Thus, 16 reflection coefficient models for softwood and 16 reflection coefficient models for hardwood were established. Figure 5 illustrates the Log(VLOO) values with respect to the Log(MSETrain) values for these models obtained with both the LS-SVM technique (blue points) and neural nets (red points). This Figure shows that for each model, the training and validation errors (MSETrain, VLOO) are very close for both methods. This result ensures that the models complexity is well controlled. Thus, no overfitting is observed. LS-SVM models show slightly better results probably due to the built-in regularization mechanism. Further details can be found in the appendix:

- Table .7 gives the training and validation errors (MSETrain, VLOO) and also the couple $(C, \sigma)$ of the LS-SVM models showing the best generalization capabilities for each value of MC and for both wood types.

- Table .8 gives the (MSETrain, VLOO) and the optimal hidden neurons $N_c$ of the neural networks models for both wood types.

8.1.2. *Half-wave dipole antenna 54 cm*

When the half-wave dipole antenna 54 cm was used, the same process to determine the reflection coefficient models was carried out. For each wood type, 16 reflection coefficient models were selected. Figure 6 illustrates the Log(VLOO) values with respect to the Log(MSETrain) values for these models. Similarly to the antenna 45 cm, this Figure shows that for each model, the training and validation errors (MSETrain, VLOO) are very close with both modeling methods. No overfitting is observed. LS-SVM also perform slightly
better than above probably thanks to a good control of models complexity with the built-in regularization mechanism. Further details can be found in the appendix:

- Table .9 illustrates the training and validation errors (MSETrain, VLOO) and also the couple \((C, \sigma)\) of the models showing the best generalization capabilities for each value of MC and for both wood types.

- Table .10 gives the \((MSETrain, VLOO)\) and the optimal hidden neurons \(N_c\) of the neural networks models for both wood types.

8.2. MC model

The conditions of modeling stay the same as above. Two dipole lengths: 45 cm and 54 cm, two wood species: softwood and hardwood, and 16 different MC values for each wood species were considered. Depending on whether: (i) a feature selection procedure is implemented or not for building a MC model, (ii) either the Gram-Schmidt procedure or the Delta test is used, three different training procedures can be carried out. These procedures lead to three different MC models that are based on LS-SVM technique. All of them were taken into account.
8.2.1. Half-wave dipole antenna 45 cm

Table 1 and Table 2 show the training and validation errors (MSETrain, VLOO) obtained with the three kinds of models. The selected models are those with the best generalization capabilities. For each of them, the Tables also indicate the corresponding value of the regularization parameter $C$ and the number $d$ of selected relevant variables. Comparisons with the traditional LS method are also given.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>$C$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS-SVM with linear kernel</td>
<td>1.43</td>
<td>3.02</td>
<td>0.003</td>
<td>801</td>
</tr>
<tr>
<td>Gram-Schmidt + LS-SVM with linear kernel</td>
<td>0.66</td>
<td>1.47</td>
<td>50</td>
<td>8</td>
</tr>
<tr>
<td>Gram-Schmidt + LS</td>
<td>1.06</td>
<td>2.47</td>
<td>X</td>
<td>8</td>
</tr>
<tr>
<td>Delta-test + LS-SVM with linear kernel</td>
<td>2.22</td>
<td>2.93</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Delta-test + LS</td>
<td>7.07</td>
<td>8.58</td>
<td>X</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1: The MC models (dipole antenna 45 cm for softwood).

For the softwood, the best performance was obtained when using the Gram-Schmidt procedure and LS-SVM technique with linear kernel. When the MC range is from 17.5% to 50.1%, the validation error is 1.47%. For the hardwood, the best performance was obtained with the same combination as for the softwood. When the MC range is from 13% to 46%, the validation error
**Methods**  
<table>
<thead>
<tr>
<th>Method</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>C</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS-SVM with linear kernel</td>
<td>3.49</td>
<td>5.03</td>
<td>0.0008</td>
<td>801</td>
</tr>
<tr>
<td>Gram-Schmidt + LS-SVM with linear kernel</td>
<td>1.52</td>
<td>2.60</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Gram-Schmidt + LS</td>
<td>1.23</td>
<td>2.33</td>
<td>X</td>
<td>7</td>
</tr>
<tr>
<td>Delta-test + LS-SVM with linear kernel</td>
<td>2.99</td>
<td>3.80</td>
<td>0.6</td>
<td>2</td>
</tr>
<tr>
<td>Delta-test + LS</td>
<td>4.55</td>
<td>5.30</td>
<td>X</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2: The MC models (dipole antenna 45 cm for hardwood).

is 2.60% (almost 2.33% with LS). Figure 7 illustrates the best results for both wood types. Training (blue) and validation (red) results are presented by scatter plots of the 16 predicted MC values versus the 16 measured MC values. The predicted values are shown on the y-axis and the measured values on the x-axis. The quality of the model is also evaluated using the correlation coefficient $r$

This coefficient is computed as follows:

$$
 r = \frac{\sum_{i=1}^{N} (MC_i - \overline{MC})(\hat{MC}_i - \overline{\hat{MC}})}{\sqrt{\sum_{i=1}^{N} (MC_i - \overline{MC})^2} \sqrt{\sum_{i=1}^{N} (\hat{MC}_i - \overline{\hat{MC}})^2}}  \tag{19}
$$

where $\overline{MC}$ and $\overline{\hat{MC}}$ are the mean values of $(MC_i)_{i=1}^{N}$ and $(\hat{MC}_i)_{i=1}^{N}$, respectively. The best quality of the model is evaluated with the highest value of $r$.

![Figure 7](image.png)

Figure 7: The MC predicted values when Gram-Schmidt + LS-SVM with linear kernel is applied to softwood (left) and hardwood (right) with the half-wave dipole antenna 45 cm.
8.2.2. Half-wave dipole antenna 54 cm

The results obtained are shown on Table 3 and Table 4 for softwood and hardwood, respectively.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>C</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS-SVM with linear kernel</td>
<td>1.08</td>
<td>3.26</td>
<td>0.007</td>
<td>801</td>
</tr>
<tr>
<td>Gram-Schmidt + LS-SVM with linear kernel</td>
<td>0.24</td>
<td>1.42</td>
<td>70</td>
<td>12</td>
</tr>
<tr>
<td>Gram-Schmidt + LS</td>
<td>0.21</td>
<td>1.20</td>
<td>X</td>
<td>12</td>
</tr>
<tr>
<td>Delta-test + LS-SVM with linear kernel</td>
<td>2.51</td>
<td>3.23</td>
<td>0.2</td>
<td>5</td>
</tr>
<tr>
<td>Delta-test + LS</td>
<td>3.32</td>
<td>4.86</td>
<td>X</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3: The MC models (dipole antenna 54 cm for softwood).

<table>
<thead>
<tr>
<th>Methods</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>C</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS-SVM with linear kernel</td>
<td>3.30</td>
<td>4.81</td>
<td>0.001</td>
<td>801</td>
</tr>
<tr>
<td>Gram-Schmidt + LS-SVM with linear kernel</td>
<td>0.85</td>
<td>1.83</td>
<td>65</td>
<td>8</td>
</tr>
<tr>
<td>Gram-Schmidt + LS</td>
<td>1.52</td>
<td>2.67</td>
<td>X</td>
<td>8</td>
</tr>
<tr>
<td>Delta-test + LS-SVM with linear kernel</td>
<td>3.93</td>
<td>4.92</td>
<td>0.1</td>
<td>5</td>
</tr>
<tr>
<td>Delta-test + LS</td>
<td>3.35</td>
<td>6.20</td>
<td>X</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 4: The MC models (dipole antenna 54 cm for hardwood).

Similarly to the antenna 45 cm, the best results are obtained when using the Gram-Schmidt procedure and LS-SVM technique with linear kernel. The validation error for the softwood is 1.42% (almost 1.20% with LS) and for the hardwood is 1.83%. Figure 8 illustrates the best results for both wood types. Training (blue) and validation (red) results are presented by scatter plots of the 16 predicted MC values with respect to the measured MC values.

8.2.3. Discussion

- Over the four combinations obtained with the two dipole lengths and the two wood types, the most efficient model is achieved when the reflection coefficients are selected using the Gram-Schmidt orthogonalisation procedure.

- The half-wave dipole antenna 54 cm allows to achieve more efficient models
than the dipole 45 cm whatever the wood type.

- The LS-SVM with Gaussian kernel was also implemented. The values of the hyperparameters \((C, \sigma)\) were simultaneously optimized using the VLOO procedure. The performance was not improved. Therefore, LS-SVM with linear kernel remains more suitable.

- Both LS-SVM and the traditional LS method perform pretty much the same when variables are ranked using the Gram-Schmidt orthogonalization procedure. However, LS-SVM models outperform systematically the LS method when using the Delta-test.

8.2.4. Mixture of wood

The proposed measurement system shows good performances to estimate the MC of wood chips being either softwood or hardwood. However, a woodpile may consist in a mixture of these two wood types. Thus, one can wonder if the modeling methodology proposed may achieve efficient models when the design uses measurements obtained with both wood types. In section 8.1, we built 16 reflection coefficient models for softwood and 16 reflection coefficient models for hardwood for both antenna lengths. This leads to 32 reflection coefficient models corresponding to 32 different values of MC. Consequently, 32 samples...
were formed. 22 samples (11 for softwood and 11 for hardwood) were dedicated to adjust the MC model. The remaining 10 samples were used to test the model. Depending on whether: (i) a feature selection procedure is implemented or not for building a MC model, (ii) either the Gram-Schmidt procedure or the Delta test is used, three different training procedures can be carried out. These procedures lead to three different MC models that are based on LS-SVM technique. All of them were taken into account. Table 5 and Table 6 show the results obtained with the three kinds of models for dipole lengths 45 cm and 54 cm, respectively.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>MSETest</th>
<th>$C$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS-SVM with linear kernel</td>
<td>2.31</td>
<td>3.84</td>
<td>3.82</td>
<td>0.004</td>
<td>801</td>
</tr>
<tr>
<td>Gram-Schmidt + LS-SVM with linear kernel</td>
<td>1.22</td>
<td>1.89</td>
<td>3.06</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Delta-test + LS-SVM with linear kernel</td>
<td>2.46</td>
<td>3.03</td>
<td>4.04</td>
<td>1000</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 5: The MC models based on LS-SVM with linear kernel (dipole antenna 45 cm for mixture of wood).

<table>
<thead>
<tr>
<th>Methods</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>MSETest</th>
<th>$C$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS-SVM with linear kernel</td>
<td>1.55</td>
<td>3.08</td>
<td>3.87</td>
<td>0.009</td>
<td>801</td>
</tr>
<tr>
<td>Gram-Schmidt + LS-SVM with linear kernel</td>
<td>0.55</td>
<td>2.15</td>
<td>4.36</td>
<td>50</td>
<td>15</td>
</tr>
<tr>
<td>Delta-test + LS-SVM with linear kernel</td>
<td>2.56</td>
<td>3.14</td>
<td>4.14</td>
<td>0.3</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 6: The MC models based on LS-SVM with linear kernel (dipole antenna 54 cm for mixture of wood).

Similarly to the design of MC models with data coming from either softwood or hardwood, the best results when the two wood types are mixed were obtained using the Gram-Schmidt procedure and the LS-SVM technique with linear kernel. It is worth noting the improvement brought by variable selection methods. With dipole antenna 45 cm a LS-SVM model using small subset formed by ($d = 8$) most relevant variables allows to achieve when the MC range is from 13% to 50.1% a validation error of 1.89%, two times lower than a model using all the available variables. Figure 9 illustrates the scatter plots of training data (blue), validation data (red) and test data (green) for the best models obtained with both antenna lengths.
9. Conclusion

To contribute to the wood-to-energy industrial progress a combined model for woody biomass Moisture Content (MC) prediction was proposed. The model design is based on RF measurements obtained with an antenna that is fully buried into the samples of wood chips. In order to take into account the variations caused by the heterogeneity of the samples, several measurements of the reflection coefficient $S_{11}$ in the frequency-domain were carried out for the same sample. These measurements differ by the arrangement of the wood chips. The proposed modeling approach is implemented according to three steps: (i) perform the measurements, (ii) using all the available RF measurements, build reflection coefficient models to estimate $S_{11}$ as a function of the frequency, (iii) use the outputs of the reflection coefficient models as inputs of the MC model. Thereby, the MC model allows to predict MC from estimate values of $S_{11}$. The reflection coefficient models are based on the LS-SVM technique with Gaussian kernel. The MC model also uses LS-SVM however with linear kernel since non-linear kernel shows no improvement on the generalization capabilities. Variable ranking and selection methods were implemented and their performances compared. Using real world data obtained with two species of wood chips and two
different antenna lengths, several numerical experiments were conducted. Re-
sults show the effectiveness of the proposed modeling methodology and the lim-
ited computational power required for its implementation. This novel solution
for MC prediction is suitable for direct implementation on real-time wood-to-
energy industrial processes. Indeed, an industrial prototype is currently being
tested in a production site.
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Appendix

Details that may be useful to readers are provided in this section.

• Table .7 and Table .9 illustrate the training and validation errors (MSETrain,
VLOO) and also the couple $(C, \sigma)$ of the models showing the best gener-
alization capabilities for each value of MC and for both wood types when
using two dipole lengths 45 cm and 54 cm, respectively.

• Table .8 and Table .10 give the training and validation errors (MSETrain,
VLOO) and the optimal hidden neurons $N_c$ of the neural networks models
for both wood types when using two dipole lengths 45 cm and 54 cm,
respectively.

Figure .10 shows the measurements of the reflection coefficient $S_{11}$ and the
predicted values obtained with both modeling methods for two MC values.
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<table>
<thead>
<tr>
<th>MC(%)</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>C</th>
<th>σ</th>
<th>MC(%)</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>C</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.5</td>
<td>0.0076</td>
<td>0.0080</td>
<td>10</td>
<td>0.03</td>
<td>13</td>
<td>0.0126</td>
<td>0.0130</td>
<td>80</td>
<td>0.05</td>
</tr>
<tr>
<td>21.1</td>
<td>0.0076</td>
<td>0.0079</td>
<td>90</td>
<td>0.04</td>
<td>16</td>
<td>0.0145</td>
<td>0.0150</td>
<td>60</td>
<td>0.04</td>
</tr>
<tr>
<td>25.2</td>
<td>0.0256</td>
<td>0.0263</td>
<td>3</td>
<td>0.05</td>
<td>19.7</td>
<td>0.0154</td>
<td>0.0159</td>
<td>10</td>
<td>0.04</td>
</tr>
<tr>
<td>27.5</td>
<td>0.0256</td>
<td>0.0262</td>
<td>50</td>
<td>0.07</td>
<td>21.2</td>
<td>0.0179</td>
<td>0.0185</td>
<td>5</td>
<td>0.04</td>
</tr>
<tr>
<td>30.1</td>
<td>0.0502</td>
<td>0.0511</td>
<td>10</td>
<td>0.08</td>
<td>23.4</td>
<td>0.0084</td>
<td>0.0088</td>
<td>10</td>
<td>0.03</td>
</tr>
<tr>
<td>32.2</td>
<td>0.0349</td>
<td>0.0356</td>
<td>30</td>
<td>0.07</td>
<td>25.5</td>
<td>0.0108</td>
<td>0.0113</td>
<td>5</td>
<td>0.03</td>
</tr>
<tr>
<td>33.5</td>
<td>0.0248</td>
<td>0.0254</td>
<td>20</td>
<td>0.06</td>
<td>26.8</td>
<td>0.0184</td>
<td>0.0189</td>
<td>60</td>
<td>0.05</td>
</tr>
<tr>
<td>34.7</td>
<td>0.0194</td>
<td>0.0199</td>
<td>5</td>
<td>0.05</td>
<td>28</td>
<td>0.0212</td>
<td>0.0218</td>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td>35.9</td>
<td>0.0122</td>
<td>0.0127</td>
<td>20</td>
<td>0.04</td>
<td>30.5</td>
<td>0.0141</td>
<td>0.0145</td>
<td>10</td>
<td>0.04</td>
</tr>
<tr>
<td>39.6</td>
<td>0.0201</td>
<td>0.0207</td>
<td>30</td>
<td>0.05</td>
<td>33.1</td>
<td>0.0238</td>
<td>0.0245</td>
<td>20</td>
<td>0.05</td>
</tr>
<tr>
<td>41.6</td>
<td>0.0258</td>
<td>0.0265</td>
<td>5</td>
<td>0.05</td>
<td>37.3</td>
<td>0.0338</td>
<td>0.0347</td>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td>43.4</td>
<td>0.0388</td>
<td>0.0397</td>
<td>20</td>
<td>0.06</td>
<td>39.2</td>
<td>0.0313</td>
<td>0.0320</td>
<td>5</td>
<td>0.06</td>
</tr>
<tr>
<td>45.2</td>
<td>0.0364</td>
<td>0.0374</td>
<td>5</td>
<td>0.05</td>
<td>40.1</td>
<td>0.0231</td>
<td>0.0238</td>
<td>30</td>
<td>0.05</td>
</tr>
<tr>
<td>46.8</td>
<td>0.0329</td>
<td>0.0337</td>
<td>20</td>
<td>0.06</td>
<td>43</td>
<td>0.0259</td>
<td>0.0267</td>
<td>90</td>
<td>0.05</td>
</tr>
<tr>
<td>48</td>
<td>0.0236</td>
<td>0.0243</td>
<td>40</td>
<td>0.05</td>
<td>44.1</td>
<td>0.0387</td>
<td>0.0399</td>
<td>40</td>
<td>0.05</td>
</tr>
<tr>
<td>50.1</td>
<td>0.0452</td>
<td>0.0461</td>
<td>1</td>
<td>0.06</td>
<td>46</td>
<td>0.0334</td>
<td>0.0342</td>
<td>5</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 7: The reflection coefficient models of the half-wave dipole antenna 45 cm for softwood (left) and hardwood (right) with LS-SVM.

<table>
<thead>
<tr>
<th>MC(%)</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>Nc</th>
<th>MC(%)</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>Nc</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.5</td>
<td>0.0085</td>
<td>0.0086</td>
<td>10</td>
<td>13</td>
<td>0.0128</td>
<td>0.0129</td>
<td>10</td>
</tr>
<tr>
<td>21.1</td>
<td>0.0083</td>
<td>0.0084</td>
<td>10</td>
<td>16</td>
<td>0.0146</td>
<td>0.0148</td>
<td>10</td>
</tr>
<tr>
<td>25.2</td>
<td>0.0257</td>
<td>0.0259</td>
<td>10</td>
<td>19.7</td>
<td>0.0155</td>
<td>0.0160</td>
<td>10</td>
</tr>
<tr>
<td>27.5</td>
<td>0.0258</td>
<td>0.0263</td>
<td>10</td>
<td>21.2</td>
<td>0.0183</td>
<td>0.0186</td>
<td>10</td>
</tr>
<tr>
<td>30.1</td>
<td>0.0502</td>
<td>0.0508</td>
<td>9</td>
<td>23.4</td>
<td>0.0099</td>
<td>0.0101</td>
<td>10</td>
</tr>
<tr>
<td>32.2</td>
<td>0.0349</td>
<td>0.0353</td>
<td>10</td>
<td>25.5</td>
<td>0.0112</td>
<td>0.0114</td>
<td>10</td>
</tr>
<tr>
<td>33.5</td>
<td>0.0248</td>
<td>0.0251</td>
<td>10</td>
<td>26.6</td>
<td>0.0185</td>
<td>0.0188</td>
<td>10</td>
</tr>
<tr>
<td>34.7</td>
<td>0.0195</td>
<td>0.0197</td>
<td>9</td>
<td>28</td>
<td>0.0214</td>
<td>0.0217</td>
<td>10</td>
</tr>
<tr>
<td>35.9</td>
<td>0.0127</td>
<td>0.0129</td>
<td>10</td>
<td>30.5</td>
<td>0.0142</td>
<td>0.0144</td>
<td>10</td>
</tr>
<tr>
<td>39.6</td>
<td>0.0203</td>
<td>0.0207</td>
<td>10</td>
<td>33.3</td>
<td>0.0240</td>
<td>0.0245</td>
<td>10</td>
</tr>
<tr>
<td>41.6</td>
<td>0.0260</td>
<td>0.0263</td>
<td>9</td>
<td>37.3</td>
<td>0.0341</td>
<td>0.0347</td>
<td>10</td>
</tr>
<tr>
<td>43.4</td>
<td>0.0388</td>
<td>0.0391</td>
<td>9</td>
<td>39.2</td>
<td>0.0315</td>
<td>0.0320</td>
<td>9</td>
</tr>
<tr>
<td>45.2</td>
<td>0.0366</td>
<td>0.0370</td>
<td>10</td>
<td>40.1</td>
<td>0.0234</td>
<td>0.0238</td>
<td>10</td>
</tr>
<tr>
<td>46.8</td>
<td>0.0331</td>
<td>0.0336</td>
<td>9</td>
<td>43</td>
<td>0.0263</td>
<td>0.0268</td>
<td>10</td>
</tr>
<tr>
<td>48</td>
<td>0.0242</td>
<td>0.0244</td>
<td>10</td>
<td>44.1</td>
<td>0.0388</td>
<td>0.0393</td>
<td>10</td>
</tr>
<tr>
<td>50.1</td>
<td>0.0451</td>
<td>0.0456</td>
<td>10</td>
<td>46</td>
<td>0.0356</td>
<td>0.0361</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 8: The reflection coefficient models of the half-wave dipole antenna 45 cm for softwood (left) and hardwood (right) with neural network.
<table>
<thead>
<tr>
<th>MC(%)</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>C</th>
<th>σ</th>
<th>MC(%)</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>C</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.5</td>
<td>0.0102</td>
<td>0.0107</td>
<td>60</td>
<td>0.04</td>
<td>13</td>
<td>0.0153</td>
<td>0.0159</td>
<td>20</td>
<td>0.04</td>
</tr>
<tr>
<td>21.1</td>
<td>0.0099</td>
<td>0.0103</td>
<td>20</td>
<td>0.03</td>
<td>16</td>
<td>0.0237</td>
<td>0.0245</td>
<td>5</td>
<td>0.04</td>
</tr>
<tr>
<td>25.2</td>
<td>0.0347</td>
<td>0.0356</td>
<td>5</td>
<td>0.05</td>
<td>19.7</td>
<td>0.0191</td>
<td>0.0197</td>
<td>4</td>
<td>0.04</td>
</tr>
<tr>
<td>27.5</td>
<td>0.0211</td>
<td>0.0217</td>
<td>40</td>
<td>0.05</td>
<td>21.2</td>
<td>0.0240</td>
<td>0.0248</td>
<td>6</td>
<td>0.04</td>
</tr>
<tr>
<td>30.1</td>
<td>0.0167</td>
<td>0.0172</td>
<td>110</td>
<td>0.05</td>
<td>23.4</td>
<td>0.0142</td>
<td>0.0148</td>
<td>10</td>
<td>0.03</td>
</tr>
<tr>
<td>32.2</td>
<td>0.0173</td>
<td>0.0173</td>
<td>5</td>
<td>0.04</td>
<td>25.5</td>
<td>0.0141</td>
<td>0.0147</td>
<td>70</td>
<td>0.04</td>
</tr>
<tr>
<td>33.5</td>
<td>0.0343</td>
<td>0.0352</td>
<td>4</td>
<td>0.05</td>
<td>26.8</td>
<td>0.0222</td>
<td>0.0229</td>
<td>30</td>
<td>0.05</td>
</tr>
<tr>
<td>34.7</td>
<td>0.0229</td>
<td>0.0229</td>
<td>10</td>
<td>0.05</td>
<td>28</td>
<td>0.0183</td>
<td>0.0190</td>
<td>90</td>
<td>0.04</td>
</tr>
<tr>
<td>35.9</td>
<td>0.0241</td>
<td>0.0241</td>
<td>30</td>
<td>0.05</td>
<td>30.5</td>
<td>0.0265</td>
<td>0.0273</td>
<td>7</td>
<td>0.05</td>
</tr>
<tr>
<td>39.6</td>
<td>0.0218</td>
<td>0.0218</td>
<td>60</td>
<td>0.05</td>
<td>33.3</td>
<td>0.0440</td>
<td>0.0451</td>
<td>1</td>
<td>0.05</td>
</tr>
<tr>
<td>41.6</td>
<td>0.0286</td>
<td>0.0286</td>
<td>30</td>
<td>0.06</td>
<td>37.3</td>
<td>0.0152</td>
<td>0.0159</td>
<td>5</td>
<td>0.03</td>
</tr>
<tr>
<td>43.4</td>
<td>0.0403</td>
<td>0.0403</td>
<td>20</td>
<td>0.06</td>
<td>39.2</td>
<td>0.0271</td>
<td>0.0281</td>
<td>20</td>
<td>0.04</td>
</tr>
<tr>
<td>45.2</td>
<td>0.0288</td>
<td>0.0288</td>
<td>10</td>
<td>0.05</td>
<td>40.1</td>
<td>0.0334</td>
<td>0.0345</td>
<td>5</td>
<td>0.04</td>
</tr>
<tr>
<td>46.8</td>
<td>0.0599</td>
<td>0.0599</td>
<td>70</td>
<td>0.09</td>
<td>43</td>
<td>0.0297</td>
<td>0.0306</td>
<td>4</td>
<td>0.04</td>
</tr>
<tr>
<td>48</td>
<td>0.0308</td>
<td>0.0308</td>
<td>5</td>
<td>0.05</td>
<td>44.1</td>
<td>0.0469</td>
<td>0.0480</td>
<td>10</td>
<td>0.06</td>
</tr>
<tr>
<td>50.1</td>
<td>0.0336</td>
<td>0.0336</td>
<td>5</td>
<td>0.05</td>
<td>46</td>
<td>0.0314</td>
<td>0.0323</td>
<td>30</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 9: The reflection coefficient models of the half-wave dipole antenna 54 cm for softwood (left) and hardwood (right) with LS-SVM.

<table>
<thead>
<tr>
<th>MC(%)</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>Nc</th>
<th>MC(%)</th>
<th>MSETrain</th>
<th>VLOO</th>
<th>Nc</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.5</td>
<td>0.0118</td>
<td>0.0120</td>
<td>10</td>
<td>13</td>
<td>0.0165</td>
<td>0.0168</td>
<td>10</td>
</tr>
<tr>
<td>21.1</td>
<td>0.0118</td>
<td>0.0120</td>
<td>10</td>
<td>16</td>
<td>0.0249</td>
<td>0.0243</td>
<td>10</td>
</tr>
<tr>
<td>25.2</td>
<td>0.0349</td>
<td>0.0353</td>
<td>10</td>
<td>19.7</td>
<td>0.0195</td>
<td>0.0199</td>
<td>10</td>
</tr>
<tr>
<td>27.5</td>
<td>0.0214</td>
<td>0.0218</td>
<td>10</td>
<td>21.2</td>
<td>0.0245</td>
<td>0.0248</td>
<td>10</td>
</tr>
<tr>
<td>30.1</td>
<td>0.0170</td>
<td>0.0172</td>
<td>10</td>
<td>23.4</td>
<td>0.0155</td>
<td>0.0157</td>
<td>10</td>
</tr>
<tr>
<td>32.2</td>
<td>0.0171</td>
<td>0.0173</td>
<td>10</td>
<td>25.5</td>
<td>0.0150</td>
<td>0.0152</td>
<td>10</td>
</tr>
<tr>
<td>33.5</td>
<td>0.0343</td>
<td>0.0346</td>
<td>10</td>
<td>26.8</td>
<td>0.0225</td>
<td>0.0231</td>
<td>10</td>
</tr>
<tr>
<td>34.7</td>
<td>0.0225</td>
<td>0.0228</td>
<td>10</td>
<td>28</td>
<td>0.0193</td>
<td>0.0197</td>
<td>10</td>
</tr>
<tr>
<td>35.9</td>
<td>0.0241</td>
<td>0.0244</td>
<td>9</td>
<td>30.5</td>
<td>0.0266</td>
<td>0.0272</td>
<td>10</td>
</tr>
<tr>
<td>39.6</td>
<td>0.0217</td>
<td>0.0222</td>
<td>10</td>
<td>33.3</td>
<td>0.0440</td>
<td>0.0446</td>
<td>10</td>
</tr>
<tr>
<td>41.6</td>
<td>0.0291</td>
<td>0.0294</td>
<td>10</td>
<td>37.3</td>
<td>0.0189</td>
<td>0.0192</td>
<td>10</td>
</tr>
<tr>
<td>43.4</td>
<td>0.0398</td>
<td>0.0402</td>
<td>10</td>
<td>39.2</td>
<td>0.0284</td>
<td>0.0287</td>
<td>9</td>
</tr>
<tr>
<td>45.2</td>
<td>0.0295</td>
<td>0.0298</td>
<td>10</td>
<td>40.1</td>
<td>0.0347</td>
<td>0.0352</td>
<td>10</td>
</tr>
<tr>
<td>46.8</td>
<td>0.0592</td>
<td>0.0598</td>
<td>9</td>
<td>43</td>
<td>0.0302</td>
<td>0.0306</td>
<td>10</td>
</tr>
<tr>
<td>48</td>
<td>0.0303</td>
<td>0.0306</td>
<td>10</td>
<td>44.1</td>
<td>0.0470</td>
<td>0.0476</td>
<td>9</td>
</tr>
<tr>
<td>50.1</td>
<td>0.0339</td>
<td>0.0342</td>
<td>10</td>
<td>46</td>
<td>0.0336</td>
<td>0.0341</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 10: The reflection coefficient models of the half-wave dipole antenna 54 cm for softwood (left) and hardwood (right) with neural network.
Figure 10: The measurements of the reflection coefficient $S_{11}$ (black), predicted values with LS-SVM (blue) and with neural network (red) for MC = 30\% (left) and MC = 48\% (right) with the 54 cm length antenna for softwood.
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