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Abstract—Many-valued logic allows to reason with partial truth measured by degrees on a discrete scale, but it suffers from an ambiguous interpretation of the middle truth level, considered as intermediate truth or as ignorance, i.e. inability to assess truth. The $\mathcal{L}_M^c$ extension introduces an additional value, outside the truth scale, to distinguish between these two notions. This paper studies $\mathcal{L}_M^c$ from a logical perspective, examining how to reason in this framework: it discusses the definition of appropriate semantics for the logical connectives and it considers an inference task, proposing a Modus Ponens variant for $\mathcal{L}_M^c$.

I. INTRODUCTION

The many-valued logic paradigm extends binary logic to represent and manipulate partial truth: it is based on a symbolic, discrete truth scale and offers a formal framework to combine and reason with these degrees. Many variants have been proposed, differing in their interpretation, as well as their theoretical properties, see e.g. [1]–[3].

One of the reasons for the diversity of these variants in particular relates to the interpretation of the truth degree located at the middle position on the scale (usually, an odd number of intermediate truth levels is considered, so that the middle value is forced into the scale): as described and discussed in details in [4], it bears an intrinsic ambiguity. Indeed, on the one hand, it can be understood as a neutral truth value, neither true, nor false; on the other hand, it can be interpreted as expressing ignorance, i.e. the inability to assess the truth degree. As such, it corresponds to an information state of the agent, and not to a truth degree. It can thus be considered as representing partial truth or incomplete knowledge, although the two notions clearly have distinct nature [4].

The interpretation as ignorance opens the way to an epistemic reading, where the truth degrees should actually be understood as belief degrees. Therefore, it has been proposed to exploit modal logic to formulate Kleene three-valued logic and Belnap four-valued logic with improved characteristics [5].

This paper studies a different approach, based on an extension of many-valued logic, called $\mathcal{L}_M^c$ [6]: in this formalism, the distinction between neutral truth and ignorance is made through the introduction of an additional assessment value, that does not belong to the truth degree scale, as detailed in Section II-B: being outside the scale is the crucial feature that captures the essential difference between gradual truth and ignorance. This extended many-valued framework has been proposed to combine multi-criteria evaluations, so as to manipulate incomplete assessments of pieces of information [6].

In this paper a logical perspective is considered, to examine the properties of $\mathcal{L}_M^c$ as a reasoning framework, in a propositional logic case: the issue is to define appropriate operators to implement the semantics of the connectives, conjunction, disjunction and implication. A second task addresses the definition of an inference process, to allow to establish new pieces of knowledge together with their evaluation in $\mathcal{L}_M^c$, using an appropriate Modus Ponens variant. In both cases, the main question is how to manipulate ignorance.

The paper is structured as follows: after giving in Section II some preliminaries, regarding classic many-valued logic, $\mathcal{L}_M$, and its extension $\mathcal{L}_M^c$ to distinctly take into account ignorance, it studies in Section III the question of defining the semantics of the logical connectives to manipulate this ignorance. Section IV examines the issue of inference task in this framework. Section V concludes the paper.

II. PRELIMINARIES: $\mathcal{L}_M$ AND $\mathcal{L}_M^c$

This section briefly presents some of the main many-valued logic systems and discusses differences in their interpretations and their consequences on their definitions (see e.g. [1]–[3] for complete surveys and discussions). It then describes the extended many-valued framework on which the proposed tools to reason around ignorance rely.

A. Many-Valued Logic: $\mathcal{L}_M$

Many-valued logic models reasoning using a discrete truth scale allowing to represent and manipulate partial truth: it uses $M > 2$ truth degrees of a totally ordered set $\mathcal{L}_M = \{\tau_0, \ldots, \tau_M-1\}$, where $\tau_0 \leq \tau_\beta \Rightarrow \alpha \leq \beta$. The ordering property guarantees all degrees in $\mathcal{L}_M$ are comparable. They span, at a granularity varying with $M$, different levels of veracity from $\tau_0$, meaning ‘false’, to $\tau_M-1$, for ‘true’. The switch between the two appears around the middle value $\tau_{M-1}$, usually forced into the chosen scale by choosing an odd $M$.

This section briefly discusses some classic three-valued logics and then turns to their generalisations for higher $M$ values. Here as in the following sections, the logical symbols are abusively applied to truth degrees, and not only to logical formulae, to express the truth value of the compound formula for which the individual truth values are considered.
The issue of tautologies in tri-valent and general many-valued logics is discussed in details in [1]. It has been proposed as a counter-argument to a truth table approach [4]. However it may be considered that the use of a general many-valued framework, that allows for several intermediary truth degrees between true and false, i.e. in the case where \( M > 3 \), usually leads to abandon the principle of excluded middle (see e.g. [1] for a detailed discussion): it can thus be considered as relevant that some tautologies are not recovered.

2) General Case: Table II summarises six main many-valued logics, as can be found for instance in [1], using the notations defined in the previous section. They are usually based on the definition of negation and a binary connective, as well as some syntactic equivalences which make it possible to derive the other binary connectives. The table omits a common alternative for implication, denoted \( \tau_\alpha \supset \tau_\beta = \neg \tau_\alpha \lor \tau_\beta \), that is considered in the systems \( U_M \), \( S_M \) and \( P_M \) and that leads to define \( \tau_\alpha \supset \tau_\beta = \max(\neg \tau_\alpha, \tau_\beta) \) in all three cases.

In the case of \( B_M \), two cases must actually be distinguished, depending on whether \( M \) is odd or even, which determines whether \( \tau_{\bar{M}-1} \) belongs to the scale or not. In the latter case, \( \tau_{\bar{M}-1} \) must be replaced by \( \tau_{\bar{M}-1} \), i.e. the degree immediately below the intermediate level that does not belong to the scale.

In Table II, both are denoted \( \tau_{\bar{M}-1} \) to simplify the notations. The \( U_M \) system only considers the case of odd \( M \).

\( \bar{L}_M \) generalises the trivalent Lukasiewicz logic, \( B_M \) the Bochvar logic, \( S_M \) using the \( \supset \) implication the Kleene logic, \( G_M \) the G"odel logic and \( P_M \) the Post logic [1].

Except \( G_M \) and \( P_M \), all systems agree on the negation definition. \( G_M \) negation only allows two values as result, falling back to a binary logic. \( P_M \) considers an atypical cyclic definition, generalising the one of \( P_3 \) indicated in Table I. It can be underlined that for all systems except \( G_M \) and \( P_M \), \( \neg \tau_{M-1} = \tau_{\bar{M}-1} \), for \( G_M \), it equals \( \tau_0 \), i.e. false, and for \( P_M \), \( \tau_{\bar{M}-1} \).

Except \( B_M \), all systems agree on the definition of disjunction and conjunction, whether they are directly defined or derived from other connectives. In the case of \( L_3 \), a so-called strong variant of these connectives is also proposed, according to which \( \tau_\alpha \lor \tau_\beta = \tau_\alpha \rightarrow \tau_\beta = \min(\tau_\alpha, \tau_\beta) \) and then \( \tau_\alpha \land \tau_\beta = \max(\tau_\alpha, \tau_\beta) \). With this variant, \( \tau_\alpha \lor \tau_\beta \neq \tau_\alpha \), except for \( \tau_{\bar{M}-1} \), whereas it is the case for the consensus definition as \( \max(\tau_\alpha, \tau_\beta) \). Regarding \( B_M \), the disjunction has value \( \tau_{\bar{M}-1} \) except in the cases requiring compatibility with binary logic, i.e. when both \( \tau_\alpha, \tau_\beta \in \{\tau_0, \tau_{M-1}\} \): even more than in the tri-valued case, \( \tau_{\bar{M}-1} \) plays a pervasive role, \( B_M \) actually reduces to \( B_3 \) after a few degree combination steps.

More variations are observed for the definition of the implication connective: all systems agrees on value \( \tau_{\bar{M}-1} \) if \( \tau_\alpha \leq \tau_\beta \) but otherwise, the resulting value ranges from \( \tau_0 \) (for \( S_M \)) to \( \tau_\beta \) (for \( G_M \)), or greater values depending on the difference between \( \tau_\alpha \) and \( \tau_\beta \).

B. \( E^*_M \): Introduction of an Ignorance Degree, \( \tau_3 \)

It has been proposed to extend the previous many-valued framework, in order to distinguish explicitly between neutral

### Table I: Truth Tables for Some Classic Tri-Valent Logics

<table>
<thead>
<tr>
<th>Negation</th>
<th>Post</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \neg \tau_0 )</td>
<td>( \tau_1 )</td>
<td>( \tau_2 )</td>
</tr>
<tr>
<td>( \neg \tau_1 )</td>
<td>( \tau_2 )</td>
<td>( \tau_1 )</td>
</tr>
<tr>
<td>( \neg \tau_2 )</td>
<td>( \tau_0 )</td>
<td>( \tau_0 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Łukasiewicz ( L_3 )</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lor ) ( \land ) ( \rightarrow )</td>
<td>( \tau_0 ) ( \tau_1 ) ( \tau_2 )</td>
<td></td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>( \tau_1 )</td>
<td>( \tau_2 )</td>
</tr>
<tr>
<td>( \tau_1 )</td>
<td>( \tau_2 )</td>
<td>( \tau_1 )</td>
</tr>
<tr>
<td>( \tau_2 )</td>
<td>( \tau_0 )</td>
<td>( \tau_0 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bochvar ( B_3 )</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \tau_0 ) ( \tau_1 ) ( \tau_2 )</td>
<td></td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>( \tau_1 )</td>
<td>( \tau_2 )</td>
</tr>
<tr>
<td>( \tau_1 )</td>
<td>( \tau_2 )</td>
<td>( \tau_1 )</td>
</tr>
<tr>
<td>( \tau_2 )</td>
<td>( \tau_0 )</td>
<td>( \tau_0 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Kleene ( K_3 )</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \tau_0 ) ( \tau_1 ) ( \tau_2 )</td>
<td></td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>( \tau_1 )</td>
<td>( \tau_0 )</td>
</tr>
<tr>
<td>( \tau_1 )</td>
<td>( \tau_2 )</td>
<td>( \tau_0 )</td>
</tr>
<tr>
<td>( \tau_2 )</td>
<td>( \tau_0 )</td>
<td>( \tau_0 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Post ( P_3 )</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \tau_0 ) ( \tau_1 ) ( \tau_2 )</td>
<td></td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>( \tau_1 )</td>
<td>( \tau_0 )</td>
</tr>
<tr>
<td>( \tau_1 )</td>
<td>( \tau_2 )</td>
<td>( \tau_0 )</td>
</tr>
<tr>
<td>( \tau_2 )</td>
<td>( \tau_0 )</td>
<td>( \tau_0 )</td>
</tr>
</tbody>
</table>
truth value and ignorance, and thus to remove the ambiguity between these two notions [6]: $\mathcal{L}_M^\tau$ introduces an additional value to assess a given formula, denoted $\tau$. $\mathcal{L}_M^\tau$ is not proposed as a reasoning framework, but as a framework to perform symbolic multi-criteria evaluation, more precisely for a task of information scoring: $\tau$ is primarily introduced to allow abstaining from evaluating some of the criteria and to make an explicit difference with the case where they have a neutral assessment.

As a consequence, $\tau$ is proposed to satisfy the following properties, where $\odot$ denotes a computational multivalued binary operator:

\begin{align*}
(P_1) & \quad \tau \notin \mathcal{L}_M \\
(P_2) & \quad \tau \odot \tau = \tau \odot \tau = \tau \quad \text{for all } \tau \in \mathcal{L}_M \\
(P_3) & \quad \neg \tau = \tau \\
(P_4) & \quad \tau \odot \tau = \tau
\end{align*}

$(P_1)$ sets $\tau$ apart from other degrees, not submitting it to the same ordering constraints as $\tau \in \mathcal{L}_M$: an element which cannot be evaluated cannot be compared to an element whose evaluation is known, no matter its value. Therefore, $\tau$ is defined as an exception to the total order rule and of a different nature than other degrees.

$(P_2)$ defines $\tau$ as a neutral element for all considered manipulation operations: it applies a principle according to which what is not known should not be taken into account when combining the evaluation of several criteria. This can be interpreted as a neutral posture, for instance as opposed to an optimistic one that would replace the unknown by the highest possible degree. The aim of this paper is to study this principle in the case where logical operations are considered, i.e. in the case $\odot \in \{\land, \lor, \neg\}$.

The last two properties $(P_3)$ and $(P_4)$ define the behaviour of $\tau$ when combined with itself.

The evaluation is then performed on $\mathcal{L}_M$ extended with $\tau$, denoted by $\mathcal{L}_M^\tau = \mathcal{L}_M \cup \{\tau\}$. It is shown to offer an essential gain in expressiveness, illustrated in an information scoring context.

### III. LOGICAL CONNECTIVES IN $\mathcal{L}_M^\tau$

The additional truth value $\tau$ has been introduced to manipulate the degrees at an arithmetical level [6], its reasoning properties have not been studied. This section examines extended semantics for the logical connectives, to study how they can process $\tau$. After discussing the cases of negation, disjunction and conjunction, the section details the case of implication, for which many choices can be considered. Of course, for the combination of $\tau$ and $\tau$ in $\mathcal{L}_M$, i.e. distinct from $\tau$, classical operators as summarised in Table II can be used. The issue is to define their combination with $\tau$, as well as its combination with itself.

#### A. Negation, Disjunction and Conjunction Semantics in $\mathcal{L}_M^\tau$

This section discusses the cases of the negation, disjunction and conjunction connectives in turn.

1) **Negation Connective**: We propose to set

\begin{align*}
\neg \tau & = \tau_{M-1-\alpha} \quad \text{if } \tau \in \mathcal{L}_M \\
\neg \tau & = \tau
\end{align*}

$(1)$

The first line agrees with most classical negation (see Table II), the second one is identical to property $(P_2)$. They correspond to a classic choice for $\mathcal{L}_M$ and an arguably natural one for $\tau$: there does not seem to be a reason why the negation of ignorance should be made to a known value, nor how one should be selected.

This definition leads to a similarity in behaviour between $\tau$ and $\tau_{M-1}$: they are both equal to their own negation.
2) *Disjunction Connective*: As for instance discussed in [2], and using the notations introduced in Section II, a disjunction operator is required to satisfy the properties of associativity, commutativity, non-decreasing monotonicity in both arguments and to have $\tau_0$ as neutral element.

In the case of $L_M^e$, however, two of these properties need to be questioned: first, as the set of truth values is not ordered, by definition (property (P$_1$)), the monotonicity requirement cannot be defined and thus will not apply. Second, the definition of $\tau_0$ as neutral element is also reconsidered.

Indeed, as mentioned in Section II-B, an underlying principle of $L_M^e$ states that what is not known should not be taken into account. It leads to set, for all $\tau_\alpha \in L_M^e$,

$$\tau_\gamma \lor \tau_\alpha = \tau_\alpha$$

(2)

considering that, in absence of knowledge, the disjunction is as true as its known component, in agreement with property (P$_2$).

This equation leads to $\tau_\gamma \lor \tau_\gamma = \tau_\gamma$ which seems to be a natural choice. Note that as a consequence of the definition, it also leads to consider that $\neg \tau_\gamma \lor \tau_\gamma = \tau_\gamma$, which may be debatable [4]. However, as mentioned before, many-valued logic does not require the excluded middle to hold, so it can be argued that it should not be required for the specific case of $\tau_\gamma$ either.

Another consequence of this choice is that $\tau_0 \lor \tau_\gamma = \tau_0$, meaning that $\tau_0$ is not a neutral element. However, it still holds that $\tau_{M-1}$ is an absorbing element: for $\tau_\alpha \in L_M$, the proposed definition does not modify the behaviour, therefore $\tau_{M-1} \lor \tau_\alpha = \tau_{M-1}$, and for $\tau_\gamma$, it holds that $\tau_{M-1} \lor \tau_\gamma = \tau_{M-1}$.

This behaviour defined for $\tau_\gamma$ differs from the one for $\tau_{M-1}$: in most cases (see Table II), it holds that $\tau_{M-1} \lor \tau_\alpha = \tau_\alpha$ only for $\tau_\alpha \geq \tau_{M-1}$, otherwise $\tau_{M-1} \lor \tau_\alpha = \tau_{M-1}$: $\tau_\gamma$ is a neutral element for disjunction, whereas $\tau_{M-1}$ only is for greater values, it is absorbing otherwise.

3) *Conjunction Connective*: The definition of conjunction semantics can be derived from that of the disjunction and negation (Eq. (1) and (2)), based on the De Morgan laws: $\tau_\alpha \land \tau_\beta = \neg(\neg \tau_\alpha \lor \neg \tau_\beta)$ and, therefore, $\tau_\alpha \land \tau_\gamma = \neg(\neg \tau_\alpha \lor \tau_\gamma) = \neg(\neg \tau_\alpha) = \tau_\alpha$: as a consequence

$$\tau_\gamma \land \tau_\alpha = \tau_\alpha$$

(3)

Another approach to define conjunction can be based on a discussion similar to the one conducted for the disjunction in the previous subsection. It leads to an identical result as the one derived using the De Morgan laws.

Usually, a conjunction operator is required to satisfy the properties of associativity, commutativity, non-decreasing monotonicity and to have $\tau_{M-1}$ as neutral element (see e.g. [2]): as for disjunction, monotonicity and neutral element do not hold in $L_M^e$, however, $\tau_0$ remains an absorbing element.

### B. Implication Semantics in $L_M^e$

The implication definition opens the way to more discussions: there is no general agreement on the properties an implication operator should satisfy (see e.g. [2] and [7]) and numerous derivations from disjunction, conjunction and negation can be considered (see for instance [2]). They are discussed in turn below.

1) *Residuated Implications*: R-implications are derived from conjunction and defined as $\tau_\alpha \rightarrow \tau_\beta = \sup\{\tau | \tau_\alpha \land \tau \leq \tau_\beta\}$. As a consequence, this approach cannot be applied in the $L_M^e$ case: it requires a total ordering on the considered truth values, whereas the essential characteristic of $L_M$ precisely is its absence of total order, that makes it possible to introduce the crucial difference between $\tau_\gamma$ and any truth degree $\tau_\alpha$.

More precisely, due to the conjunction operator (Eq. (3), if $\tau_\alpha = \tau_\gamma$, the r-implication definition can lead to set $\tau_\gamma \rightarrow \tau_\beta = \sup\{\tau | \tau_\gamma \land \tau \leq \tau_\beta\} = \sup\{\tau | \tau_\beta \} = \tau_\beta$. However, the value for $\tau_\alpha \rightarrow \tau_\gamma$ cannot be established using this definition, nor that of $\tau_\gamma \rightarrow \tau_\gamma$.

2) *Strong Implications*: S-implications are derived from negation and disjunction as $\tau_\alpha \rightarrow \tau_\beta = \neg \tau_\alpha \lor \tau_\beta$. Using the definitions of Eq. (1) and (2), if $\tau_\alpha$ and $\tau_\beta$ denote values different from $\tau_\gamma$ (i.e. $\tau_\alpha$ and $\tau_\beta \in L_M$), it leads to

$$\begin{align*}
\tau_\gamma \rightarrow \tau_\beta &= \tau_\beta \\
\tau_\alpha \rightarrow \tau_\gamma &= \neg \tau_\alpha \\
\tau_\gamma \rightarrow \tau_\gamma &= \tau_\gamma
\end{align*}$$

(4)

For $\tau_\alpha \rightarrow \tau_\beta$, this definition leads to the same value as the one suggested by r-implications. However, it also allows to process the other cases. Setting $\tau_\gamma$ for the case $\tau_\gamma \rightarrow \tau_\gamma$ is a natural choice, and is in agreement with property (P$_4$). The specificity comes from $\tau_\alpha \rightarrow \tau_\gamma = \neg \tau_\alpha \lor \tau_\gamma = \neg \tau_\alpha$ because of the disjunction definition given in Eq. (2).

This choice allows to make the difference between $\tau_\gamma$ and $\tau_{M-1}$: depending on the values of $\tau_\alpha$ and $\tau_\beta$, neither does $\tau_{M-1} \rightarrow \tau_\beta$ always equal $\tau_\beta$, nor does $\tau_\alpha \rightarrow \tau_{M-1}$ always equal $\neg \tau_\alpha$. Thus there are cases where the result differs between $\tau_\gamma$ and $\tau_{M-1}$.

3) *Quantum Logic Implications*: QL-implications are derived from disjunction and negation as $\tau_\alpha \rightarrow \tau_\beta = \neg(\neg \tau_\alpha \land \tau_\beta)$. Using the definitions given in Eq. (1) and (3), if $\tau_\alpha$ and $\tau_\beta$ denote values different from $\tau_\gamma$, they lead to

$$\begin{align*}
\tau_\gamma \rightarrow \tau_\beta &= \tau_\beta \\
\tau_\alpha \rightarrow \tau_\gamma &= \neg \tau_\alpha \\
\tau_\gamma \rightarrow \tau_\gamma &= \tau_\gamma
\end{align*}$$

(5)

This approach agrees with the previous ones for $\tau_\gamma \rightarrow \tau_\beta$ and $\tau_\gamma \rightarrow \tau_\gamma$, the difference comes from the $\tau_\alpha \rightarrow \tau_\gamma$, whose result depends on the choice of the disjunction for values in $L_M$: it can be a tautology, i.e. $\tau_{M-1}$, if the law of excluded middle is imposed, or $\tau_{\max(a,M-1-a)}$ using classic variants (see Table II). As s-implications, it leads to different behaviours for $\tau_{M-1}$ and $\tau_\gamma$.

4) *Proposed Implication*: We propose another variant for implication with ignorance, which can be considered as a radical choice that always produces $\tau_\gamma$, in agreement with (P$_2$):

$$\begin{align*}
\tau_\gamma \rightarrow \tau_\beta &= \tau_\gamma \\
\tau_\alpha \rightarrow \tau_\gamma &= \tau_\gamma \\
\tau_\gamma \rightarrow \tau_\gamma &= \tau_\gamma
\end{align*}$$

(6)
This choice relies on the principle that if the premise or the conclusion is unknown, it is not relevant to try to make a guess, and to try for instance a cautious or, on the contrary, an optimistic choice for the unknown value: the strong implication can be interpreted as expressing the minimal value that can be established, in a cautious approach. Indeed, for instance for the case $\tau_\alpha \rightarrow \tau_\eta$, if the conclusion turns out to be $\tau_0$, the truth value of the implication would be $\tau_\alpha$, whereas it would be $\tau_{M-1}$ if the conclusion turns out to be $\tau_{M-1}$. Setting the result as $\tau_\alpha$ thus corresponds to the most cautious choice. The same interpretation applies to the case $\tau_\gamma \rightarrow \tau_\beta$.

The proposed implication rather keeps the unknown state and propagates it: if either the premise or the conclusion cannot be evaluated, it is considered that the truth value of the implication cannot be evaluated either. The next section examines the consequence of this choice on the inference process to derive new pieces of information.

Obviously, this choice it leads to different behaviours for $\tau_{M-1}$ and $\tau_\gamma$.

C. Consistency Issue

The consistency issue of a logical system is related to its impossibility to infer a contradiction. In the case of many-valued logic, this property is already relaxed since the laws of excluded middle and noncontradiction usually do not hold.

Now adding $\tau_\gamma$ does not introduce inconsistency: for disjunction and conjunction, $\tau_\gamma$ is defined as a neutral element, for the proposed implication it is a absorbing element. As a consequence, any inconsistency proved after its inclusion will persist should it be removed.

IV. LOGICAL INFERENCE IN $L_M^5$

The inference task aims at establishing new pieces of knowledge, i.e. new formulae that can be derived from given formulae, together with their truth values. After discussing the considered issue, this section describes the proposed inference scheme based on an extended Modus Ponens rule and illustrates it in the case of $L_5^5$.

A. Principle and Discussion

Inference in many-valued logic (see e.g. [2]) usually is a binary question, based on the notion of designated truth values, i.e. a set of truth degrees that are interpreted as degrees of truth, as opposed to anti-designated values, interpreted as degrees of falsity: inference requires that if a set of formulae has designated truth values, then a derived formula also has a designated truth value.

The issue considered here is closer to the inference question in fuzzy logic, where the aim is to precisely identify the truth value of the derived formula: formally, given a set of propositional formulae associated with their truth values $F = \{(F_i, \tau^F_i), i = 1..n\}$, where $F_i$ are formulae and $\tau^F_i \in L_M^5$, the question is to examine what can be established for a given formula $G$ regarding its truth value. It is thus related to the issue of tableau calculus for many-valued logic (see e.g. [2] for an overview).

The next section discusses the case of Modus Ponens, also called rule of detachment, i.e. it considers $F = \{(F, \tau^F), (F \rightarrow G, \tau^F)\}$, where $F$ and $G$ can be compound formulae, and when $\tau^F, \tau^G \in L_M^5$, the question is to possibly infer $(G, \tau^G)$, establishing the value of $\tau^G$.

B. Extended Modus Ponens

In binary logic, the Modus Ponens inference rule allows to infer $G$ from $F \rightarrow G$ as the single interpretation that makes both the observation $F$ and the rule $F \rightarrow G$ true also makes $G$ true. In fuzzy logic, for instance considering the Łukasiewicz operators, $F = \{(F, u), (F \rightarrow G, v)\}$ where $u, v \in [0, 1]$, the Generalised Modus Ponens derives $(G, \max(0, u + v - 1))$.

In the case of propositional $L_M^5$, we propose to examine all interpretations compatible with $F$ i.e. the set $T = \{\tau \mid \tau(F, \tau) = \tau^F\}$ where $i$ is the proposed implication operator discussed in the previous section. The definition of $\tau^G$ depends on the cardinality of $T$ and distinguishes between three cases:

1) if $|T| = 1$: i.e. if a single interpretation is compatible, then the truth value of $G$ naturally equals this value.

2) if $|T| > 1$: i.e. if several interpretations are possible, several approaches can be considered: one consists in abstaining from taking a decision and allowing truth values as subsets of $L_M^5$. This approach can be related to the many-valued tableau calculus, but may be difficult to interpret.

Another approach consists in aggregating the obtained values: a cautious choice can for instance select the minimal value, i.e. setting $\tau^G = \min(\tau \in T)$, indicating that at least this degree can be achieved. This definition makes sense under the assumption that $T$ does not contain both $\tau_\gamma$ and values from $L_M$, otherwise the min operator cannot be applied. Now as illustrated in the next section, when using the proposed implication defined in Eq. (6), the only problematic case is obtained if $\tau^F = \tau^G = \tau_\gamma$: in such a case, it seems reasonable to set that $\tau^G = \tau_\gamma$.

A third approach can also consider that if several values can be obtained, it means that the available pieces of information are not conclusive enough, i.e. that the rule together with the observation does not allow to conclude: this principle leads to set $\tau^G = \tau_\gamma$ in such a case.

3) if $T = \emptyset$: i.e. no interpretation is compatible with $F$, then we propose to set $\tau^G = \tau_\gamma$, meaning that the rule does not allow to infer any new piece of information.

It may be argued that this case corresponds to a contradiction and requires to be processed as such. However the expressiveness allowed by the introduction of $\tau_\gamma$ allows to take a less definite decision. Indeed, if $\tau^G = \tau_\gamma$, using the proposed implication defined in Eq. (6), the truth value of the implication $F \rightarrow G$ gets value $\tau \rightarrow \tau_\gamma = \tau_\gamma$ which is not contradictory with the available value $\tau^F \land \tau_\gamma = \tau^F$ due to the conjunction operator defined in Eq. (3).

C. Illustration in $L_5^5$

This section illustrates the proposed extended Modus Ponens in the case of $L_5^5$, considering for implication operator
the proposed operator defined in Eq. (6) combined with the Łukasiewicz operator for values other than \( \tau_I \) (see first column of Table II). Table III gives the obtained results, where the colours give details about the computations: blue values correspond to the case where \( T = \emptyset \) and green ones to the case where \( |T| > 1 \), using the min operator as aggregation. Table IV gives the result obtained when applying a fuzzy-like Generalized Modus Ponens (as mentioned in the previous section) to the discrete case of \( L_3 \), as a comparison.

In the case where it is not known whether the rule \( F \rightarrow G \) holds, i.e. when \( \tau^I = \tau_I \) (see last column in Table III), it seems reasonable that the extended Modus Ponens leads to the conclusion that \( \tau^G = \tau_I \), whatever the truth value of \( F \) is: indeed, no information can be inferred from an unknown rule. This desired result is recovered due to the fact that if \( \tau^F \neq \tau_I \), the only way to obtain \( \tau_I \) for the implication \( F \rightarrow G \) comes from the case where \( \tau^G = \tau_I \). If \( \tau^F = \tau_I \), actually \( T = L_3^\tau \) and thus contains both \( \tau_I \) and truth degrees. However it seems reasonable to set \( \tau^G = \tau_I \) in this case.

When it is not known whether the observation \( F \) holds, i.e. when \( \tau^F = \tau_I \) (see last row in Table III), then whatever the truth value of the rule, again, as can be desired, the truth value of the conclusion is \( \tau_I \). However, the justification for these values differs from the previous ones: they come from the fact that then \( T = \emptyset \).

All the previous cases correspond to cases where, indeed, \( F \) and \( F \rightarrow G \) alone do not justify deriving the conclusion \( G \), making the resulting value \( \tau_I \) relevant. Note that it may be the case that \( G \) holds, due to other inferences or as initial piece of knowledge, but the derivation through \( F \) and \( F \rightarrow G \) is not conclusive. However, if a known truth degree \( \tau \) can be established from a different inference, the combination will lead to \( \tau \lor \tau_I = \tau \), preserving the identified piece of information. This also justifies the choice of the semantics for the disjunction connective discussed in the previous section.

Other cases where the result is \( \tau_I \) can be observed in the upper left part of Table III: again, they can be interpreted as cases where the observation together with the rule are not conclusive, because either one or the other have too low truth degrees. This behaviour differs from the GMP one (see Table IV), where the conclusion is considered to be false, as \( \tau^G = 0 \). The choice of not triggering the rule and getting \( \tau_I \) as a result can be considered as relevant, even if debatable.

The rest of the two tables is identical, in particular thanks to the considered \( \min \) aggregation for the blue values. It can be argued that the fact that a conclusion is considered false \( (\tau^G = 0) \) if both the rule and the observation are half true \( (\tau_M = 1 = \tau_2) \) is not intuitive, but this is a result of building here the inference scheme on the \( L_3 \) implication operator, for which \( \tau_2 \rightarrow 0 = \tau_2 \); other implication choices can lead to other results, although the whole table needs to be recomputed and interpreted.

If the observation is true \( (\tau^F = \tau_4) \) and the rule is half true \( (\tau^I = \tau_2) \), then the conclusion is considered to be half true, whereas it is unknown, \( \tau_I \), if the rule also is: beside allowing to avoid triggering the rule in inappropriate cases, as discussed above, the introduction of \( \tau_I \) also allows to distinguish between ignorance and neutral value, in agreement with its initial motivations.

V. Conclusion and Future Works

This paper discussed, from a logical point of view, the introduction of an additional truth value, distinct from a truth degree, in the framework of many-valued logic, so as to enable to explicitly distinguish between neutral truth and ignorance: \( \tau_I \) places the comparison between a ‘half true’ fact and another back in its rightful place in \( L_3 \)’s semantic hierarchy. The definition of appropriate connective semantics has been discussed, illustrating alternative possibilities in particular for implication. For a specific choice, the issue of inference through an extended Modus Ponens has also been discussed, highlighting how \( \tau_I \) allows to increase the legibility and expressiveness of the induced reasoning framework through the allowed disambiguation. Ongoing works aim at further studying \( L_3^\tau \) at a theoretical level, in particular examining other inference schemes, as well as at an applicative level, to assess the practical relevance of the proposed tools for a real-life approximate reasoning framework.
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