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A theoretical and numerical analysis is carried out for turbulent collisionless shocks mediated by the ion-Weibel instability during high-velocity plasma collisions. We develop a simple model based on the coalescence dynamics of the ion current filaments, which predicts the spatio-temporal evolution of the magnetic fluctuations formed in the upstream plasma region. From comparison with particle-in-cell simulations, our model is shown to correctly capture the magnetic-field and ion-beam properties during the early-time shock propagation. Published by AIP Publishing.
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I. INTRODUCTION

Fully kinetic modeling of collisionless turbulent shocks is now accessible to particle-in-cell (PIC) simulations using modern supercomputers, hence providing a first-principles description of various high-energy astrophysical scenarios.1–4 According to an increasing body of theoretical research,5–8 such shocks likely originate from the micro-instabilities excited in counterstreaming plasmas. The Fermi-type acceleration process taking place in the electromagnetic turbulence induced around the shock’s discontinuity is held responsible for the generation of suprathermal particles and radiations in powerful astrophysical objects (e.g., supernova remnants, gamma ray bursts, or active galactic nuclei).9–11

During the collision of two electron-ion plasma flows, electron-driven micro-instabilities12–14 first develop and saturate, causing fast electron isotropization over the overlap region. In the absence of an external magnetic field and for high-velocity (\(nu \approx 10^{-3}c\), where \(c\) is the speed of light in vacuum), high-Mach-number (\(M_s \approx 1\)) flows, the ion Weibel-filamentation instability subsequently drives the electromagnetic turbulence,7 which progressively scatters the interacting ions until complete isotropization is reached.

In recent years, increasing experimental efforts have been devoted to this topic using plasma plumes produced by high-power lasers.13–16 The generation of Weibel-unstable, counterstreaming ablative flows is a challenging experimental task, which requires multi-kilojoule laser systems and sophisticated diagnostic techniques such as proton-radiography.17,18 The first proton-radiograph evidencing self-induced, kinetic-scale magnetic filaments was reported in Ref. 19, yet one had to wait for Ref. 14 to confront similar measurements with PIC simulations, indicating that Weibel-type instabilities were likely responsible for the observed structures. However, achieving truly collisionless plasma conditions of astrophysical relevance puts strong constraints on the required plasma density and temperature.20 In this regard, Refs. 16 and 21 presented a thorough analysis of the plasma conditions attained during the two-stream interaction, alongside a quantitative interpretation of the data by a fully three-dimensional PIC simulation. Although proof was made that the observed filamentary structures did result from the ion-Weibel instability, none of these experiments succeeded in creating a fully formed, propagating shock. The reason is that the effective interaction length in the streamwise direction was insufficient to isotropize the incoming ions.

In this novel field of laboratory astrophysics, experimental progress is linked to a more accurate characterization of the turbulent fields and plasma properties and, also, to a better understanding of the Weibel-mediated regimes accessible on presently available laser systems. In this respect, it should be stressed that, despite the use of state-of-the-art supercomputers, the PIC simulations performed so far to help design or interpret the experiments have resorted to strong numerical simplifications such as reduced ion-to-electron mass ratios. Hence, the knowledge of the exact conditions required for laser-driven shock formation remains an open issue, which strongly motivates further theoretical work.

Once isotropized, the beam particles are expected to accumulate in the center of the system until the standard Rankine-Hugoniot (RH) jump conditions are satisfied, similarly to what occurs in a hydrodynamic shock.22 These conditions, which express conservation of particle number, momentum, and energy across the shock front region, give the well-known plasma density jump across a strong shock: \(\rho_d/\rho_u = (\Gamma_{ad} + 1)/(\Gamma_{ad} - 1)\), where the subscripts “\(u\)” and “\(d\)” denote upstream and downstream quantities, respectively. For a non-relativistic 3D (resp. 2D) system, the adiabatic index \(\Gamma_{ad}\) is equal to 5/3 (resp. 2), leading to a compression factor of 4 (resp. 3). Therefore, following particle isotropization, each beam should undergo a density
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increase of 100% in 3D (50% in 2D) in the accumulation (downstream) region before the shock is formed and starts propagating.

Theoretical estimates of the isotropization and shock formation times, supported by PIC simulations, were given by Bret et al. for colliding relativistic pair plasmas. In this case, the magnetic fluctuations reached at the end of the linear Weibel instability phase are strong enough to fully scatter the interacting particle over typically one bouncing period inside the magnetic filaments. Hence, the RH conditions are fulfilled after a sufficient number of particles have piled up in the central region.

By contrast, for experimentally relevant electron-ion plasmas, the Weibel instability saturates well before the time of ion isotropization. In a previous paper, we demonstrated that the post-saturation evolution of the instability proceeds through mergers of ion current filaments. We developed an analytical model combining approximate quasilinear relations and a simple description of the coalescence of electron-screened ion micro-currents. This model was successfully compared with periodic PIC simulations in the early nonlinear instability stage for symmetric counterpropagating beams (i.e., of identical densities, absolute velocities, temperatures, masses, and charges). However, at a later stage of the plasma collision, the two interacting beams may present locally different properties, especially at the edges of the overlap region. As the overlap region continues to thicken, the assumption of locally symmetric beams made in Ref. becomes less and less valid. In a follow-up paper, the locally asymmetric character of the system (which consists of a relatively cold ion beam interacting with a hotter ion population in a background of isotropized, screening electrons) was shown to slow down the merging dynamics of the current filaments, thus leading to a scaling of the ion isotropization length \( L_{\text{iso}} \propto m_0^{0.9} \) significantly larger than previously assumed \( L_{\text{iso}} \sim 100c_0/\omega_{\text{pi}} \propto m_0^{-1/2} \). Interestingly, our estimates are also larger than those proposed in Ref. for relativistic to ultra-relativistic electron-ion plasma collisions, \( L_{\text{iso}} \propto \log(m_i/m_e)\beta/\omega_{\text{pi}} \). Note that electron screening effects were neglected in this study when modeling the merging dynamics of the ion micro-currents.

The non-relativistic results of Refs. and were obtained in the context of a forming shock, and thus may be useful to design future plasma collision experiments. Yet, for the astrophysical scenarios of main interest, the processes at stake during shock propagation (e.g., the generation of high-energy particles and radiation) are of greater importance, so that the shock should be considered to be formed. In a quasi-stationary propagation regime, the turbulence is sustained in the upstream region by the interaction of the incoming ions with a counterstreaming, hot ion population issued from the downstream or the shock front. As in the shock formation phase, this turbulent region should be strong/long enough to dissipate the incoming flow energy into thermal energy.

In this paper, we address the shock structure during its early-time propagation phase, through the analysis of the Weibel-filamentation instability taking place in the vicinity of the shock front. Here “early-time propagation” means that the shock wave fulfills the RH conditions, yet it is not self-sustained by the sole reflected particles (i.e., the system is still influenced by the particles transmitted through the contact discontinuity region). The main plasma features are studied in Sec. II by means of PIC simulations and quantitative estimates for the different particle populations at play. The analytical model worked out in Ref. for the shock formation stage is detailed in Sec. III. In Sec. IV, this model is applied to the early-time shock propagation stage, yielding predictions of the spatial field and plasma profiles. Finally, Sec. V gathers our conclusions and prospects.

II. FORMATION AND PROPAGATION OF A WEIBLE-MEDIATED COLLISIONLESS SHOCK

A. Formation of the downstream

We have simulated the collective interaction between two symmetric, counterstreaming plasmas using the PIC code CALDER. In all of the simulations, the electron-ion beams are initially placed on both sides of the domain’s center and are characterized by Maxwellian distributions of temperatures \( T_e = T_i = m_e c^2/100 \) and (x-aligned) drift velocities \( v_x = v_i \pm v_0 \) with \( v_0 \in (0.2, 0.4, c) \). The initial density of each beam is \( n_0 = n_i/2 \equiv 0.5 \) and the ion charge is \( Z_i = 1 \). Depending on the ion-to-electron mass ratio \( m_i/m_e \) (where the subscripts “e” and “i” denote electron and ion quantities), the size of the simulated domain is \( L_x \times L_y = 8400 \times 538 (c/\omega_{\text{pe}})^2 \) for \( m_i/m_e = 25 \), \( L_x \times L_y = 12600 \times 538 (c/\omega_{\text{pe}})^2 \) for \( m_i/m_e = 100 \), and \( L_x \times L_y = 22627 \times 1131 (c/\omega_{\text{pe}})^2 \) for \( m_i/m_e = 400 \). We have introduced \( \omega_{\text{pe}} = \sqrt{n_e^2/m_e \epsilon_0} \) the plasma frequency of the \( i \)th species, where \( \epsilon_0, n_0, q_i, \) and \( m_i \) stand for the permittivity of vacuum, density, charge, and mass of the \( i \)th species. The space and time steps are \( \Delta x = \Delta y = 0.3 \) (resp. transverse, y direction).

Note that our choice of drift velocities, \( v_0 \in (0.2, 0.4, c) \), and mass ratios, \( m_i/m_e \leq 400 \), is the result of a tradeoff between numerical feasibility and our focus on non-relativistic shocks relevant to supernova remnant scenarios and current laser experiments (i.e., characterized by \( m_i/m_e \sim 2000 \) and \( v_0 \sim 0.01 \) c). The computational load of our 2D simulations indeed scales as \( L_x \times L_y \times \epsilon_{\text{iso}} \) (the space-time simulation domain). Taking \( L_x \times L_y \times \epsilon_{\text{iso}} \) and \( L_y \times c/\omega_{\text{pi}} \) and using Eq. (30) below leads to a computational cost varying as \( \sim (m_i/m_e)^{2.3}/v_0 \). Keeping it at an acceptable level therefore requires us to artificially reduce \( m_i/m_e \) and increase \( v_0 \) (yet keeping it significantly lower than c) relative to the actual physical values.

Figures 1(a)–1(d) display simulation results obtained for \( m_i/m_e = 25 \) and \( v_0 = 0.4 \) c. All the panels correspond to the same time \( t_{\text{pe}} = 4830 \), i.e., after shock formation. The density map plotted in Fig. 1(a) evidences a shocked (downstream) region centered around \( x = 4200 \) (c/\omega_{\text{pe}}) and of thickness \( \sim 1500 \) (c/\omega_{\text{pe}}). Its density profile is essentially
uniform, corresponding to a compression factor of $\sim 1.5/0.5$–3 with respect to the upstream plasma, in agreement with the RH conditions.

Figure 1(a) reveals the growth of density filaments in the shock transition (precursor) regions ($2500/c \leq x_{pe}/c \leq 3000$ and $5500/c \leq x_{pe}/c \leq 6000$). These density modulations are correlated with the Weibel-driven magnetic fluctuations seen in Fig. 1(b). The instability is triggered by the incoming cold ions ($v_i \approx v_0$) counterstreaming against a population of hotter ions ($T_i \approx m_i c^2$, $-0.5c \leq v_i \leq -0.4c$) originating from the shocked region, as shown in the ion phase space $(x - p_x)$ of Fig. 2(a). The latter population comprises ions that have either leaked out from the downstream or been reflected at the shock front. Except for those that have been transmitted essentially ballistically early in the interaction, these ions have traveled across a longer turbulent region than the incoming ions, and so present a broader thermal spread. The strong density modulations seen in Fig. 1(a) are due to the cold incoming ions which are more easily pinched by the magnetic fluctuations than the hotter counterstreaming ions. As is well known, the magnetic filaments formed in the transition region evolve into more isotropic, clumpy structures in the downstream.

The process of ion isotropization across the magnetically turbulent shock front is illustrated in Fig. 1(d), where
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FIG. 1. Collisionless shock simulation with $m_i = 25m_e$, $v_{e,i} = \pm 0.4c$ and $T_{i,e}^{(0)} = 0.01m_e c^2$ and $n_e = 0.5$. (a) Total ion density. (b) Magnetic field $eB_z/m_e\omega_{pe}$. (c) Transversely averaged ion (red) and electron (blue) temperatures ($T_{i,e}/m_e c^2$). (d) Transversely averaged anisotropy factor $(a_i + 1 \equiv K_{sx} / T_{si})$ for the ions (red) and electrons (blue). In (c) and (d), the dashed/solid lines distinguish between beams of initial (far upstream) positive/negative mean velocities, except for the black solid lines, which plot the ion temperature and anisotropy predicted by Eqs. (25) and (26), respectively. All maps and curves are extracted at time $t_{xpe} = 4830$.  
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FIG. 2. (a) $x - p_x$ ion phase space ($x$ is in units of $c/v_{pe}$, and $p_x$ in units of $m_i c$) at $t_{xpe} = 4830$ (in log scale). The simulation parameters are $m_i = 25m_e$, $v_{e,i} = \pm 0.4c$ and $v_{e,i} = \pm 0.4c$. The $y$-averaged mean ion velocity $v_i/c$ of each beam and the total normalized current $j_x/cn_0$ are superimposed as solid and dashed black lines, respectively. (b) Transverse Fourier transform of the magnetic field $B_z(m_e\omega_{pe}/e)$ at $t_{xpe} = 4830$. (c) Weibel growth rate calculated at $x_{pe}/c = 2760$ (red plain line), 3000 (blue dashed line), and 3240 (green dotted-dashed line) using a multi-waterbag decomposition of the ($y$-averaged) local distribution functions. The wave numbers maximizing the growth rates of (c) are superposed in (b) as black circles. (d–f) Lineouts of the mean ion (solid red line) and electron (dashed blue line) flux densities $n_{i,e}/m_e c$ at $t_{xpe}/c = 2760$ (d), $t_{xpe}/c = 3000$ (e), and $t_{xpe}/c = 3240$ (f) at $t_{xpe} = 4830$.  
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the ratio between the (transversely averaged) longitudinal \( (K_{\ell\alpha} = m_i v_{\parallel i}^2 + T_{\parallel i}) \) and transverse \( (T_{\perp i}) \) momentum fluxes is plotted as a function of the longitudinal position. As expected, this ratio drops down to unity in the downstream.

Assuming that the downstream particles are fully isotropized (at least in the vicinity of the contact plane), the ion temperature \( T_{\parallel i} \) can be estimated from energy conservation. Equating the mean energy of the downstream ions \( (3T_{\parallel i} d^2 / 2) \) in 3D and \( T_{\parallel i} d \) in 2D) with the initial kinetic ion energy \( m_i v_{\parallel i}^2 / 2 \) (assuming an initially cold flow), we obtain \( T_{\parallel i} \approx m_i v_{\parallel i}^2 / 2 \) in 2D and \( T_{\parallel i} \approx m_i v_{\parallel i}^3 / 3 \) in 3D. This estimate is supported by the ion temperature profiles displayed in Fig. 1(c) (solid and dashed red lines): in the downstream, one finds \( T_{\parallel i} \approx 2 m_e c^2 \), as predicted by the above formula. Note that the artifacts visible on the edges of the electron temperature [Fig. 1(c)] and anisotropy [Fig. 1(d)] profiles are due to the fastest electrons at the beam heads crossing the tails of the counterstreaming beams, thus leaking out into vacuum before being reflected back by charge separation fields. This spurious effect, however, occurs at the outer edges of the ion-ion overlap region, and does not affect the nonlinear ion-Weibel stage under scrutiny.

From the RH conditions,\textsuperscript{22} the shock is expected to move at a constant velocity \( v_{\text{sh}} = v_i / 2 \) (resp. \( v_i / 3 \)) in 2D (resp. 3D), consistent with the simulation. Introducing the quasi-isotropisation time \( t_{\text{iso}} \) (estimated below), the time required for the shock front to reach a position \( x \) from the center \( (x_0) \) of the overlap region is
\[
t_{\text{front}}(x) = t_{\text{iso}} + \frac{|x - x_0|}{v_{\text{sh}}}. \tag{1}
\]

**B. Asymmetric ion-ion interaction in the upstream region**

In the \( x - p_x \) ion phase space displayed in Fig. 2(a), the mean velocities of the colliding ions beams are superimposed as solid black curves. Interestingly, the mean velocity of each beam does not vanish in the downstream, which shows that, at the time under consideration \( (t_{o\text{pe}} = 4830) \), the incoming ions are still being transmitted though the shock front and the downstream, and are leaking into the upstream at the opposite side. Recall that for a fully formed collisionless shock, one expects a downstream region thick enough that the incoming ions cannot be directly transmitted upstream. However, in the present case of initially symmetric counterstreaming beams (of identical densities, absolute velocities, temperatures, masses, and charges), we do not expect a significant difference between the reflected (or leaking) and transmitted ion populations, and so the shocks properties revealed by Figs. 1 and 2 should resemble those of a fully formed, self-sustained shock (i.e., no longer influenced by its initial conditions).

The absolute mean velocity of the ions transmitted into the upstream is close (yet not equal) to that of the incoming ions, leading to a non-vanishing net ion current in the upstream. This net ion current, however, is efficiently neutralized on average (after integration along the \( y \)-direction) by the electrons, yielding an essentially null total current [black dashed line in Fig. 2(a)]. The upstream region then consists of two asymmetric (with respect to the density and temperature) counterstreaming ion beams, current-neutralized by a mostly isotropic electron background. This configuration triggers the ion Weibel-filamentation instability responsible for the density and magnetic modulations (characterized by a mostly perpendicular wave number) visible in Figs. 1(a) and 1(b).

The main difference with the system studied in Ref. 25 concerns the asymmetric character of the colliding beams in the upstream. In a frame comoving with the shock front, the incoming ion flow, initially of low temperature, is increasingly heated as it interacts with the magnetic fluctuations and moves closer to the shock front. By contrast, the counterstreaming ions are hot \( (T_s \sim m_e c^2) \) and cool down when escaping from the turbulent region, as illustrated in Fig. 1(c). This asymmetric configuration affects the dynamics of the instability compared to what occurs in a symmetric two-stream system. The electron and ion contributions to the current modulations can be assessed at different positions in Figs. 2(d)–2(f). The ion current modulations reach slightly higher amplitudes than the electron current close to the shock front \( (x_{o\text{pe}}/c = 3240) \), while the electron current modulations slightly prevail deeper in the upstream \( (x_{o\text{pe}}/c = 2760) \). Overall, however, there is no clear evidence for dominant electron or ion contributions in this spatial region.

These observations can be confronted to the results of an instability analysis performed at various positions in the upstream. For that purpose, we have decomposed the local (y-averaged) electron and ion momentum distribution functions as a sum of waterbags using the method exposed in Ref. 31. Figure 2(c) plots the Weibel growth rates obtained from the fitted plasma distributions (using a total number of 2000 waterbags) at time \( t_{o\text{pe}} = 4830 \) and positions \( x_{o\text{pe}}/c = 2760, 3000, \) and 3240. As one moves closer to the shock front, the peak growth rate decreases from \( \Gamma \approx 4 \times 10^{-3} t_{o\text{pe}} \) to \( \approx 9 \times 10^{-4} t_{o\text{pe}} \), and shifts to lower wave numbers (from \( \approx 0.19 o_{\text{pe}} c \) to \( \approx 0.1 o_{\text{pe}} c \)). This stabilization results from the increasingly hot and isotropic particle distributions. We have checked that the counterstreaming reflected/transmitted hot ion population is critical in destabilizing the system: neglecting its contribution in the Weibel dispersion relation does suppress the instability. Also, Fig. 2(a) shows that the spatial variation of the most unstable transverse \( (k_y) \) wave number as predicted from linear theory correctly matches the simulated magnetic spectrum \( B(x, k_x) \). In the following, we shall develop an analytical model for the Weibel-instability-driven evolution of the field and plasma properties.

**III. COLLECTIVE FILAMENT DYNAMICS IN THE UPSTREAM REGION**

**A. Characterization of the magnetic spectrum**

As shown above, the Weibel instability taking place upstream of the shock is triggered by the interaction of a cold (incoming, \( c \)-subscript) ion beam and a hot (transmitted/reflected, \( h \)-subscript) ion population, both immersed within a hot electron background (\( e \)-subscript). We will
assume that each beam obeys a bi-Maxwellian distribution (normalized to unity) defined as

\[
f_j^{(0)} = \frac{m_j}{2\pi \sqrt{T_{xx} T_{yy}}} \exp \left( -\frac{m_j (v_j - \bar{v}_j)^2}{2 T_{xx}} - \frac{m_j v_j^2}{2 T_{yy}} \right),
\]

In the above equation, the temperatures and drift velocities of the various ion and electron populations vary with the distance to the shock front. Yet, it will be assumed that the plasma evolution is smooth enough so that the following general electromagnetic dispersion relation still holds locally:

\[
(\omega^2 \epsilon_{xx} - k_y^2 c^2)(\omega^2 \epsilon_{yy} - k_x^2 c^2) - (\omega^2 \epsilon_{xy} - k_x k_y c^2)^2 = 0. \quad (3)
\]

The elements of the non-relativistic dielectric tensor \(\epsilon_{\alpha\beta}\) involve the plasma dispersion function \(Z\), as detailed in Ref. 25. For a purely transverse \((k = k_y)\), non-propagating \((\mathcal{R}(\omega) = 0)\) Weibel eigenmode, the argument, \(\zeta\), of the function \(Z\) reads

\[
\zeta = \frac{i \Gamma_{k_y}}{k_y} \sqrt{\frac{m_j}{2 T_{yy}}}, \quad (4)
\]

where \(\Gamma_{k_y} \equiv \Im \omega\) is the growth rate. Typical values of \(\zeta\) can be estimated from the growth rate curves of Fig. 2(c): \(|\zeta_0| \approx 0.46 < 1\) and \(|\zeta_1| \approx 0.13 < 1\) for the cold and hot ion populations, respectively. For the electrons, we have \(|\zeta| \approx 2.6 \times 10^{-3} < 1\). We will now proceed to simplify the linear dispersion relation to leading order in \(\zeta\) to obtain an estimate of the dominant magnetic wave number.

For two (hot and cold) ion populations immersed within a hot isotropic electron background (neutralizing the net ion current), one should solve, in principle, the full electromagnetic dispersion relation of Eq. (3). Yet this is made difficult by the non-vanishing \(\epsilon_{xy}\) term in the asymmetric interaction region, which writes \(25\)

\[
\epsilon_{xy} = \sum_s \frac{\omega_{ps}^2}{\omega^2} \frac{2 v_s}{v_{th,s}^2} \left( \zeta_s + \zeta_s^2 Z(\zeta_s) \right), \quad (5)
\]

where \(v_s\) and \(v_{th,s}\) are the mean and thermal velocities of the \(s\)th species. From the above equation, we find \(\epsilon_{xy} \propto \sum_s \omega_{ps}^2 v_s^2 / v_{th,s}^2\) to leading order in \(\zeta\). It therefore proves convenient to solve the non-relativistic transverse dispersion relation in the frame \(\mathcal{R}'\) drifting at

\[
v_f = \frac{Z_{ec}^2 n_e v_e}{T_{cy}} + \frac{Z_{eh}^2 n_h v_h}{T_{hy}} + \frac{n_e v_e}{T_{cy}}.
\]

In the frame \(\mathcal{R}'\), \(\epsilon_{xy}\) vanishes to first order in \(\zeta\), and hence the Weibel dispersion relation simplifies to \(\omega^2 \epsilon_{xx} - k_y^2 c^2 = 0\). Consequently, to leading order in \(\zeta\), the Weibel-filamentation growth rate obeys an equation similar to that obtained in the symmetric case of Ref. 25. The general formula reads

\[
\Gamma_{k_y} \simeq \frac{k_y}{\sqrt{\sum_s \omega_{ps}^2 \left( \frac{d_0^2 + 1}{v_{th,s}} \right)}} \quad (6)
\]

where the sum runs over \(s \equiv [c, h, e]\) and \(d_0^s\) is the \(s\)th species anisotropy ratio defined in \(\mathcal{R}'\)

\[
a_0^s = \frac{m_s (v_s - v_f) + T_{sx} + T_{hy}}{T_{sy}} - 1. \quad (8)
\]

Figures 3(a)–3(c) compare the exact solution of the Weibel-filamentation dispersion relation (plain line) with the approximate expression (7) (dashed line) for three distinct plasma systems, comprising hot and cold ion populations in a neutralizing electron background. Overall, fairly good agreement is obtained, showing that the wave number that maximizes the growth rate verifies \(k_{sat} \approx 0.5 k_{max}\), where \(k_{max}\)

\[
k_{max} = \frac{2 T_{sx}^2}{\sqrt{\sum_s \omega_{ps}^2 a_0^s + \omega_{ph}^2}} C_0 k_y^2 + \frac{\omega_{pe}^2}{c^2} a_0^e
\]

is the non-vanishing wave number for which \(\Gamma_{k_y} = 0\).

In order to self-consistently evaluate the velocity of \(\mathcal{R}'\), one should take into account the variations of the plasma parameters involved in Eq. (6). For the sake of tractability, we only consider two interesting limits on \(v_f\). When \(v_e / v_{th,c}^2 \gg v_h / v_{th,h}^2\) or \(T_e \ll T_h\), the \(\mathcal{R}'\) frame velocity can be approximated to \(v_f \simeq v_e\). In the case of a forming Weibel-mediated shock, this limit is found to be valid only at the edge of the overlap region, far from the shock front [see Fig. 4(d)]. In this
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FIG. 4. Profiles of \( x_{\text{sh}}/c \) (a), \( T_{\parallel}/m_{e}c^{2} \) (b), and \( a_{x}+1 \) (c) as a function of the distance (in units of \( c/\omega_{pe} \)) to the shock front, as extracted from four different simulations at times close to shock formation: \( M_{i} = 25, v_{0} = 0.2 \) c (red stars, \( t_{xpe} = 4200 \)), \( M_{i} = 25, v_{0} = 0.4 \) c (green up-triangle, \( t_{xpe} = 2100 \)), \( M_{i} = 100, v_{0} = 0.4 \) c (blue left-triangle, \( t_{xpe} = 8650 \)), \( M_{i} = 400, v_{0} = 0.4 \) c (black squares, \( t_{xpe} = 17310 \)). Predictions from Eqs. (23)–(26) are plotted in dashed lines (see text). Comparison between \( T_{\parallel}/m_{e}c^{2} \) (plain lines) and \( h_{A}^{2}x_{i}/q_{e}^{2}m_{e}c^{2} \) (points) extracted from the PIC simulations are superimposed in panel (b). (d) Profile of \( v_{c} \) extracted from the simulations. The calculation of \( v_{c} \) using Eq. (6) and the various parameters measured in the simulations is plotted as dots in the case \( M_{i} = 400 \) and \( M_{i} = 100 \) for \( v_{0} = 0.4 \) c. (e) Profiles of \( T_{\parallel}, T_{\perp}, \) and \( T_{e} \) extracted from the simulations.
region, combining Eqs. (8) and (9) with \(v_f \sim v_c\) shows that the dominant (fastest-growing) wavelength depends on the electron properties

\[
\frac{\lambda_{\text{sat}}}{c} \sim 2\pi \sqrt{\frac{T_e}{m_e v_c^2}}. \tag{10}
\]

Closer to the shock front, we may simplify Eq. (6) by applying current neutrality to the three populations, \(n_e v_e + n_h v_h + n_i v_i = 0\). We thus obtain

\[
v_f \simeq \frac{\left(\frac{Z_e^2}{T_{cy}} - 1\right) n_e v_c + \left(\frac{Z_i^2}{T_{hy}} - 1\right) n_h v_h}{\frac{Z_e^2 n_e}{T_{cy}} + \frac{Z_i^2 n_h}{T_{hy}} + \frac{n_i}{T_{cy}}}.
\tag{11}
\]

From Fig. 4(e), it appears that the electron (dashed lines) and ion (plain, cold and dotted, hot) temperatures verify \(T_e \ll T_c\) and \(T_e \ll T_h\). For \(Z_h = Z_c = 1\), the above equation yields

\[
|v_f| \leq \frac{|n_e v_c + n_h v_h|}{n_i + n_h} < |v_c|
\]

so that the \(R'\) frame velocity is smaller than the total ion mean velocity, which is, in turn, smaller than the cold-ion drift velocity. Finally, Fig. 4(d) supports the assumption \(v_f \ll v_c\), so that \(R'\) can be approximately identified with the lab frame.

Consequently, \(\lambda_{\text{sat}}\) verifies

\[
\frac{\lambda_{\text{sat}}}{c} \sim 4\pi \sqrt{\frac{2T_{cy}}{m_e v_c^2}}, \tag{13}
\]

where use will be made of \(n_e \simeq n_h\) and \(Z_c = Z_i = Z\), in the following numerical applications. The two unknown plasma parameters involved in the above equation are the cold ion velocity \(v_c\) and transverse temperature \(T_{cy}\).

Our simulations indicate that, due to significant electron magnetization, the magnetic-field strength remains approximately constant over the nonlinear phase. The total current density carried, on average, by one ion filament, \(j_e \simeq k j_c\), involves the (cold) ion current contribution, \(j_c \simeq q_i Z_m n_i v_c\), and the electron screening factor \(k(t) \simeq 4c/\lambda_{\text{sat}}(t) c_{pe}\). The associated magnetic field strength and potential vector can therefore be estimated by

\[
B_c \sim v_c (\mu_0 m_e Z_m n_i)^{1/2}, \tag{14}
\]

\[
A_c \sim \frac{\lambda_{\text{sat}} B_c}{2\pi} \sim \frac{\lambda_{\text{sat}} v_c}{2\pi} (\mu_0 m_e Z_m n_i)^{1/2}, \tag{15}
\]

where \(\mu_0\) is the vacuum permeability.

Making use of Eq. (13), we then obtain

\[
m_e T_{cy} \sim Z_i^2 (A_c^2). \tag{16}
\]

Figure 4(b) shows very good agreement between \(q_e^2 \langle A_c^2 \rangle\) and \(m_e T_{cy}\) for three different shock simulations with \(Z_i = 1\) (plain lines and squares). Plugging Eq. (16) into Eq. (13) allows us to express the dominant wave number as a function of \(q_e^2 \langle A_c^2 \rangle\)

\[
\frac{Z_i q_e^2}{m_e} \langle A_c^2 \rangle \sim \frac{m_i v_i^2}{c_{pe}^2} \sim \frac{m_i v_i^2}{16\pi e^2 c^2}. \tag{17}
\]

B. Upstream filament dynamics

The coalescence dynamics of the filaments formed by the incoming ions upstream of the shock can be modeled as in Ref. 25. At a fixed position in the downstream frame, the following energy conservation law approximately applies:

\[
d \left[ m_i (d\lambda_{\text{sat}})^2 \right] = \frac{1}{n} dA, \tag{18}
\]

where \(n\) is the ion density and \(A\) is the amplitude of the longitudinal potential vector, estimated as \(A \sim \sqrt{2 \langle A_c^2 \rangle}\).

Equations (13)–(18) can be approximately solved by assuming that, at the start time of the nonlinear Weibel phase \((t = t_v)\), \(\lambda_{\text{sat}}(t_v) = \lambda_s\) and \(\partial_t \lambda_{\text{sat}}(t_v) = 0\). Making use of Eq. (17) and approximating \(n \sim n_i\), one can recast Eq. (18) as

\[
\left[ (\partial_t \lambda_{\text{sat}})^2 \right] = \frac{Z_m m_i}{2n m_i} \int_{\lambda_s}^{\lambda_{\text{sat}}} \partial_i (v_i \lambda) d\lambda. \tag{19}
\]

For simplicity, \(v_i\) will hereafter be assumed independent of distance. This approximation, which enables analytical progress, holds only in the region where the magnetic fields have not slowed down significantly the ions. To assess the implications of this approximation, one may apply conservation of energy to the incoming ion beam, \(d[T_{cy} + T_{cx} + m_i v_i^2] = 0\). Using \(T_{cx} \simeq T_{cy}\) yields \(\delta T_{cy} = -m_i v_i \partial_i v_i\), and hence

\[
\frac{\delta T_{cy}}{T_{cy}} = -\frac{m_i v_i \partial_i v_i}{T_{cy}} \sim -a_i(0) \frac{\delta v_i}{v_i}, \tag{20}
\]

where the initial ion anisotropy ratio is estimated to be \(a_i(0) \sim m_i v_i^2/T_{cy}\). This equation therefore shows that, provided \(a_i(0)\) is large enough, the system may simultaneously verify \(\delta v_i/v_i \ll 1\) and \(\delta T_{cy}/T_{cy} \gg 1\). For the simulations run with \((m_i/m_e, \nu_e \nu_i) = (25, 0.4), (100, 0.4),\) and \((400, 0.4)\), we thus find that a variation of \(\delta v_i/v_i \sim -0.2\) corresponds to \(\delta T_{cy}/T_{cy} \sim 16, 64,\) and \(260\), respectively. Hence, the larger the initial ion anisotropy, the wider is the range of validity of the following approximate solution.

Neglecting the variations of \(v_i\), Eq. (19) thus gives

\[
\partial_i \lambda_{\text{sat}} \simeq v_i \sqrt{\frac{Z_m m_e}{2\pi m_i}} \ln \left( \frac{\lambda_{\text{sat}}}{\lambda_s} \right). \tag{21}
\]

There results

\[
\Delta t v_i \sqrt{\frac{Z_m m_e}{2\pi m_i}} \int_{\lambda_s}^{\lambda_{\text{sat}}} d\lambda \sqrt{\ln(\lambda/\lambda_s)} = \sqrt{\pi} \lambda_s \left[ \text{erfi} \left( \frac{1}{\sqrt{2}} \ln \left( \frac{\lambda_{\text{sat}}}{\lambda_s} \right) \right) \right], \tag{22}
\]

where \(\text{erfi}\) is the complex error function\(^{34}\) and \(\Delta t = t - t_v\). The dominant wavelength therefore reads
\[ \lambda_{\text{sat}} = \lambda_* \exp \left[ \text{erfi}^{-1} \left( \frac{\Delta t}{\tau} \right)^2 \right] = \lambda_* F \left( \frac{\Delta t}{\tau} \right), \]  

(23)

where, besides the function \( F \), we have introduced the effective timescale for the magnetic wavelength variation

\[ \tau = \frac{\lambda_*}{v_c \sqrt{Z_m m_e}}. \]  

(24)

Equation (23) predicts that the dominant wavelength increases in time as \( \lambda_{\text{sat}}/\log(\lambda_{\text{sat}}) \propto t \), i.e., at a rate slower than obtained in the symmetric configuration, \( \lambda_{\text{sat}} \approx \lambda_* (1 + \Delta t^2/\tau^2) \). The value of \( q_i^2 \langle A_i^2 \rangle \) can be obtained by combining Eqs. (17) and (23), yielding

\[ \frac{Q_i^2}{m_e} \langle A_i^2 \rangle \simeq T_{\text{cy}}(t) \simeq \frac{m_i v_c^2 o_{pi}^2 \kappa^2 F(\Delta t/\tau)^2}{2 \cdot 16\pi^2 \varepsilon^2}. \]  

(25)

Assuming that \( m_i v_c^2 + T_{\text{cx}} + T_{\text{cy}} \) is roughly constant, and approximating \( T_{\text{cx}} \approx T_{\text{cy}} \), we can infer the ion anisotropy

\[ \frac{d\sigma_i(t)}{d\omega} \simeq \frac{m_i v_c^2 (t) + T_{\text{cx}}(t) + T_{\text{cy}}(t)}{T_{\text{cy}}(t)} - 2, \]  

(26)

where \( T_{\text{cy}} \) is given by Eq. (25).

**IV. PROFILE OF THE SHOCK TRANSITION REGION**

**A. Analytical formula of the dominant magnetic wavelength**

Equations (17) and (23) explicitly describe the temporal evolution of the field parameters at a given position in the upstream region, assuming that the Weibel instability has entered its nonlinear phase at time \( t_* \). In order to obtain the spatial field profile, we make use of the shock front position, defined by Eq. (1), and of the dominant wavelength at the shock front \( \lambda_{\text{front}} \approx \lambda_{\text{sat}}(t_{\text{iso}}) \). Assuming \( \lambda_{\text{front}} \) and \( t_{\text{front}} \) are known, the profile of \( \lambda_{\text{sat}} \) can be recast independent of \( t_* \)

\[ \frac{\lambda_{\text{sat}}}{\lambda_*} = F \left[ \frac{t - t_{\text{iso}}}{\tau} - \frac{|x - x_0|}{v_{\text{sh}}} - F^{-1} \left( \frac{\lambda_{\text{front}}}{\lambda_*} \right) \right], \]  

(27)

where \( t - t_{\text{front}} > 0 \), \( \lambda_* \leq \lambda_{\text{sat}} \leq \lambda_{\text{front}} \) and \( F^{-1}(x) = \text{erfi} \left[ \frac{\sqrt{\ln(x)}}{\lambda_*} \right] \) is the inverse function of \( F \). The dominant magnetic wavelength at the shock front, \( \lambda_{\text{front}} \), can be estimated by expressing ion isotropization, \( T_{\text{cy}}(t_{\text{front}}) \sim 0.5m_i v_c^2 \), in Eq. (13), which yields

\[ \lambda_{\text{front}} = \lambda_{\text{sat}}(t_{\text{iso}}) \simeq 4\pi \frac{c}{\omega_{pi}}, \]  

(28)

where \( \omega_{pi} \) is the total ion plasma frequency in the overlap region. Note that plugging Eq. (28) into Eq. (17) gives \( T_{\text{cy}} \simeq 0.5m_i v_c^2 \), which is precisely the ion temperature value expected after complete isotropization.

Our calculation assumes that, once formed, the shock presents a stationary profile, defined by \( q_i^2 \langle A_i^2 \rangle \) and \( \lambda_{\text{sat}} \), in a frame moving at \( v_{\text{sh}} \). In Eqs. (27) and (17), the sharpness of the profile depends on the factor \( F^{-1} \left( \frac{\lambda_{\text{sat}}}{\lambda_*} \right) = \text{erfi} \left[ \frac{\sqrt{\ln(\lambda_{\text{front}}/\lambda_*)}}{\lambda_*} \right] \). The thickness of the magnetic ion-scattering region can be estimated by identifying it with the length needed for \( \lambda_{\text{sat}} \) to increase from \( \lambda_* \) to \( \lambda_{\text{front}} \). For a large ion mass, the thickness of the upstream turbulent layer required to quasi-isotropize the cold ion beam, \( L_{\text{iso}} = v_{\text{sh}}(t_{\text{iso}} - t_*) \), writes

\[ L_{\text{iso}} = 40 \frac{c}{\omega_{pi}} \text{erfi} \left[ \frac{\log \left( \frac{m_i}{Z_i m_e} \right)}{\sqrt{\ln(\lambda_{\text{front}}/\lambda_*)}} \right], \]  

(29)

\[ \simeq 35 \frac{c}{\omega_{pi}} \left( \frac{m_i}{Z_i m_e} \right)^{0.4} \simeq 35 \frac{c}{\omega_{pi}} M_i^{0.4}, \]  

(30)

where use has been made of \( M_i = m_i/Z_i m_e \) and of

\[ \lambda_* = \lambda_{\text{sat}}(t_*) \simeq 4\pi c/\omega_{pi} \],

(31)

obtained by substituting \( T_{\text{cy}}(t_*) \sim 0.5m_i v_c^2 \) into Eq. (13). Equation (30) represents an approximate fit of Eq. (29), valid in the range \( 10 \leq m_i/Z_i m_e \leq 4000 \). As the variations of \( v_c \) and, therefore, plasma compression are neglected, \( L_{\text{iso}} \) does not precisely coincide with the length required to fulfill the RH relations, \( L_{\text{sh}} \). Our simulations suggest that, in a 2D geometry, \( L_{\text{sh}} \sim L_{\text{iso}} \). However, since the RH relations predict a larger plasma compression in 3D than in 2D, one may expect \( L_{\text{sh}} \simeq L_{\text{iso}} \) in a realistic geometry.

Interestingly, Eq. (30) shows that the size of the upstream magnetic turbulent layer does not depend on the initial velocity of the plasma slabs, in agreement with the simulation results of Ref. 1. Moreover, this length, which depends on both the ion and electron masses, can be related to the isotropization time involved in Eq. (1) through \( L_{\text{iso}} \simeq v_{\text{sh}} t_{\text{iso}} \).

We now compare our analytical predictions with the field and plasma profiles extracted from various simulations at times close to shock formation. In Figs. 4(a)–4(e) are plotted the simulated profiles of \( \lambda_{\text{sat}} \), \( q_i^2 \langle A_i^2 \rangle \) \( \sim \simeq T_{\text{cy}} \), and \( q_i^2 \langle A_i^2 \rangle \) \( \sim \simeq T_{\text{cy}} \). However, since the RH relations predict a larger plasma compression in 3D than in 2D, one may expect \( L_{\text{sh}} \approx L_{\text{iso}} \) in a realistic geometry.

Overall, the model predictions for the ion temperature and anisotropy are in good agreement with the simulated profiles over the whole shock transition regions. This demonstrates that our model correctly captures the field and plasma evolution, and, also, that Eq. (30) provides a good estimate of the shock transition length. The position of the shock front, as defined by Eq. (1), \( \sigma_i(x_0) \leq 1 \) [see Fig. 4(e)], corresponds to the limit beyond which the magnetic spectrum ceases to be mainly transverse. Figure 1(a) indeed evidences
that, in the region $3500 \leq x_0p_{ce}/c \leq 4000$ where $a_e \leq 1$, the ion filaments have become close to isotropic, in contrast to the assumption of a purely transverse spectrum underlying our model [red dashed curve of Fig. 1(d)].

For $(M_i, v_0/c) = (25, 0.4)$, a comparison with our estimates can be made once the shock fulfills the RH jump conditions. Figures 1(c) and 1(d) plot the cold ion anisotropy and temperature profiles at $t_{pce} = 4830$, i.e., when the shock front has propagated over a distance $\sim 750 c/t_{pce}$. Fairly good agreement is obtained close to the shock front ($a_e \approx 1$). Comparing the PIC and theoretical profiles close to [Figs. 4(b) and 4(d), green triangles], and after [Figs. 1(c) and 1(d), black line] shock formation reveals that a discrepancy sets in around $x_0p_{ce}/c \approx 3000$ and $x_0p_{ce}/c \approx 5500$. This discrepancy could result from our somewhat coarse description of the plasma distribution, especially of the variations (in density and velocity) of the transmitted/reflected ions during shock propagation. Moreover, the strong filament deformations that can be seen in this region suggest that other mechanisms than coalescence could be of importance. Hence, our model is expected to hold during the early-time shock propagation, i.e., for $|t_{front} - t_{iso}| \leq t_{iso}$ where $t_{front}$ fulfills Eq. (1).

B. Verification of the assumptions

The present model relies on equations that are, in principle, only valid within a homogeneous system, which is formally not the case upstream of the shock. However, the theory may still hold in the inhomogeneous upstream region provided that $\lambda_{sat}$ varies faster than the incoming ion velocity. Consequently, for a small value of $d\hat{\lambda}_{sat}/v_i$, the spatial gradients should be negligible and hence, the local equations used in the model should remain valid. Making use of Eq. (21), we can show that

$$\frac{d\hat{\lambda}_{sat}}{v_i} \approx 0.4 \frac{v_0}{v_i(t)} \sqrt{\frac{Z m_e}{m_i}} \log \left( \frac{\hat{\lambda}_{sat}(t)}{\lambda_{sat}} \right),$$

which gives $d\hat{\lambda}_{sat}/v_i \approx 0.76 \sqrt{Z m_e/m_i} v_0/v_i$, much smaller than unity for $M_i \gg 1$, even at the shock front where $v_i$ does not vanish, as observed numerically [black plain lines in Fig. 2(b) and plain lines in Fig. 4(d)]. We have also assumed $v_f \approx 0$ [Eq. (6)] in order to derive an approximate solution of the dispersion relation. Figure 4(d) shows the estimates of $v_f$ computed in two of our simulations, showing that $v_f v_i \ll 1$ is well verified except in a region localized far from the shock front.

V. CONCLUSIONS AND PROSPECTS

In summary, we have investigated the field and plasma evolution upstream of Weibel-mediated collisionless shock fulfilling the Rankine-Hugoniot conditions. The stability properties of the upstream plasma have been analyzed both numerically and analytically, through approximate expressions of the dominant unstable modes. We have demonstrated that the instability is triggered by the overlap of the cold incoming ions, propagating towards the shock, and the outcoming hot ions, generated at the shock front and propagating in the opposite direction. We have then obtained a simple relation between the field quantity $q^2 A_f^2$ and the dominant wave number, valid in the upstream region. This relation has been combined with the simple coalescence model proposed in Ref. 25, giving analytical expressions of the magnetic and plasma profiles. The model predictions have been successfully compared with large-scale PIC simulations in the parameter range $v_0 \in (0.2c, 0.4c)$ and $m_i/m_e \in (25, 100, 400)$. Our model also predicts the thickness of the upstream turbulent region over which the ions are scattered up to quasi-isotropization. The expression obtained only depends on the ion and electron masses, independent of the other plasma properties and/or time history of the system. However, far from the shock front, the various instabilities developing prior to the ion Weibel filamentation may heat the ions and electrons, and thus smooth out the temperature profiles, so that our predictions may fail at times $\gg L_{sat}/v_0$.

In order to make the model tractable, we have neglected the variations of the incoming ion drift velocity, an assumption justified for large ion-to-electron mass ratios and up to a region close to the shock front, where the ion beam anisotropy gets close to unity. Inside the downstream region, as one expects the ions to be totally isotropized, this assumption no longer holds and so our predictions cease to be valid.

To conclude, this work provides the first predictive model of the transition region of a Weibel-mediated electron-ion shock wave. Yet, substantial further analysis is required for a complete understanding of the shock structure, explicitly taking account of particle scattering and alternate decay processes (e.g., kinklike modes) for the magnetic filaments across the shock front, where they evolve into isotropic clumpy structures. The nonlinear damping of the latter structures in the downstream region also deserves further investigation as it is expected to influence the radiative properties of the shock. Finally, in this model, the contribution of the electrons to the shock formation is restricted to their screening the ion micro-currents. This simplification prevents us from describing the energy partition dynamics of a collisionless shock wave.
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