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A theoretical and numerical analysis is carried out for turbulent collisionless shocks mediated by

the ion-Weibel instability during high-velocity plasma collisions. We develop a simple model

based on the coalescence dynamics of the ion current filaments, which predicts the spatio-temporal

evolution of the magnetic fluctuations formed in the upstream plasma region. From comparison

with particle-in-cell simulations, our model is shown to correctly capture the magnetic-field and

ion-beam properties during the early-time shock propagation. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4979187]

I. INTRODUCTION

Fully kinetic modeling of collisionless turbulent shocks

is now accessible to particle-in-cell (PIC) simulations using

modern supercomputers, hence providing a first-principles

description of various high-energy astrophysical scenar-

ios.1–4 According to an increasing body of theoretical

research,5–8 such shocks likely originate from the micro-

instabilities excited in counterstreaming plasmas. The Fermi-

type acceleration process taking place in the electromagnetic

turbulence induced around the shock’s discontinuity is held

responsible for the generation of suprathermal particles and

radiations in powerful astrophysical objects (e.g., supernova

remnants, gamma ray bursts, or active galactic nuclei).9–11

During the collision of two electron-ion plasma flows,

electron-driven micro-instabilities12 first develop and satu-

rate, causing fast electron isotropization over the overlap

region. In the absence of an external magnetic field and for

high-velocity (vi � 10�3c, where c is the speed of light in

vacuum), high-Mach-number (Ms � 1) flows, the ion

Weibel-filamentation instability subsequently drives the

electromagnetic turbulence,7 which progressively scatters

the interacting ions until complete isotropization is reached.

In recent years, increasing experimental efforts have

been devoted to this topic using plasma plumes produced by

high-power lasers.13–16 The generation of Weibel-unstable,

counterstreaming ablative flows is a challenging experimen-

tal task, which requires multi-kilojoule laser systems and

sophisticated diagnostic techniques such as proton-radiogra-

phy.17,18 The first proton-radiograph evidencing self-

induced, kinetic-scale magnetic filaments was reported in

Ref. 19, yet one had to wait for Ref. 14 to confront similar

measurements with PIC simulations, indicating that Weibel-

type instabilities were likely responsible for the observed

structures. However, achieving truly collisionless plasma

conditions of astrophysical relevance puts strong constraints

on the required plasma density and temperature.20 In this

regard, Refs. 16 and 21 presented a thorough analysis of the

plasma conditions attained during the two-stream interaction,

alongside a quantitative interpretation of the data by a fully

three-dimensional PIC simulation. Although proof was made

that the observed filamentary structures did result from the

ion-Weibel instability, none of these experiments succeeded

in creating a fully formed, propagating shock. The reason is

that the effective interaction length in the streamwise direc-

tion was insufficient to isotropize the incoming ions.

In this novel field of laboratory astrophysics, experimen-

tal progress is linked to a more accurate characterization of

the turbulent fields and plasma properties and, also, to a bet-

ter understanding of the Weibel-mediated regimes accessible

on presently available laser systems. In this respect, it should

be stressed that, despite the use of state-of-the-art supercom-

puters, the PIC simulations performed so far to help design

or interpret the experiments have resorted to strong numeri-

cal simplifications such as reduced ion-to-electron mass

ratios. Hence, the knowledge of the exact conditions required

for laser-driven shock formation remains an open issue,

which strongly motivates further theoretical work.

Once isotropized, the beam particles are expected to

accumulate in the center of the system until the standard

Rankine-Hugoniot (RH) jump conditions are satisfied, simi-

larly to what occurs in a hydrodynamic shock.22 These con-

ditions, which express conservation of particle number,

momentum, and energy across the shock front region, give

the well-known plasma density jump across a strong shock:

nd=nu ¼ ðCad þ 1Þ=ðCad � 1Þ, where the subscripts “u” and

“d” denote upstream and downstream quantities, respec-

tively. For a non-relativistic 3D (resp. 2D) system, the adia-

batic index Cad is equal to 5/3 (resp. 2), leading to a

compression factor of 4 (resp. 3). Therefore, following parti-

cle isotropization, each beam should undergo a density
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increase of 100% in 3D (50% in 2D) in the accumulation

(downstream) region before the shock is formed and starts

propagating.

Theoretical estimates of the isotropization and shock

formation times, supported by PIC simulations, were given

by Bret et al.23,24 for colliding relativistic pair plasmas. In

this case, the magnetic fluctuations reached at the end of the

linear Weibel instability phase are strong enough to fully

scatter the interacting particle over typically one bouncing

period inside the magnetic filaments. Hence, the RH condi-

tions are fulfilled after a sufficient number of particles have

piled up in the central region.24

By contrast, for experimentally relevant electron-ion

plasmas, the Weibel instability saturates well before the time

of ion isotropization. In a previous paper,25 we demonstrated

that the post-saturation evolution of the instability proceeds

through mergers of ion current filaments. We developed an

analytical model combining approximate quasilinear rela-

tions and a simple description of the coalescence of electron-

screened ion micro-currents. This model was successfully

compared with periodic PIC simulations in the early nonlin-

ear instability stage for symmetric counterpropagating beams

(i.e., of identical densities, absolute velocities, temperatures,

masses, and charges). However, at a later stage of the plasma

collision, the two interacting beams may present locally dif-

ferent properties, especially at the edges of the overlap

region. As the overlap region continues to thicken, the

assumption of locally symmetric beams made in Ref. 25

becomes less and less valid. In a follow-up paper,26 the

locally asymmetric character of the system (which consists

of a relatively cold ion beam interacting with a hotter ion

population in a background of isotropized, screening elec-

trons) was shown to slow down the merging dynamics of the

current filaments, thus leading to a scaling of the ion isotrop-

ization length (Liso / m0:9
i ) significantly larger than previ-

ously assumed (Liso � 100c=xpi / m
1=2
i ).1 Interestingly, our

estimates are also larger than those proposed in Ref. 27 for

relativistic to ultra-relativistic electron-ion plasma collisions,

Liso / logðmi=meÞc=xpi. Note that electron screening effects

were neglected in this study when modeling the merging

dynamics of the ion micro-currents.

The non-relativistic results of Refs. 25 and 26 were

obtained in the context of a forming shock, and thus may be

useful to design future plasma collision experiments. Yet, for

the astrophysical scenarios of main interest, the processes at

stake during shock propagation (e.g., the generation of high-

energy particles and radiation) are of greater importance, so

that the shock should be considered to be formed. In a quasi-

stationary propagation regime, the turbulence is sustained in

the upstream region by the interaction of the incoming ions

with a counterstreaming, hot ion population issued from the

downstream or the shock front.1,2,28 As in the shock forma-

tion phase, this turbulent region should be strong/long

enough to dissipate the incoming flow energy into thermal

energy.

In this paper, we address the shock structure during its

early-time propagation phase, through the analysis of the

Weibel-filamentation instability taking place in the vicinity

of the shock front. Here “early-time propagation” means that

the shock wave fulfills the RH conditions, yet it is not self-

sustained by the sole reflected particles (i.e., the system is

still influenced by the particles transmitted through the con-

tact discontinuity region). The main plasma features are

studied in Sec. II by means of PIC simulations and quantita-

tive estimates for the different particle populations at play.

The analytical model worked out in Ref. 26 for the shock

formation stage is detailed in Sec. III. In Sec. IV, this model

is applied to the early-time shock propagation stage, yielding

predictions of the spatial field and plasma profiles. Finally,

Sec. V gathers our conclusions and prospects.

II. FORMATION AND PROPAGATION OF A
WEIBEL-MEDIATED COLLISIONLESS SHOCK

A. Formation of the downstream

We have simulated the collective interaction between two

symmetric, counterstreaming plasmas using the PIC code

CALDER.29 In all of the simulations, the electron-ion beams are

initially placed on both sides of the domain’s center and are

characterized by Maxwellian distributions of temperatures

Te¼ Ti¼mec
2/100 and (x-aligned) drift velocities ve¼ vi

¼6v0 with v0 2 (0.2 c, 0.4 c). The initial density of each beam

is n0¼ ni,e/2� 0.5 and the ion charge is Zi¼ 1. Depending on

the ion-to-electron mass ratio mi/me (where the subscripts “e”

and “i” denote electron and ion quantities), the size of the sim-

ulated domain is Lx � Ly ¼ 8400� 538ðc=xpeÞ2 for mi/me

¼ 25, Lx � Ly ¼ 12600� 538ðc=xpeÞ2 for mi/me¼ 100, and

Lx � Ly ¼ 22627� 1131ðc=xpeÞ2 for mi/me¼ 400. We have

introduced xps ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nsq2

s=ms�0

p
, the plasma frequency of the

sth species, where �0, ns, qs, and ms stand for the permittivity

of vacuum, density, charge, and mass of the sth species.

The space and time steps are Dx¼Dy¼ 0.3 c/xpe and Dt

¼ 0:2x�1
pe , respectively. Care has been taken to verify that a

smaller mesh size does not quantitatively affect the simulation

results. Each cell contains initially 10 macroparticles per beam

species. For both particles and fields, absorbing (resp. periodic)

boundary conditions are used in the longitudinal, x (resp. trans-

verse, y) direction.

Note that our choice of drift velocities, v0¼ 0.2 � 0.4 c,

and mass ratios, mi/me� 400, is the result of a tradeoff

between numerical feasibility and our focus on non-

relativistic shocks relevant to supernova remnant scenarios

and current laser experiments (i.e., characterized by mi/me

� 2000 and v0� 0.01 c). The computational load of our 2D

simulations indeed scales as Lt� Lx�Ly (the space-time

simulation domain). Taking Lx� v0Lt� Liso and Ly / c/xpi

and using Eq. (30) below leads to a computational cost vary-

ing as �ðmi=meÞ2:3=v0. Keeping it at an acceptable level

therefore requires us to artificially reduce mi/me and increase

v0 (yet keeping it significantly lower than c) relative to the

actual physical values.

Figures 1(a)–1(d) display simulation results obtained for

mi/me¼ 25 and v0¼ 0.4 c. All the panels correspond to the

same time txpe¼ 4830, i.e., after shock formation. The den-

sity map plotted in Fig. 1(a) evidences a shocked (down-

stream) region centered around x¼ 4200 c/xpe and of

thickness �1500 c/xpe. Its density profile is essentially

041409-2 Ruyer et al. Phys. Plasmas 24, 041409 (2017)



uniform, corresponding to a compression factor of �1.5/

0.5–3 with respect to the upstream plasma, in agreement

with the RH conditions.

Figure 1(a) reveals the growth of density filaments in the

shock transition (precursor) regions (2500 � xxpe=c � 3000

and 5500 � xxpe=c � 6000). These density modulations are

correlated with the Weibel-driven magnetic fluctuations seen

in Fig. 1(b). The instability is triggered by the incoming cold

ions (vi� v0) counterstreaming against a population of hotter

ions (Tiy ’ mec2;�0:5c � vi �� 0:4c) originating from the

shocked region, as shown in the ion phase space (x � px) of

Fig. 2(a). The latter population comprises ions that have either

leaked out from the downstream or been reflected at the shock

front. Except for those that have been transmitted essentially

ballistically early in the interaction, these ions have traveled

across a longer turbulent region than the incoming ions, and

so present a broader thermal spread. The strong density modu-

lations seen in Fig. 1(a) are due to the cold incoming ions

which are more easily pinched by the magnetic fluctuations

than the hotter counterstreaming ions. As is well known,28,30

the magnetic filaments formed in the transition region evolve

into more isotropic, clumpy structures in the downstream.

The process of ion isotropization across the magneti-

cally turbulent shock front is illustrated in Fig. 1(d), where

FIG. 1. Collisionless shock simulation with mi¼ 25 me, ve,i¼60.4 c and T
ð0Þ
e;i ¼ 0:01mec2 and ne,i¼ 0.5. (a) Total ion density. (b) Magnetic field eBz/mexpe.

(c) Transversely averaged ion (red) and electron (blue) temperatures (Ti,ey/mec
2). (d) Transversely averaged anisotropy factor (asþ 1�Ksx/Tsy) for the ions

(red) and electrons (blue). In (c) and (d), the dashed/solid lines distinguish between beams of initial (far upstream) positive/negative mean velocities, except

for the black solid lines, which plot the ion temperature and anisotropy predicted by Eqs. (25) and (26), respectively. All maps and curves are extracted at time

txpe¼ 4830.

FIG. 2. (a) x � px ion phase space (x is in units of c/xpe, and px in units of mic) at txpe¼ 4830 (in log scale). The simulation parameters are

mi ¼ 25me; T
ð0Þ
i;e ¼ 0:01mec2, and vi,e¼60.4 c. The (y-averaged) mean ion velocity vi/c of each beam and the total normalized current jx/qen0c are superim-

posed as solid and dashed black lines, respectively. (b) Transverse Fourier transform of the magnetic field jBzðx; kyÞj at txpe¼ 4830. (c) Weibel growth rate cal-

culated at xxpe/c¼ 2760 (red plain line), 3000 (blue dashed line), and 3240 (green dotted-dashed line) using a multi-waterbag decomposition31 of the (y-

averaged) local distribution functions. The wave numbers maximizing the growth rates of (c) are superposed in (b) as black circles. (d)–(f) Lineouts of the

mean ion (solid red line) and electron (dashed blue line) flux densities nvx/n0c at xxpe/c¼ 2760 (d), xxpe/c¼ 3000 (e), and xxpe/c¼ 3240 (f) at txpe¼ 4830.
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the ratio between the (transversely averaged) longitudinal

(Kix ¼ miv2
i þ Tix) and transverse (Tiy) momentum fluxes is

plotted as a function of the longitudinal position. As

expected, this ratio drops down to unity in the downstream.

Assuming that the downstream particles are fully iso-

tropized (at least in the vicinity of the contact plane), the ion

temperature Ti,d can be estimated from energy conservation.

Equating the mean energy of the downstream ions (3Ti,d/2 in

3D and Ti,d in 2D) with the initial kinetic ion energy miv2
0=2

(assuming an initially cold flow), we obtain Ti;d ’ miv2
0=2 in

2D and Ti;d ’ miv2
0=3 in 3D. This estimate is supported by

the ion temperature profiles displayed in Fig. 1(c) (solid and

dashed red lines): in the downstream, one finds Ti;d ’ 2mec2,

as predicted by the above formula. Note that the artifacts vis-

ible on the edges of the electron temperature [Fig. 1(c)] and

anisotropy [Fig. 1(d)] profiles are due to the fastest electrons

at the beam heads crossing the tails of the counterstreaming

beams, thus leaking out into vacuum before being reflected

back by charge separation fields. This spurious effect, how-

ever, occurs at the outer edges of the ion-ion overlap region,

and does not affect the nonlinear ion-Weibel stage under

scrutiny.

From the RH conditions,22 the shock is expected to

move at a constant velocity vsh¼ v0/2 (resp. v0/3) in 2D

(resp. 3D), consistent with the simulation. Introducing the

quasi-isotropisation time tiso (estimated below), the time

required for the shock front to reach a position x from the

center (x0) of the overlap region is

tfront xð Þ ¼ tiso þ
jx� x0j

vsh

: (1)

B. Asymmetric ion-ion interaction in the upstream
region

In the x � px ion phase space displayed in Fig. 2(a), the

mean velocities of the colliding ions beams are superim-

posed as solid black curves. Interestingly, the mean velocity

of each beam does not vanish in the downstream, which

shows that, at the time under consideration (txpe¼ 4830),

the incoming ions are still being transmitted though the

shock front and the downstream, and are leaking into the

upstream at the opposite side. Recall that for a fully formed

collisionless shock, one expects a downstream region thick

enough that the incoming ions cannot be directly transmitted

upstream. However, in the present case of initially symmet-

ric counterstreaming beams (of identical densities, absolute

velocities, temperatures, masses, and charges), we do not

expect a significant difference between the reflected (or leak-

ing) and transmitted ion populations, and so the shocks prop-

erties revealed by Figs. 1 and 2 should resemble those of a

fully formed, self-sustained shock (i.e., no longer influenced

by its initial conditions).

The absolute mean velocity of the ions transmitted into

the upstream is close (yet not equal) to that of the incoming

ions, leading to a non-vanishing net ion current in the

upstream. This net ion current, however, is efficiently neu-

tralized on average (after integration along the y-direction)

by the electrons, yielding an essentially null total current

[black dashed line in Fig. 2(a)]. The upstream region then

consists of two asymmetric (with respect to the density and

temperature) counterstreaming ion beams, current-

neutralized by a mostly isotropic electron background. This

configuration triggers the ion Weibel-filamentation instabil-

ity responsible for the density and magnetic modulations

(characterized by a mostly perpendicular wave number) visi-

ble in Figs. 1(a) and 1(b).

The main difference with the system studied in Ref. 25

concerns the asymmetric character of the colliding beams in

the upstream. In a frame comoving with the shock front, the

incoming ion flow, initially of low temperature, is increas-

ingly heated as it interacts with the magnetic fluctuations and

moves closer to the shock front. By contrast, the counter-

streaming ions are hot (Th � mec2) and cool down when

escaping from the turbulent region, as illustrated in Fig. 1(c).

This asymmetric configuration affects the dynamics of the

instability compared to what occurs in a symmetric two-

stream system. The electron and ion contributions to the cur-

rent modulations can be assessed at different positions in

Figs. 2(d)–2(f). The ion current modulations reach slightly

higher amplitudes than the electron current close to the shock

front (xxpe/c¼ 3240), while the electron current modulations

slightly prevail deeper in the upstream (xxpe/c¼ 2760).

Overall, however, there is no clear evidence for dominant

electron or ion contributions in this spatial region.

These observations can be confronted to the results of

an instability analysis performed at various positions in the

upstream. For that purpose, we have decomposed the local

(y-averaged) electron and ion momentum distribution func-

tions as a sum of waterbags using the method exposed in

Ref. 31. Figure 2(c) plots the Weibel growth rates obtained

from the fitted plasma distributions (using a total number of

2000 waterbags) at time txpe¼ 4830 and positions xxpe/

c¼ 2760, 3000, and 3240. As one moves closer to the shock

front, the peak growth rate decreases from C ’ 4� 10�3xpe

to ’ 9� 10�4xpe, and shifts to lower wave numbers (from

’ 0.19xpe/c to ’ 0.1xpe/c). This stabilization results from

the increasingly hot and isotropic particle distributions. We

have checked that the counterstreaming reflected/transmitted

hot ion population is critical in destabilizing the system:

neglecting its contribution in the Weibel dispersion relation

does suppress the instability. Also, Fig. 2(a) shows that the

spatial variation of the most unstable transverse (ky) wave

number as predicted from linear theory correctly matches the

simulated magnetic spectrum Bz(x, ky). In the following, we

shall develop an analytical model for the Weibel-instability-

driven evolution of the field and plasma properties.

III. COLLECTIVE FILAMENT DYNAMICS IN THE
UPSTREAM REGION

A. Characterization of the magnetic spectrum

As shown above, the Weibel instability taking place

upstream of the shock is triggered by the interaction of a

cold (incoming, c-subscript) ion beam and a hot (transmit-

ted/reflected, h-subscript) ion population, both immersed

within a hot electron background (e-subscript). We will

041409-4 Ruyer et al. Phys. Plasmas 24, 041409 (2017)



assume that each beams obeys a bi-Maxwellian distribution

(normalized to unity) defined as

f 0ð Þ
s ¼ ms

2p
ffiffiffiffiffiffiffiffiffiffiffiffi
TsxTsy

p exp �
ms vx � vsð Þ2

2Tsx
�

msv2
y

2Tsy

 !
: (2)

In the above equation, the temperatures and drift velocities

of the various ion and electron populations vary with the dis-

tance to the shock front. Yet, it will be assumed that the

plasma evolution is smooth enough so that the following

general electromagnetic dispersion relation still holds

locally:

ðx2�xx � k2
y c2Þðx2�yy � k2

x c2Þ � ðx2�xy � kxkyc2Þ2 ¼ 0 : (3)

The elements of the non-relativistic dielectric tensor �ab

involve the plasma dispersion function Z,32 as detailed in

Ref. 25. For a purely transverse (k¼ ky), non-propagating

(<ðxÞ ¼ 0) Weibel eigenmode, the argument, n, of the func-

tion Z reads

ns ¼
iCky

ky

ffiffiffiffiffiffiffiffiffi
ms

2Tsy

r
; (4)

where Cky
� =x is the growth rate. Typical values of ns

can be estimated from the growth rate curves of Fig. 2(c):

jncj ’ 0:46 < 1 and jnhj ’ 0:13 < 1 for the cold and hot ion

populations, respectively. For the electrons, we have jnej
’ 2:6� 10�3 � 1. We will now proceed to simplify the lin-

ear dispersion relation to leading order in ns to obtain an esti-

mate of the dominant magnetic wave number.

For two (hot and cold) ion populations immersed within

a hot isotropic electron background (neutralizing the net ion

current), one should solve, in principle, the full electromag-

netic dispersion relation of Eq. (3). Yet this is made difficult

by the non-vanishing �xy term in the asymmetric interaction

region, which writes25

�xy ¼
X

s

x2
ps

x2

2vs

vth;s
ns þ n2

sZ nsð Þ
h i

; (5)

where vs and vth;s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Tsy=ms

p
are the mean and thermal

velocities of the sth species. From the above equation, we

find �xy /
P

s x2
psvs=v2

th;s to leading order in ns. It therefore

proves convenient to solve the non-relativistic transverse dis-

persion relation in the frame R0 drifting at

vf ¼

Z2
c ncvc

Tcy
þ Z2

hnhvh

Thy
þ neve

Tey

Z2
c nc

Tcy
þ Z2

hnh

Thy
þ ne

Tey

: (6)

In the frame R0, �xy vanishes to first order in ns, and hence

the Weibel dispersion relation simplifies to x2�xx � k2
y ¼ 0.

Consequently, to leading order in ns, the Weibel-

filamentation growth rate obeys an equation similar to that

obtained in the symmetric case of Ref. 25. The general for-

mula reads

Cky
’ kyffiffiffi

p
p
P

s x2
psa
0
s � k2

y c2

P
s x2

ps

a0s þ 1

vth;s

; (7)

where the sum runs over s� [c, h, e] and a0s is the sth species’

anisotropy ratio defined inR0

a0s ¼
ms vs � vfð Þ2 þ Tsx

Tsy
� 1 : (8)

Figures 3(a)–3(c) compare the exact solution of the Weibel-

filamentation dispersion relation (plain line) with the approxi-

mate expression (7) (dashed line) for three distinct plasma sys-

tems, comprising hot and cold ion populations in a

neutralizing electron background. Overall, fairly good agree-

ment is obtained, showing that the wave number that maxi-

mizes the growth rate verifies ksat ’ 0.5kmax, where kmax

kmax ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

pc

c2
a0c þ

x2
ph

c2
a0h þ

x2
pe

c2
a0e

s
; (9)

is the non-vanishing wave number for which Cky
¼ 0.

In order to self-consistently evaluate the velocity of R0,
one should take into account the variations of the plasma

parameters involved in Eq. (6). For the sake of tractability, we

only consider two interesting limits on vf. When vc=v2
th;c

� vh=v2
th;h or Te� Tc, the R0 frame velocity can be approxi-

mated to vf ’ vc. In the case of a forming Weibel-mediated

shock, this limit is found to be valid only at the edge of the

overlap region, far from the shock front [see Fig. 4(d)]. In this

FIG. 3. Comparison of the exact Weibel growth rate (solid lines) with Eq. (7) (dashed lines). (a) mi¼ 25 me, vc¼�vh¼ 0.4 c, ve¼ 0.36 c, Tih¼ 2mec
2. (b)

mi¼ 25 me, vc¼�vh¼ 0.2 c, ve¼ 0.18 c, Tih¼ 0.5mec
2. (c) mi¼ 100 me, vc¼�vh¼ 0.4 c, ve¼ 0.36 c, Tih¼ 8mec

2. For the three cases, the population densities

verifies nh¼ 0.05, nc¼ 0.5, ne¼ 0.55, Te¼ 0.5mec
2, and Tic¼ 0.05mec

2. The mean electron velocity is chosen to ensure global current neutralization.
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FIG. 4. Profiles of ksatxpe/c (a), Tcy/mec
2 (b), and acþ 1 (c) as a function of the distance (in units of c/xpe) to the shock front, as extracted from four different simula-

tions at times close to shock formation: Mi¼ 25, vi¼ 0.2 c (red stars, txpe¼ 4200), Mi¼ 25, vi¼ 0.4 c (green up-triangle, txpe¼ 2100), Mi¼ 100, vi¼ 0.4 c (blue left-

triangle, txpe ¼ 8650), Mi¼ 400, vi¼ 0.4 c (black squares, txpe¼ 17 310). Predictions from Eqs. (23)–(26) and q2
ehA2

xi � meTcy are plotted in dashed lines (see text).

Comparison between Tcy/mec
2 (plain lines) and hA2

xiq2
e=me (points) extracted from the PIC simulations are superimposed in panel (b). (d) Profile of vc extracted from

the simulations. The calculation of vf using Eq. (6) and the various parameters measured in the simulations is plotted as dots in the case Mi¼ 400 and Mi¼ 100 for

v0¼ 0.4 c. (e) Profiles of Tcy, Thy, and Te extracted from the simulations.
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region, combining Eqs. (8) and (9) with vf� vc shows that the

dominant (fastest-growing) wavelength depends on the elec-

tron properties

ksatxpe

c
� 2p

ffiffiffiffiffiffiffiffiffiffi
Te

mev2
c

s
: (10)

Closer to the shock front, we may simplify Eq. (6) by

applying current neutrality to the three populations, ncvc

þnhvh þ neve ¼ 0. We thus obtain

vf ’

Z2
c

Tcy
� 1

Tey

 !
ncvc þ

Z2
h

Thy
� 1

Tey

 !
nhvh

Z2
c nc

Tcy
þ Z2

hnh

Thy
þ ne

Tey

: (11)

From Fig. 4(e), it appears that the electron (dashed lines)

and ion (plain, cold and dotted, hot) temperatures verify Te

� Tc and Te � Th. For Zh¼Zc¼ 1, the above equation

yields

jvf j <
jncvc þ nhvhj

nc þ nh
< jvcj ; (12)

so that the R0 frame velocity is smaller than the total ion

mean velocity, which is, in turn, smaller than the cold-ion

drift velocity. Finally, Fig. 4(d) supports the assumption vf

� vc, so that R0 can be approximately identified with the lab

frame.

Consequently, ksat verifies

ksatxpi

c
’ 4p

ffiffiffiffiffiffiffiffiffi
2Tcy

miv2
c

s
; (13)

where use will be made of nc ’ nh and Zc¼ Zh¼Zi in the

following numerical applications. The two unknown plasma

parameters involved in the above equation are the cold ion

velocity vc and transverse temperature Tcy.

Our simulations indicate that, due to significant electron

magnetization, the magnetic-field strength remains approxi-

mately constant over the nonlinear phase. The total current

density carried, on average, by one ion filament, jx ’ jjc,
involves the (cold) ion current contribution, jc ’ qeZinivc and

the electron screening factor jðtÞ ’ 4c=ksatðtÞxpe.33 The

associated magnetic field strength and potential vector can

therefore be estimated by26

Bz � vcðl0meZiniÞ1=2 ; (14)

Ax �
ksatBz

2p
� ksatvc

2p
l0meZinið Þ1=2 ; (15)

where l0 is the vacuum permittivity.

Making use of Eq. (13), we then obtain

meTcy � Ziq
2
ehA2

xi : (16)

Figure 4(b) shows very good agreement between q2
ehA2

xi and

meTcy for three different shock simulations with Zi¼ 1 (plain

lines and squares). Plugging Eq. (16) into Eq. (13) allows us

to express the dominant wave number as a function of

q2
ehA2

xi

Ziq
2
e

me
hA2

xi � Tcy ’
miv2

c

2

x2
pik

2
sat

16p2c2
: (17)

B. Upstream filament dynamics

The coalescence dynamics of the filaments formed by

the incoming ions upstream of the shock can be modeled as

in Ref. 25. At a fixed position in the downstream frame, the

following energy conservation law approximately applies:

d mi dtksatð Þ2
h i

¼ j

n
dA ; (18)

where n is the ion density and A is the amplitude of the longi-

tudinal potential vector, estimated as A �
ffiffiffiffiffiffiffiffiffiffiffi
2hA2

xi
p

.

Equations (13)–(18) can be approximately solved by assum-

ing that, at the start time of the nonlinear Weibel phase

(t¼ t*), ksat(t*)¼ k* and @tksatðt	Þ ¼ 0. Making use of Eq.

(17) and approximating n� 2nc, one can recast Eq. (18) as

@tksatð Þ2
h it

t	
¼ Zime

2pmi

ðksat

k	

vc

k
@k vckð Þdk : (19)

For simplicity, vc will hereafter be assumed independent of

space. This approximation, which enables analytical progress,

holds only in the region where the magnetic fields have not

slowed down significantly the ions. To assess the implications

of this approximation, one may apply conservation of energy

to the incoming ion beam, d½Tcy þ Tcx þ miv2
c 
 ¼ 0. Using Tcx

’ Tcy yields dTcy ¼ �mivcdvc, and hence

dTcy

Tcy
¼ �mivcdvc

Tcy
� �ac 0ð Þ dvc

vc
; (20)

where the initial ion anisotropy ratio is estimated to be

acð0Þ � miv2
c=Tcy. This equation therefore shows that, pro-

vided ac(0) is large enough, the system may simultaneously

verify jdvc=vcj � 1 and jdTcy=Tcyj � 1. For the simulations

run with (mi/me, v0/c)¼ (25, 0.4), (100, 0.4), and (400, 0.4),

we thus find that a variation of dvc/vc��0.2 corresponds to

dTcy/Tcy� 16, 64, and 260, respectively. Hence, the larger is

the initial ion anisotropy, the wider is the range of validity of

the following approximate solution.

Neglecting the variations of vc, Eq. (19) thus gives

@tksat ’ vc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zime

2pmi
ln

ksat

k	

� �s
: (21)

There results

Dtvc

ffiffiffiffiffiffiffiffiffiffi
Zime

2pmi

r
¼
ðksat

k	

dkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln k=k	ð Þ

p ¼
ffiffiffi
p
p

k	 erfi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln

ksat

k	

� �s0@
1
A

2
4

3
5;

(22)

where erfi is the complex error function34 and Dt¼ t � t*.

The dominant wavelength therefore reads
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ksat ¼ k	 exp erfi�1 Dt

s

� �2
" #

� k	F
Dt

s

� �
; (23)

where, besides the function F, we have introduced the effec-

tive timescale for the magnetic wavelength variation

s ¼ p
k	
vc

ffiffiffiffiffiffiffiffiffiffi
2mi

Zime

r
: (24)

Equation (23) predicts that the dominant wavelength increases

in time as ksat= logðksatÞ / t, i.e., at a rate slower than obtained

in the symmetric configuration, ksat ’ k	ð1þ Dt2=s2
0Þ.

25 The

value of q2
ehA2

xi can be obtained by combining Eqs. (17) and

(23), yielding

Ziq
2
e

me
hA2

xi ’ Tcy tð Þ ’ miv2
c

2

x2
pik

2
	F Dt=sð Þ2

16p2c2
: (25)

Assuming that miv2
c þ Tcx þ Tcy is roughly constant, and

approximating Tcx ’ Tcy, we can infer the ion anisotropy

ac tð Þ ’ miv2
c t	ð Þ þ Tcx t	ð Þ þ Tcy t	ð Þ

Tcy tð Þ � 2 ; (26)

where Tcy is given by Eq. (25).

IV. PROFILE OF THE SHOCK TRANSITION REGION

A. Analytical formula of the dominant magnetic
wavelength

Equations (17) and (23) explicitly describe the temporal

evolution of the field parameters at a given position in the

upstream region, assuming that the Weibel instability has

entered its nonlinear phase at time t*. In order to obtain the

spatial field profile, we make use of the shock front position,

defined by Eq. (1), and of the dominant wavelength at the

shock front kfront � ksatðtisoÞ. Assuming kfront and tfront are

known, the profile of ksat can be recast independent of t*

ksat

k	
¼ F

t� tiso

s
� jx� x0j

svsh

� F�1 kfront

k	

� �� �
; (27)

where t� tfront > 0; k	 � ksat � kfront and F�1ðxÞ ¼ erfi

½
ffiffiffiffiffiffiffiffiffiffi
lnðxÞ

p

 is the inverse function of F. The dominant magnetic

wavelength at the shock front, kfront, can be estimated by

expressing ion isotropization, TcyðtfrontÞ � 0:5miv2
c , in Eq.

(13), which yields

kfront ¼ ksat tisoð Þ ’ 4p
c

xpi
; (28)

where xpi is the total ion plasma frequency in the overlap

region. Note that plugging Eq. (28) into Eq. (17) gives

Tcy ’ 0:5miv2
i , which is precisely the ion temperature value

expected after complete isotropization.

Our calculation assumes that, once formed, the shock

presents a stationary profile, defined by q2
ehA2

xi and ksat, in a

frame moving at vsh. In Eqs. (27) and (17), the sharpness

of the profile depends on the factor F�1 kfront

k	

� �
¼ erfi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln kfront=k	ð Þ

p� �
. The thickness of the magnetic ion-

scattering region can be estimated by identifying it with the

length needed for ksat to increase from k* to kfront. For a large

ion mass, the thickness of the upstream turbulent layer required

to quasi-isotropize the cold ion beam, Liso ¼ vshðtiso � t	Þ,
writes

Liso ¼ 40
c

xpi
erfi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log

ffiffiffiffiffiffiffiffiffiffi
mi

Zime

r !vuut
2
64

3
75; (29)

’ 35
c

xpi

mi

Zime

� �0:4

� 35
c

xpi
M0:4

i ; (30)

where use has been made of Mi¼mi/Zime and of

k	 ¼ ksatðt	Þ ’ 4pc=xpe ; (31)

obtained by substituting Tcyðt	Þ � mev2
c into Eq. (13).

Equation (30) represents an approximate fit of Eq. (29), valid

in the range 10�mi/Zime� 4000.26 As the variations of vc

and, therefore, plasma compression are neglected, Liso does

not precisely coincide with the length required to fulfill the

RH relations, Lsh. Our simulations suggest that, in a 2D

geometry, Lsh� Liso. However, since the RH relations predict

a larger plasma compression in 3D than in 2D, one may

expect Lsh � Liso in a realistic geometry.

Interestingly, Eq. (30) shows that the size of the upstream

magnetic turbulent layer does not depend on the initial veloc-

ity of the plasma slabs, in agreement with the simulation

results of Ref. 1. Moreover, this length, which depends on

both the ion and electron masses, can be related to the isotrop-

ization time involved in Eq. (1) through Liso ’ v0tiso.

We now compare our analytical predictions with the

field and plasma profiles extracted from various simulations

at times close to shock formation. In Figs. 4(a)–4(c) are plot-

ted the simulated profiles of ksat; q2
ehA2

xi=me ’ Tcy and ai

obtained for (v0/c, mi/me)¼ (0.4, 400), (0.2, 100), (0.4, 100),

and (0.4, 25). Good quantitative agreement is observed over

most of the (upstream) profiles, although the dominant mag-

netic wavelength seems to be somewhat underestimated far

from the shock front. This discrepancy can be explained by

noting that in Fig. 4(e), for jx� xshjxpe=c > 6000 for

Mi¼ 400 (black), and for jx� xshjxpe=c > 2000 for Mi¼ 100

(blue), the assumption Te � Tc made in simplifying the dis-

persion relation is not valid. In these regions, however,

the temperature and wavelength profiles are consistent with

Eq. (10), derived for Te � Tc, and which gives here

ksat � 10c=xpe for Te � 0:2mec2 [see Fig. 4(e)].

Overall, the model predictions for the ion temperature

and anisotropy are in good agreement with the simulated

profiles over the whole shock transition regions. This demon-

strates that our model correctly captures the field and plasma

evolution, and, also, that Eq. (30) provides a good estimate

of the shock transition length. The position of the shock

front, as defined by Eq. (1), ac(x0) � 1 [see Fig. 4(c)], corre-

sponds to the limit beyond which the magnetic spectrum

ceases to be mainly transverse. Figure 1(a) indeed evidences
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that, in the region 3500 � xxpe/c � 4000 where ac � 1, the

ion filaments have become close to isotropic, in contrast to

the assumption of a purely transverse spectrum underlying

our model [red dashed curve of Fig. 1(d)].

For (Mi, v0/c)¼ (25, 0.4), a comparison with our esti-

mates can be made once the shock fulfills the RH jump con-

ditions. Figures 1(c) and 1(d) plot the cold ion anisotropy

and temperature profiles at txpe¼ 4830, i.e., when the

shock front has propagated over a distance� 750 c/xpe.

Fairly good agreement is obtained close to the shock front

(ac � 1). Comparing the PIC and theoretical profiles close

to [Figs. 4(b) and 4(d), green triangles], and after [Figs.

1(c) and 1(d), black line] shock formation reveals that a dis-

crepancy sets in around xxpe/c � 3000 and xxpe/c � 5500.

This discrepancy could result from our somewhat coarse

description of the plasma distribution, especially of the var-

iations (in density and velocity) of the transmitted/reflected

ions during shock propagation. Moreover, the strong fila-

ment deformations that can be seen in this region suggest

that other mechanisms than coalescence could be of impor-

tance. Hence, our model is expected to hold during the

early-time shock propagation, i.e., for jtfront � tisoj� tiso

where tfront fulfills Eq. (1).

B. Verification of the assumptions

The present model relies on equations that are, in princi-

ple, only valid within a homogeneous system, which is for-

mally not the case upstream of the shock. However, our

theory may still hold in the inhomogeneous upstream region

provided that ksat varies faster than the incoming ion veloc-

ity. Consequently, for a small value of dtksat/vc, the spatial

gradients should be negligible and hence, the local equations

used in the model should remain valid. Making use of Eq.

(21), we can show that

dtksat

vc
’ 0:4

v0

vc tð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zime

mi
log

ksat tð Þ
k	

� �s
; (32)

which gives dtksat=vc�0:76
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zime=mi

p
v0=vc, much smaller

than unity for Mi� 1, even at the shock front where vc does

not vanish, as observed numerically [black plain lines in

Fig. 2(b) and plain lines in Fig. 4(d)]. We have also assumed

vf ’ 0 [Eq. (6)] in order to derive an approximate solution of

the dispersion relation. Figure 4(d) shows the estimates of vf

computed in two of our simulations, showing that vf/v0 � 1

is well verified except in a region localized far from the

shock front.

V. CONCLUSIONS AND PROSPECTS

In summary, we have investigated the field and plasma

evolution upstream of Weibel-mediated collisionless shock

fulfilling the Rankine-Hugoniot conditions. The stability

properties of the upstream plasma have been analyzed both

numerically and analytically, through approximate expres-

sions of the dominant unstable modes. We have demon-

strated that the instability is triggered by the overlap of the

cold incoming ions, propagating towards the shock, and the

outcoming hot ions, generated at the shock front and propa-

gating in the opposite direction. We have then obtained a

simple relation between the field quantity q2
ehA2

xi and the

dominant wave number, valid in the upstream region. This

relation has been combined with the simple coalescence

model proposed in Ref. 25, giving analytical expressions of

the magnetic and plasma profiles. The model predictions

have been successfully compared with large-scale PIC simu-

lations in the parameter range v0 2 (0.2c, 0.4c) and mi/me

2 (25, 100, 400). Our model also predicts the thickness of

the upstream turbulent region over which the ions are scat-

tered up to quasi-isotropization. The expression obtained

only depends on the ion and electron masses, independent of

the other plasma properties and/or time history of the system.

However, far from the shock front, the various instabilities

developing prior to the ion Weibel filamentation may heat

the ions and electrons, and thus smooth out the temperature

profiles, so that our predictions may fail at times� Liso/v0.

In order to make the model tractable, we have neglected

the variations of the incoming ion drift velocity, an assump-

tion justified for large ion-to-electron mass ratios and up to a

region close to the shock front, where the ion beam anisot-

ropy gets close to unity. Inside the downstream region, as

one expects the ions to be totally isotropized, this assumption

no longer holds and so our predictions cease to be valid.

To conclude, this work provides the first predictive

model of the transition region of a Weibel-mediated elec-

tron-ion shock wave. Yet, substantial further analysis is

required for a complete understanding of the shock structure,

explicitly taking account of particle scattering and alternate

decay processes (e.g., kinklike modes35) for the magnetic fil-

aments across the shock front, where they evolve into isotro-

pic clumpy structures. The nonlinear damping of the latter

structures in the downstream region also deserves further

investigation as it is expected to influence the radiative prop-

erties of the shock.30,36 Finally, in this model, the contribu-

tion of the electrons to the shock formation is restricted to

their screening the ion micro-currents. This simplification

prevents us from describing the energy partition dynamics of

a collisionless shock wave.

ACKNOWLEDGMENTS

The authors gratefully acknowledge F. Amiranoff, M. E.

Dieckmann, F. Fiuza, M. Grech, M. Lemoine, M. Lobet, J.

M. Rax, and V. T. Tikhonchuk for insightful discussions.

The PIC simulations were performed using HPC resources at

TGCC/CCRT. We acknowledge PRACE for awarding us

access to TGCC/Curie (Grant No. 2014112576). C.R.

acknowledges support from Grant No. ANR-11-IDEX-0004-

02 Plas@Par. L.G. acknowledges support from the French

National Agency for Research (ANR) through the project

ANR-14-CE33-0019 MACH.

1T. N. Kato and H. Takabe, Astrophys. J., Lett. 681, L93 (2008).
2A. Spitkovsky, Astrophys. J., Lett. 682, L5 (2008).
3S. F. Martins, R. A. Fonseca, L. O. Silva, and W. B. Mori, Astrophys. J.,

Lett. 695, L189 (2009).
4L. Sironi and A. Spitkovsky, Astrophys. J. 726, 75 (2011).

041409-9 Ruyer et al. Phys. Plasmas 24, 041409 (2017)

http://dx.doi.org/10.1086/590387
http://dx.doi.org/10.1086/590248
http://dx.doi.org/10.1088/0004-637X/695/2/L189
http://dx.doi.org/10.1088/0004-637X/695/2/L189
http://dx.doi.org/10.1088/0004-637X/726/2/75


5M. E. Dieckmann, A. Meli, P. K. Shukla, L. O. C. Drury, and A.

Mastichiadis, Plasma Phys. Control. Fusion 50, 065020 (2008).
6J. Niemiec, M. Pohl, A. Bret, and V. Wieland, Astrophys. J. 759, 73

(2012).
7A. Stockem, F. Fiuza, A. Bret, R. A. Fonseca, and L. O. Silva, Sci. Rep. 4,

3934 (2014).
8A. Stockem, T. Grismpayer, R. A. Fonseca, and L. O. Silva, Phys. Rev.

Lett. 113, 105002 (2014).
9R. D. Blandford and J. P. Ostriker, Astrophys. J. 221, L29 (1978).

10F. C. Jones and D. C. Ellison, Space Sci. Rev. 58, 259 (1991).
11T. Piran, Rev. Mod. Phys. 76, 1143 (2005).
12A. Bret, L. Gremillet, and M. E. Dieckmann, Phys. Plasmas 17, 120501

(2010).
13Y. Kuramitsu, Y. Sakawa, T. Morita, C. D. Gregory, J. N. Waugh, S.

Dono, H. Aoki, H. Tanji, M. Koenig, N. Woolsey, and H. Takabe, Phys.

Rev. Lett. 106, 175002 (2011).
14W. Fox, G. Fiksel, A. Bhattacharjee, P.-Y. Chang, K. Germaschewski, S.

X. Hu, and P. M. Nilson, Phys. Rev. Lett. 111, 225002 (2013).
15J. S. Ross, H.-S. Park, R. Berger, L. Divol, N. L. Kugland, W.

Rozmus, D. Ryutov, and S. H. Glenzer, Phys. Rev. Lett. 110, 145005

(2013).
16C. M. Huntington, F. Fiuza, J. S. Ross, A. B. Zylstra, R. P. Drake, D. H.

Froula, G. Gregori, N. L. Kugland, C. C. Kuranz, M. C. Levy, C. K. Li, J.

Meinecke, T. Morita, R. Petrasso, C. Plechaty, B. A. Remington, D. D.

Ryutov, Y. Sakawa, A. Spitkovsky, H. Takabe, and H. S. Park, Nat. Phys.

11, 173 (2015).
17A. J. Mackinnon, P. K. Patel, R. P. Town, M. J. Edwards, T. Phillips, S. C.

Lerner, D. Price, D. Hicks, M. H. Key, and S. Hatchett, Rev. Sci. Instrum.

75, 3531 (2004).
18N. L. Kugland, D. D. Ryutov, C. Plechaty, J. S. Ross, and H.-S. Park, Rev.

Sci. Instrum. 83, 101301 (2012).
19N. Kugland, D. D. Ryutov, P.-Y. Chang, R. P. Drake, G. Fiksel, D. H.

Froula, S. H. Glenzer, G. Gregori, M. Grosskopf, M. Koenig, Y.

Kuramitsu, C. Kuranz, M. C. Levy, E. Liang, J. Meinecke, F. Miniati, T.

Morita, A. Pelka, C. Plechaty, R. Presura, A. Ravasio, B. A. Remington,

B. Reville, J. S. Ross, Y. Sakawa, A. Spitkovsky, H. Takabe, and H.-S.

Park, Nat. Phys. 8, 809 (2012).

20D. D. Ryutov, F. Fiuza, C. M. Huntington, J. S. Ross, and H.-S. Park,

Phys. Plasmas 21, 032701 (2014).
21H.-S. Park, C. M. Huntington, F. Fiuza, R. P. Drake, D. H. Froula, G.

Gregori, M. Koenig, N. L. Kugland, C. C. Kuranz, D. Q. Lamb, M. C.

Levy, C. K. Li, J. Meinecke, T. Morita, R. D. Petrasso, B. B. Pollock, B. A.

Remington, H. G. Rinderknecht, M. Rosenberg, J. S. Ross, D. D. Ryutov,

Y. Sakawa, A. Spitkovsky, H. Takabe, D. P. Turnbull, P. Tzeferacos, S. V.

Weber, and A. B. Zylstra, Phys. Plasmas 22, 056311 (2015).
22L. O. Drury, Rep. Prog. Phys. 46, 973 (1983).
23A. Bret, A. Stockem, F. Fiuza, C. Ruyer, L. Gremillet, R. Narayan, and L.

O. Silva, Phys. Plasmas 20, 042102 (2013).
24A. Bret, A. Stockem, R. Narayan, and L. O. Silva, Phys. Plasmas 21,

072301 (2014).
25C. Ruyer, L. Gremillet, A. Debayle, and G. Bonnaud, Phys. Plasmas 22,

032102 (2015).
26C. Ruyer, L. Gremillet, G. Bonnaud, and C. Riconda, Phys. Rev. Lett. 117,

065001 (2016).
27A. S. Novo, A. Bret, R. A. Fonseca, and L. O. Silva, Astrophys. J., Lett.

803, L29 (2015).
28U. Keshet, B. Katz, A. Spitkovsky, and E. Waxman, Astrophys. J., Lett.

693, L127 (2009).
29E. Lefebvre, N. Cochet, S. Frizler, V. Malka, M.-M. Al�eonard, J.-F.

Chemin, S. Darbon, L. Disdier, J. Faure, A. Fedotoff, O. Landoas, G.

Malka, V. M�eot, P. Morel, M. Rabec Le Goahec, A. Rouyer, C.

Rubbelynck, V. Tikhonchuk, R. Wrobel, P. Audebert, and C. Rousseaux,

Nucl. Fusion 43, 629 (2003).
30P. Chang, A. Spitkovsky, and J. Arons, Astrophys. J. 674, 378 (2008).
31C. Ruyer, L. Gremillet, and G. Bonnaud, Phys. Plasmas 22, 082107 (2015).
32B. D. Fried, M. Gell-Mann, J. D. Jackson, and H. W. Wyld, J. Nucl.

Energy, Part C 1, 190 (1960).
33A. Achterberg, J. Wiersma, and C. A. Norman, Astron. Astrophys. 475, 19

(2007).
34Handbook of Mathematical Functions with Formulas, Graphs and

Mathematical Tables, edited by M. Abramowitz and I. A. Stegun (Dover,

New York, 1964), pp. 126–140.
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