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Abstract

This work deals with the first Trefftz Discontinuous Galerkin (TDG) scheme for a model problem of transport with relaxation. The model problem is written as a $P_N$ or $S_N$ model, and we study in more details the $P_1$ model in dimension 1 and 2. We show that TDG method provides natural well-balanced (WB) and asymptotic preserving (AP) discretization since exact solutions are used locally in the basis functions. High order convergence with respect to the mesh size in two dimensions is proved together with the asymptotic property for $P_1$ model in dimension one. Numerical results in dimensions 1 and 2 illustrate the theoretical properties.

1 Introduction

This work deals with the design and analysis of a new Trefftz Discontinuous Galerkin (TDG) method proposed for the $P_N$ (spherical harmonic expansion) and $S_N$ (discrete ordinate method) approximation of the transport equation of photons, neutrons or other types of particles

\[
\frac{\partial I(t, x, \Omega)}{\partial t} + \Omega \cdot \nabla I(t, x, \Omega) = -\sigma_a(x)I(t, x, \Omega) + \sigma_s(x)(|I| - I(t, x, \Omega)),
\]

where $I$ is the distribution function, $t$ the time variable, $x \in \mathbb{R}^d$ the space variable, $\Omega$ the direction and $|I| = \frac{1}{4\pi} \int_{S^2} I(t, x, \Omega')d\Omega'$ is the mean of $I$. Absorption and scattering coefficient are denoted as $\sigma_a(x) \geq 0$ and $\sigma_s(x) \geq 0$.

We adopt the common strategy which is to use write the $P_N$ and $S_N$ reduced models [8, 17] in the form of Friedrichs system with relaxation, as in to (2).

Numerical approximation of the transport equation and related reduced models is challenging because of the two spatially dependent coefficients $\sigma_a$ and $\sigma_s$. It is known that boundary layers may occur when $\sigma_a, \sigma_s$ vary significantly and that the transport equation tends to a diffusion limit when $\sigma_s$ is high. Standard schemes fail to correctly capture both of these two phenomena. To capture the diffusion limit with reasonable computational time, the idea of so called asymptotic preserving schemes has been introduced [26] and applied to transport problems, see [4, 25, 33] and reference therein. To capture boundary layers it may be a good idea to use well-balanced schemes which preserve, for example, the stationary states of the model (state of the art can be found in [15]). For recent works on boundary layers see for example [29, 35]. Schemes which are both asymptotic preserving and well balanced have been designed and studied in one dimension [16, 27]. However, direct extension in higher
dimensions may fail to capture boundary layer [34]. In general and except in some particular cases, two dimensional asymptotic preserving schemes are not well balanced.

The goal of this work is to discretize $P_N$ and $S_N$ models with TDG schemes which are both asymptotic preserving and well balanced (in a sense that will be defined later). We will restrict the study to homogeneous coefficients which may nevertheless be stiff. Given a system of partial differential equations (PDE), TDG method are discontinuous Galerkin type schemes that use solutions to the model as basis functions. The name comes from the seminal 1926 paper of E. Trefftz which has been recently translated in English [30]. Trefftz method has been widely used and studied for wave propagation problems [6, 7, 14, 18, 28] see also the review [20] and reference therein. TDG method have their pros and cons.

- **Pros:**
  - Incorporate a priori knowledge in the basis functions which are therefore well adapted to multiscale problems.
  - Often need less degrees of freedom to reach a given accuracy. A typical example for the 2D version of the $P_1$ model (3) in the dominant absorption regime $\sigma_a > 0$ (with $c = \varepsilon = 1$) is illustrated in the table below, where we compare the number $p$ of basis functions needed to achieve a given fractional order. The first line is for our TDG method. One gets $p_{TDG} = 2(\text{order} + 1)$ which is a rephrasing of the result of proposition 7.12. The second line is the optimal number of basis function for a general DG method $p_{DG} = 3(\frac{3}{2}(\text{order} + 1)(\text{order} + \frac{3}{2})$.

<table>
<thead>
<tr>
<th>order</th>
<th>1/2</th>
<th>3/2</th>
<th>5/2</th>
<th>7/2</th>
<th>9/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{TDG}$</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>$p_{DG}$</td>
<td>3</td>
<td>9</td>
<td>18</td>
<td>30</td>
<td>45</td>
</tr>
</tbody>
</table>

In particular the number of basis functions is the same to get order $= 1/2$. One always gets $p_{TDG} \leq p_{DG}$.
  - Is easy to incorporate in DG codes since one only needs to change the basis functions.

- **Cons:**
  - May suffer ill-conditioning due to poor linear independence of the basis functions [7, 21]. For wave problems, some remedies exist in the literature [14].
  - The practical calculation of the basis functions adds to the computational burden. If one can calculate the basis functions analytically, the computational burden is moderate. If it is not the case, the computational burden is heavier: several options could be consider such as computing numerically the basis functions or relying on the general procedure [23, 22, 24].

In this work we adapt the TDG formalism to a general first order PDE with linear relaxation which encompasses the $P_N$ and $S_N$ models with homogeneous coefficients. For first order PDE the adjoint equations may differ from the direct equations, and therefore one can construct two kinds of basis functions: using adjoint solutions or using direct solutions. It turns out that using adjoint solutions is not an efficient method in our case and we will therefore focus on TDG method with direct solutions. Another possibility is to adopt a Petrov-Galerkin approach choosing test functions as adjoint solutions and trial functions as direct solutions [12, 13]. However, we have noticed stability issues with this method for time dependent problem. Therefore the Petrov-Galerkin method will not be studied hereafter.

We will present the method in a general framework to consider both stationary and time dependent problems. Let $\Omega_S$ be a bounded polygonal/polyhedral Lipschitz space domain in $\mathbb{R}^d$ and consider a time interval $[0, T], T > 0$. We denote $\Omega = \Omega_S$ for stationary problems and $\Omega = \Omega_S \times [0, T]$ for time dependent problems. We first apply the method to Friedrichs systems [11] with linear relaxation

\[
\begin{align*}
\sum_{i=0}^d A_i \partial_i u &= -R(x)u, \quad &\text{in } \Omega, \\
M^- u &= M^- g, \quad &\text{in } \partial \Omega, 
\end{align*}
\]
the dependent variable is \( u \in \mathbb{R}^m, \mathbf{x} = (x_1, ..., x_d) \in \mathbb{R}^d \) is the space variable and \( t \) is the time variable. The coefficients \( \sigma_a \) and \( \sigma_s \) in (1) are contained in the relaxation matrix \( R \). Recalling that the problem can be stationary or time dependent one may write \( u(t, \mathbf{x}) \) or just \( u(\mathbf{x}) \) depending on the situation. The matrices \( A_1, R(\mathbf{x}) \in \mathbb{R}^{m \times m} \) are symmetric and we assume \( R(\mathbf{x}) \in \mathbb{R}^{m \times m} \) is a non negative matrix, i.e. \( (R(\mathbf{x})\mathbf{v}, \mathbf{v}) \geq 0 \) for all \( \mathbf{v} \in \mathbb{R}^m, \mathbf{x} \in \mathbb{R}^d \). We use the notation \( \partial_0 = \partial_t, \partial_i = \partial_{x_i} \) for \( i = 1, ..., d \) and we will therefore take \( A_0 = I_m \) even if it is possible to consider more general non negative matrices for \( A_0 \). The outward normal unit vector is \( \mathbf{n}(t, \mathbf{x}) = (n_1, n_{x_1}, ..., n_{x_d}) \) for \( x \in \partial\Omega \) and of course for stationary problems \( n_t = 0 \) for all \( x \in \partial\Omega \). We set \( M(\mathbf{n}) = A_0 n_t + \sum_{i=1}^d A_i n_{x_i} \), on \( \partial\Omega \). Since \( M \) is symmetric one has the standard decomposition \( M(\mathbf{n}) = M^+(\mathbf{n}) + M^-(\mathbf{n}) \) where \( M^+ \) is a non negative matrix and \( M^- \) is a non positive matrix. We use the matrix \( M^- \) to write the boundary conditions with \( \mathbf{g} \in L^2(\partial\Omega) \). Finally we assume the problem (2) admits a unique solution. A fundamental example of Friedrichs system in one dimension that we desire to treat is the \( P_1 \) model

\[
\begin{align*}
\begin{cases}
\partial_t p + \frac{c}{\varepsilon} \partial_x v &= -\sigma_a p, \\
\partial_t v + \frac{c}{\varepsilon} \partial_x p &= -(\sigma_a + \frac{c^2}{\varepsilon^2}) v, 
\end{cases}
\end{align*}
\tag{3}
\]

here \( 1/\varepsilon \) represents the speed of light. The associated asymptotic model when \( \varepsilon \to 0 \) is

\[
\begin{align*}
\begin{cases}
\partial_t p - \frac{c^2}{\sigma_a} \partial_{xx} p &= -\sigma_a p, \\
v &= -\frac{c}{\sigma_a} \partial_x p.
\end{cases}
\end{align*}
\]

One of our goal is to show that TDG method naturally captures those kinds of asymptotic regimes. To see if the scheme approaches correctly this one dimensional limit model we write the TDG method as a finite difference scheme. Under this form one can formally show that this scheme is asymptotic preserving and new compared to other popular one dimensional schemes [16]. The asymptotic result can be stated as follows (all the hypotheses needed to make the theorem rigorous are given in Section 4).

**Proposition 1.1** (Time dependent 1D case). Assume \( c = 1, \sigma_a = 0 \). When \( \varepsilon \to 0 \) the formal limit of the scheme (33) with two basis functions in dimension one is an asymptotic scheme consistent with the \( P_1 \) model limit.

The main convergence result about the stationary \( P_1 \) model in two dimensions can be stated as follows (all the hypotheses needed to make the theorem rigorous are given in Section 5).

**Theorem 1.2** (Stationary 2D case). Assume \( c = 1, \varepsilon = 1 \) and \( \sigma_a + \sigma_s > 0 \) which is the general regime. Consider the stationary two dimensional \( P_1 \) model and a basis of \( 2n + 1 \) shape functions (not necessarily equi-distributed). One has the \( h \)-convergence estimate

\[
\|u - u_h\|_{L^2(\Omega)} \leq C h^{n-1} \|u\|_{W^{n+1, \infty}(\Omega)},
\]

where \( u \) stands for the exact solution and \( u_h \) for the approximate solution calculated by the TDG method.

For technical reasons, this \( L^2 \) convergence estimate in the general regime looses one half order of convergence compared with the one obtained in the absorption regime (Proposition 7.12). Nevertheless Theorem 1.2 clearly shows one of the well-known advantages of the TDG method compared to other more traditional schemes. Whereas the number of basis functions for the TDG method is linear with respect to the sought order, it becomes quadratic when considering, for example, the finite element method. The TDG method may therefore be computationally more efficient than the FEM at least in the 2D case. Moreover and as it is often the case with discontinuous Galerkin method, numerical results actually show better order of convergence than the one displayed in theorem 1.2. The estimate is sub-optimal since the error is measured in quadratic norm and the right hand side is measured in maximum norm. The convergence order \( n - 1 \) is the worst case allowed by the physical hypothesis.
\( \sigma_a + \sigma_s > 0 \). The proof shows that it corresponds to vanishing absorption \( \sigma_a = 0 \) and positive scattering \( \sigma_s > 0 \), which results in vanishing damping of the first variable \( p \), see (3). Therefore the main point of the proof in the general regime is to get \( L^2 \) control of the first variable \( p \) using the properties of the TDG method.

This paper is organized as follows: in Section 2 we present the TDG method for Friedrichs systems. Section 3 is devoted to the analysis the method, in particular we give in this section a quasi-optimality result and the well-balanced property of the scheme. Section 4 and 5 give some applications to the \( P_1 \) model in one and two dimensions. In Section 4, we focus on the one dimensional \( P_1 \) model, show how to construct the basis functions and study formally the asymptotic behavior of the scheme. In Section 5, we focus on the two dimensional \( P_1 \) model, show how to construct the basis functions. Numerical results are given in one and two dimensions in Section 6. In particular some numerical results bring evidence that TDG methods naturally capture internal boundary layers and so are well adapted to multiscale problems. The proof of the main Theorem 1.2 about the \( h \) convergence of the method for the stationary case is in Chapter 7. The appendix gathers various technical results.

2 Presentation of the method

All the vector will be noted in bold. For \( \mathbf{v}(x) \in \mathbb{R}^m \) we will also use the simplified notation \( \mathbf{v} \in L^2(\Omega) \) instead of \( \mathbf{v} \in L^2(\Omega)^m \). Moreover we may write \( \mathbf{v} = (v_1, ..., v_m)^T \) where \( ^T \) denotes the transpose and denote \( \mathbf{v}^2 = \mathbf{v}^T \mathbf{v} \) to facilitate the distinction with other types of norms or semi-norms.

2.1 Mesh notation and generic discontinuous Galerkin formulation

The partition or mesh of the space domain \( \Omega = \Omega_S \subset \mathbb{R}^d \) is denoted as \( \mathcal{T}_h \). It is made of polyhedral non overlapping subdomains \( \Omega_{S,r} \), that is \( \mathcal{T}_h = \bigcup_r \Omega_{S,r} \). For a space time problem we first split the time interval into smaller time intervals \( (t_n, t_{n+1}) \) with \( 0 = t_0 < t_1 < ... < t_N = T \). Making an abuse of notation, the mesh of the space time domain \( \Omega = \Omega_S \times [0, T] \subset \mathbb{R}^{d+1} \) is still denoted as \( \mathcal{T}_h = \bigcup_{r,n} \Omega_{S,r} \times (t_n, t_{n+1}) \). One must therefore be careful that \( \mathcal{T}_h \) denotes either a purely spatial mesh for stationary models or a space-time mesh for time dependent models. Moreover the cells or subdomains will be referred to with the same notation, that is \( \Omega_k = \Omega_{S,r} \) or \( \Omega_k = \Omega_{S,r} \times (t_n, t_{n+1}) \). In summary one can write in both cases \( \mathcal{T}_h = \bigcup_k \Omega_k \) and the context makes these notations non ambiguous.

The broken Sobolev space is

\[
H^1(\mathcal{T}_h) := \{ \mathbf{v} \in L^2(\Omega), \mathbf{v}|_{\Omega_k} \in H^1(\Omega_k) \forall \Omega_k \in \mathcal{T}_h \}.
\]
In the following we assume \( u \in H^1(\mathcal{T}_h) \). For convenience we may rewrite (2) under the form \( Lu = 0 \) and consider also the adjoint operator
\[
L = \sum_i A_i \partial_i + R, \quad L^* = -\sum_i A_i \partial_i + R.
\]

All matrices are constant (do not depend either on the time variable or on the space variables). Multiplying (2) by \( v \in H^1(\mathcal{T}_h) \) and integrating on \( \Omega \) gives
\[
\sum_k \int_{\Omega_k} v_k^T L u_k = 0,
\]
where \( v_k = v|_{\Omega_k}, \ u_k = u|_{\Omega_k} \). Integrating by parts one gets
\[
\sum_k \int_{\Omega_k} (L^* v_k)^T u_k + \sum_k \int_{\partial \Omega_k} v_k^T M_k u_k = 0,
\]
where \( \partial \Omega_k \) is the contour of the element \( \Omega_k \) with an outward unit normal \( n_k = (n_1, n_2, ..., n_d)^T \), \( M = A_0 n_k + \sum_i A_i n_i \) and \( M_k = M(u_k) \). Denoting \( \Sigma_{kj} \) the edge oriented from \( \Omega_k \) to \( \Omega_j \) when \( k \neq j \) and \( \Sigma_{kk} \) the edges belonging to \( \Omega_k \cap \partial \Omega \) (for simplicity we use the same notation even if there is more than one edge in \( \Omega_k \cap \partial \Omega \)), one can write
\[
\sum_k \int_{\Omega_k} (L^* v_k)^T u_k + \sum_{j<k} \sum_{\Sigma_{kj}} (v^T M u)_k + (v^T M u)_j
\]
\[
+ \sum_k \int_{\Sigma_{kk}} v_k^T M_k^+ u_k = -\sum_k \int_{\Sigma_{kk}} v_k^T M_k^- g.
\]

For \( u \) satisfying the equation (2), the normal flux is
\[
M_k u_k = -M_j u_j = f_{kj}(u_k, u_j), \quad \text{on } \Sigma_{kj}
\]
where \( f_{kj} \) is a numerical flux on \( \Sigma_{kj} \) defined below. One has
\[
\sum_k \sum_{j<k} \int_{\Sigma_{kj}} (v^T M u)_k + (v^T M u)_j = \sum_k \sum_{j<k} \int_{\Sigma_{kj}} (v_k - v_j)^T f_{kj}(u_k, u_j).
\]
Because \( M \) is symmetric one can decompose \( M \) under the form \( M = M^+ + M^- \) where \( M^+ \) is a non negative matrix and \( M^- \) is a non positive matrix. In the following we will consider the upwind flux \( f_{kj}(u_k, u_j) = M_{kj}^+ u_k + M_{kj}^- u_j \), where \( M_{kj} = M_{k|\Sigma_{kj}} \). Finally one has
\[
\sum_k \int_{\Omega_k} (L^* v_k)^T u_k + \sum_{j<k} \sum_{\Sigma_{kj}} (v_k - v_j)^T (M_{kj}^+ u_k + M_{kj}^- u_j)
\]
\[
+ \sum_k \int_{\Sigma_{kk}} v_k^T M_k^+ u_k = -\sum_k \int_{\Sigma_{kk}} v_k^T M_k^- g.
\]

We define the bilinear form \( a_{DG} : H^1(\mathcal{T}_h) \times H^1(\mathcal{T}_h) \rightarrow \mathbb{R} \) and the linear form \( l : H^1(\mathcal{T}_h) \rightarrow \mathbb{R} \) as
\[
a_{DG}(u, v) = \sum_k \int_{\Omega_k} (L^* v_k)^T u_k + \sum_{j<k} \sum_{\Sigma_{kj}} (v_k - v_j)^T (M_{kj}^+ u_k + M_{kj}^- u_j)
\]
\[
+ \sum_k \int_{\Sigma_{kk}} v_k^T M_k^+ u_k, \quad u, v \in H^1(\mathcal{T}_h),
\]
\[
l(v) = -\sum_k \int_{\Sigma_{kk}} v_k^T M_k^- g, \quad v \in H^1(\mathcal{T}_h).
\]
One can rewrite (6) as \( a_{DG}(\mathbf{u}, \mathbf{v}) = l(\mathbf{v}) \), \( \forall \mathbf{v} \in H^1(\mathcal{T}_h) \). We can now define the classic discontinuous Galerkin method for Friedrichs systems with polynomial basis functions \([9, 32]\). Define \( \mathbb{P}_q^d \) the space of polynomials of \( d \) variables, of total degree at most \( q \) and the broken polynomial space

\[
\mathbb{P}_q^d(\mathcal{T}_h) := \{ \mathbf{v} \in L^2(\Omega), \mathbf{v}|_{\Omega_k} \in \mathbb{P}_q^d \ \forall \Omega_k \in \mathcal{T}_h \} \subset H^1(\mathcal{T}_h).
\]

**Definition 2.1.** Assume \( P_m(\mathcal{T}_h) \) is a finite subspace of \( H^1(\mathcal{T}_h) \), for example \( P_m(\mathcal{T}_h) = \mathbb{P}_q^d(\mathcal{T}_h) \). The standard upwind discontinuous Galerkin method for Friedrichs systems is formulated as follows

\[
\begin{cases}
\text{find } \mathbf{u}_h \in P_m(\mathcal{T}_h) \text{ such that} \\
a_{DG}(\mathbf{u}_h, \mathbf{v}_h) = l(\mathbf{v}_h), \quad \forall \mathbf{v}_h \in P_m(\mathcal{T}_h).
\end{cases}
\tag{9}
\]

Note that because of the conservation equation (5), the exact solution to (2) also verify

\[
a_{DG}(\mathbf{u}, \mathbf{v}_h) = l(\mathbf{v}_h), \quad \forall \mathbf{v}_h \in H^1(\mathcal{T}_h).
\tag{10}
\]

### 2.2 Trefftz Discontinuous Galerkin formulation

Since our goal is to use Trefftz method we take basis functions which are solutions to (2) in each cell

\[
V(\mathcal{T}_h) = \{ \mathbf{v} \in H^1(\mathcal{T}_h), \mathbf{L}\mathbf{v}_k = 0 \ \forall \Omega_k \in \mathcal{T}_h \} \subset H^1(\mathcal{T}_h).
\tag{11}
\]

The space \( V(\mathcal{T}_h) \) is a genuine subspace of \( H^1(\mathcal{T}_h) \) except in the case \( L = 0 \) which is of no interest. Starting from the bilinear form \( a_{DG} \) from (8), one notices that the volume term can be written for all functions in \( V(\mathcal{T}_h) \) as

\[
\int_{\Omega_k} (\mathbf{L}_k \mathbf{v}_k)^T \mathbf{u}_k = 2 \int_{\Omega_k} \mathbf{v}_k^T \mathbf{R}_k \mathbf{u}_k, \quad \forall \mathbf{u}, \mathbf{v} \in V(\mathcal{T}_h).
\tag{12}
\]

One can therefore define a bilinear form \( a_T : V(\mathcal{T}_h) \times V(\mathcal{T}_h) \to \mathbb{R} \) as

\[
a_T(\mathbf{u}, \mathbf{v}) = \sum_k 2 \int_{\Omega_k} \mathbf{v}_k^T \mathbf{R}_k \mathbf{u}_k + \sum_k \sum_{j<k} \int_{\Sigma_{kj}} (\mathbf{v}_k - \mathbf{v}_j)^T (\mathbf{M}^+_{kj} \mathbf{u}_k + \mathbf{M}^-_{kj} \mathbf{u}_j) \\
+ \sum_k \int_{\Sigma_{kk}} \mathbf{v}_k^T \mathbf{M}^+_k \mathbf{u}_k, \quad \mathbf{u}, \mathbf{v} \in V(\mathcal{T}_h).
\tag{13}
\]

Thanks to an integration by part for functions \( \mathbf{v} \in V(\mathcal{T}_h) \) which are piecewise homogeneous solutions of the equation, one gets an equivalent formulation of the bilinear form \( a_T(\cdot, \cdot) \)

\[
a_T(\mathbf{u}, \mathbf{v}) = -\sum_k \sum_{j<k} \int_{\Sigma_{kj}} (\mathbf{M}^+_{kj} \mathbf{v}_k + \mathbf{M}^-_{kj} \mathbf{v}_j)^T (\mathbf{u}_k - \mathbf{u}_j) - \sum_k \int_{\Sigma_{kk}} \mathbf{v}_k^T \mathbf{M}^-_k \mathbf{u}_k, \quad \mathbf{u}, \mathbf{v} \in V(\mathcal{T}_h).
\tag{14}
\]

The relaxation term \( \mathbf{R} \) completely disappeared in the formulation (14). It might seem a paradox at first sight but it is not because, for a Trefftz method, some information about \( \mathbf{R} \) is encoded in the basis functions. Since there is no volume term in the formulation (14) compared to (13) it may be easier to implement. The related bilinear form \( l : V(\mathcal{T}_h) \to \mathbb{R} \) is the same as in (8), that is

\[
l(\mathbf{v}) = -\sum_k \int_{\Sigma_{kk}} \mathbf{v}_k^T \mathbf{M}^-_k \mathbf{g} \quad \text{for all } \mathbf{v} \in V(\mathcal{T}_h).
\]

**Definition 2.2.** Assume \( V_m(\mathcal{T}_h) \) is a finite subspace of \( V(\mathcal{T}_h) \). The upwind Trefftz discontinuous Galerkin method for the model problem (2) is formulated as follows

\[
\begin{cases}
\text{find } \mathbf{u}_h \in V_m(\mathcal{T}_h) \text{ such that} \\
a_T(\mathbf{u}_h, \mathbf{v}_h) = l(\mathbf{v}_h), \quad \forall \mathbf{v}_h \in V_m(\mathcal{T}_h).
\end{cases}
\tag{15}
\]
We give some examples of subspace $V_m(T_h)$.

- **Example 1:** the $P_1$ model in one dimension reads

$$\begin{align*}
\partial_t p + \frac{\varepsilon}{2} \partial_x v &= -\sigma_a p, \\
\partial_t v + \frac{\varepsilon}{2} \partial_x p &= -\sigma_t v,
\end{align*}$$

the dependent variable is $u = (p, v)^T$ and $c, \sigma_a, \sigma_t \in \mathbb{R}^+, \varepsilon \in \mathbb{R}^+, \sigma_t = \sigma_a + \frac{\varepsilon}{2}$. Assuming solutions are under the form $ze^{\lambda x}$ one gets $\lambda$ by solving $\det(A_1 \lambda + R) = 0$ and then study the kernel of the matrix $A_1 \lambda + R$ to find the vector $z$. A possible choice for $V_m$ is then $\text{Span}(V_m) = \{e_1, e_2\}$ with $e_1(x) = \left(\frac{\sqrt{\sigma_a}}{\sqrt{\sigma_a}}\right) e^{\frac{\varepsilon}{2} \sqrt{\sigma_a} \sigma_t x}$, $e_2(x) = \left(\frac{\sqrt{\sigma_t}}{\sqrt{\sigma_t}}\right) e^{-\frac{\varepsilon}{2} \sqrt{\sigma_a} \sigma_t x}$.

- **Example 2:** consider the one dimensional case $A_1 \partial_x u = -R u$. If the matrix $A_1$ is non singular one can write $V$ under the form $V = \{v(x) \text{ s.t. } v(x) = e^{-A_1^{-1} Rx} c\}$. For a two dimensional model $A_1 \partial_{x_1} u + A_2 \partial_{x_2} u = -R u$, a general principle is that one can make the rotation $x^1 = x_1 \cos(\theta) + x_2 \sin(\theta)$, $\theta \in [0, 2\pi]$. Assuming the solution depends only on $x^1$ one gets $A_1 \partial_{x_1} u = -R^T u^+$ which can be solved in an identical way as the one dimensional case if the matrix $A_1$ is non singular.

- **Example 3:** however most of the time when considering physical models the matrix $A_1$ will be singular. For example the hyperbolic heat equation in two dimensions is

$$\begin{align*}
\partial_t p + \frac{\varepsilon}{2} \text{div } v &= 0, \\
\partial_t v + \frac{\varepsilon}{2} \nabla p &= -\frac{\varepsilon}{2} v,
\end{align*}$$

the unknown is $u = (p, v)^T \in \mathbb{R}^3$ and $c, \sigma_s \in \mathbb{R}^+, \varepsilon \in \mathbb{R}^+$. For simplicity we consider stationary solutions. Deriving the second equation and inserting in the first equation, one gets $\Delta p = 0$. Therefore denoting the harmonic polynomials in two dimensions as $q_k(x)$ for $k \in \mathbb{N}$, a possible choice for $V_m$ is $\text{Span}(V_m) = \{e_i, i = 1, ..., m\}$ with $e_i = \left(\frac{\varepsilon}{2} q_i, -c \nabla q_i\right)$.

**Remark 2.3.** In case of a time dependent problem, even if the classic upwind discontinuous Galerkin formulation (9) and the upwind Trefftz discontinuous Galerkin formulation (15) are posed on the whole space-time domain $\Omega$, they still can be decoupled time step after time step. It comes from the fact that the matrix $A_0$ is definite positive and therefore $M^-(u) = 0$ if $u = (1, 0, ..., 0)$. Define $a_T^n : V(T_h) \times V(T_h) \to \mathbb{R}$ (related to the general bilinear form (14)) and $l^n : V(T_h) \to \mathbb{R}$ as

$$a_T^n(u, v) = -\sum_{k} \sum_{j < k} \int_{\Sigma_{k,j}^n} (M_{k,j} n^n_k v^n_k + M_{j,k} n^n_j v^n_j)^T (u^n_k - u^n_j) - \sum_{k} \int_{\partial \Omega_S \cap \partial \Omega_k} (v^n_k)^T M_{k,k} u^n_k$$

$$-\sum_{k} \int_{\Sigma_{k,k}^n} (v^n_k)^T M_{k,k} u^n_k, \quad u, v \in V(T_h),$$

$$l^n(v) = -\sum_{k} \int_{\partial \Omega_S \cap \partial \Omega_k} (v^n_k)^T g_S - \sum_{k} \int_{\Sigma_{k,k}^n} (v^n_k)^T M_{k,k} u^n_k, \quad v \in V(T_h),$$

where we used the convention $\Sigma_{k,k} \cap \partial \Omega_k = \partial \Omega_k \cap (\partial \Omega \times \{0\})$ and $\Sigma_{k,k} \cap \partial \Omega_k = \partial \Omega_k \cap (\partial \Omega \times \{T\})$. The formulation (15) is equivalent to the series of space problems

$$\begin{align*}
\text{find } u^n_k, & \quad n = 1, ..., N, \text{ such that } \\
a_T^n(u^n_k, v^n_k) &= l^n(v^n_k), \quad \forall v^n_k \in V_m(T_h) (17)
\end{align*}$$

A fully different choice of basis functions is also possible using the adjoint operator $L^*$. Assume $V^*(T_h) = \{v \in H^1(T_h) \mid L^* v = 0 \forall \Omega_k \in T_h\} \subset H^1(T_h)$, define $a_{AT} : V^*(T_h) \times V^*(T_h) \to \mathbb{R}$ as

$$a_{AT}(u, v) = \sum_{k} \sum_{j < k} \int_{\Sigma_{k,j}} (v_k - v_j)^T (M_{k,j} u_k + M_{j,k} u_j) + \sum \int_{\Sigma_{k,k}} v_k^T M_{k,k} u_k,$$  

(18)

and consider $V^*_m(T_h)$ a finite subspace of $V^*(T_h)$. The upwind adjoint Trefftz discontinuous Galerkin method for the model problem (2) reads

$$\begin{align*}
\begin{cases}
\text{find } u_k \in V^*_m(T_h) \text{ such that } \\
\alpha_{AT}(u_k, v_h) = l(v_h), \quad \forall v_h \in V^*_m(T_h),
\end{cases}
\end{align*}$$

(19)

with $l$ a linear form as in (8). Even if when $R = 0$ these two approaches coincide, the problems we are interested in are such that $R = R^2 \neq 0$, so these two methods are different in our case. Therefore the final solution will be in the space $V^* \neq V$ and it is not clear if a finite subspace of $V^*$ can give a good approximation of $V$ using standard norms. Another possibility is to adopt a Petrov-Galerkin approach choosing trial functions in $V(T_h)$ and test functions in $V^*(T_h)$ [12, 13]. However, we have noticed some stability issue with this method for time dependent problem. Therefore these methods will not be studied further.

3 Analysis of the Trefftz Discontinuous Galerkin method

3.1 Well posedness and quasi-optimality

In this section we show well posedness of (15) and a quasi-optimality bound in mesh-dependent norms. Our analysis follows some results of [28] where special case with $R = 0$ was studied. We define two semi-norms on $H^1(T_h)$

$$\begin{align*}
\|u\|^2_{DG} &= \sum_k \int_{\Omega_k} u^T_k R u_k + \sum_k \sum_{j < k} \frac{1}{2} \int_{\Sigma_{kj}} (u_k - u_j)^T |M_{kj}|(u_k - u_j) + \sum_k \frac{1}{2} \int_{\Sigma_{kk}} u^T_k |M_k| u_k, \\
\|u\|^2_{DG*} &= \sum_k \int_{\partial\Omega_k} -u^T_k M_k^- u_k,
\end{align*}$$

(20)

with $|M_{kj}| = |M_{jk}| = M_{kj}^+ - M_{kj}^–$. First we show that these two semi-norms are in fact norms on the Trefftz space. We will need the following lemmas.

Lemma 3.1. One has the inequality $\|v\|_{DG} \leq c \|v\|_{DG*}$ for all $v \in V(T_h)$, with $c = \sqrt{2}$.

Proof. Assume $v \in V(T_h)$ then $L v_k = 0, \forall \Omega_k \in T_h$. Multiplying by $v_k$ and integrating over $\Omega_k$ one gets

$$\frac{1}{2} \int_{\partial\Omega_k} v_k M_k v_k + \int_{\Omega_k} v_k R v_k = 0.$$  

(21)

Therefore one has

$$\sum_k \int_{\Omega_k} v_k R v_k \leq -\frac{1}{2} \sum_k \int_{\partial\Omega_k} v_k M_k^- v_k = \frac{1}{2} \|v\|^2_{DG*},$$  

(22)

which is a bound for the first term in the definition of the $DG$ norm (20). Moreover because $R$ is non negative one also finds using (21) $\int_{\partial\Omega_k} v_k M_k v_k \leq 0$ that is $\int_{\partial\Omega_k} v_k M_k^+ v_k \leq -\int_{\partial\Omega_k} v_k M_k^- v_k$ and consequently

$$\int_{\partial\Omega_k} v_k M_k v_k \leq -2 \int_{\partial\Omega_k} v_k M_k^- v_k.$$  

(23)

An elementary inequality gives $\frac{1}{2}(v_k - v_j)^T |M_{kj}|(v_k - v_j) \leq v_k^T |M_{kj}| v_k + v_j^T |M_{kj}| v_j$ thus

$$\sum_k \sum_{j < k} \frac{1}{2} \int_{\Sigma_{kj}} (v_k - v_j)^T |M_{kj}|(v_k - v_j) + \sum_k \frac{1}{2} \int_{\Sigma_{kk}} v_k^T |M_k| v_k \leq \sum_k \int_{\partial\Omega_k} v_k^T |M_k| v_k,$$
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and therefore using (23)

\[
\sum_{k} \frac{1}{2} \sum_{j \neq k} \int_{\Sigma_{kj}} (v_k - v_j)^T |M_{kj}| (v_k - v_j) + \sum_{k} \frac{1}{2} \int_{\Sigma_k} v_k |M_k| v_k \leq -2 \sum_{k} \int_{\partial \Omega_k} v_k M_k^{-1} v_k = 2\|v\|_{DG*,}^2.
\]

(24)

which is a bound for the second and third terms in the definition of the DG norm (20). Finally combining (22) and (24) with the definition of the DG norm (20) one gets \(\|v\|_{DG}^2 \leq \frac{2}{9}\|v\|_{DG*}^2\). \(\square\)

Lemma 3.2. Assume \(M \in \mathbb{R}^{n \times n}\) is a symmetric matrix. Then one has

\[
z^T M^2 z \leq Cz^T |M| z, \quad \forall z \in \mathbb{R}^n,
\]

where we have used the decomposition of \(M = M^+ + M^-\), \(M^+\) is a non negative matrix, \(M^-\) is a non positive matrix and \(|M| = M^+-M^-\).

Proof. First we notice that \(z^T |M| z = z^T M^+ z - z^T M^- z\) and \(z^T M^2 z = z^T (M^+)^2 z + z^T (M^-)^2 z\).

Let \(\lambda^+\) be the maximum eigenvalue of \(M^+\). Denoting \(\lambda_i(z, r_i)\) the eigenvalue and eigenvector of \(M^+\) one has \(\lambda^+ z^T M^+ z = \lambda^+ \sum_{i \geq 0} \lambda_i(z, r_i)^2 \geq \sum_{i \geq 0} \lambda_i(z, r_i)^2 = z^T (M^+)^2 z\). A similar inequality applies to the matrix \(M^-\) gives finally \(z^T |M| z \geq \frac{1}{\rho(M^+)^2} z^T M^2 z, \forall z \in \mathbb{R}^n\). This completes the proof. \(\square\)

We can now show that the two semi-norms \(\|\cdot\|_{DG}\) and \(\|\cdot\|_{DG^*}\) are in fact norms on the Trefftz space \(V(\Omega)\).

Proposition 3.3. The semi-norms \(\|\cdot\|_{DG}\) and \(\|\cdot\|_{DG^*}\) are norms on the Trefftz space \(V(\Omega)\).

Proof. Assume \(u \in V(\Omega)\) and \(\|u\|_{DG} = 0\). Lemma 3.2 imply that \(M u\) has vanishing jump across each edge of \(\Omega\). Thus \(u\) is a solution to the general problem \(L u = 0\) in \(\Omega\). Moreover \(\int_{\partial \Omega} u^T |M| u = 0\). Therefore \(u\) is solution of

\[
\begin{align*}
L u &= 0, \quad \text{in } \Omega, \\
M^- u &= 0, \quad \text{on } \partial \Omega.
\end{align*}
\]

We conclude \(u = 0\) in \(\Omega\) using the uniqueness of the solution. Thus \(\|\cdot\|_{DG}\) is a norm on \(V(\Omega)\). Thanks to lemma 3.1 we also conclude that \(\|\cdot\|_{DG^*}\) is also a norm on \(V(\Omega)\). This completes the proof. \(\square\)

Next, we study the coercivity and the continuity of the bilinear form \(a(\cdot, \cdot)\) regarding the norms \(\|\cdot\|_{DG}\) and \(\|\cdot\|_{DG^*}\).

Proposition 3.4 (Coercivity). For all \(u \in H^1(\Omega)\) one has \(a_{DG}(u, u) = \|u\|^2_{DG}\). For all \(u \in V(\Omega)\) one has \(a_{DG}(u, u) = a_T(u, u)\).

Proof. The proof is taken from [32]. Let \(u, v \in H^1(\Omega)\). The bilinear form (8) reads

\[
a_{DG}(u, v) = \sum_{k} \int_{\Omega_k} \left[ \sum_{i} A_i \partial_i + R \right] v_k^T u_k + \sum_{k} \sum_{j < k} \int_{\Sigma_{kj}} (v_k - v_j)^T (M_{kj}^+ u_k + M_{kj}^- u_j) \\
+ \sum_{j < k} \int_{\Sigma_{kj}} v_k^T M_{kj}^+ u_k.
\]

Integrating by part and using \(M_{kj} = -M_{jk}\) one has

\[
a_{DG}(u, v) = \sum_{k} \int_{\Omega_k} v_k^T \left( \sum_{i} A_i \partial_i + R \right) u_k + \sum_{k} \sum_{j < k} \int_{\Sigma_{kj}} -v_k^T M_{kj} u_k + v_j^T M_{kj} u_j \\
+ (v_k - v_j)^T (M_{kj}^+ u_k + M_{kj}^- u_j) + \sum_{k} \int_{\Sigma_{kj}} v_k^T M_{kj}^+ u_k - v_k^T M_{kj} u_k.
\]
Using $M = M^+ + M^-$ one finds

$$a_{DG}(u, v) = \sum \int_{\Omega} v_k^T L u_k - \sum \sum \int_{\Sigma_{kj}} (M_{kj} v_k + M_{kj}^+ v_j)^T (u_k - u_j) - \sum \int_{\Sigma_{kk}} v_k^T M_k^- u_k.$$ 

Since $L = -L^* + 2R$ one gets

$$a_{DG}(u, v) = -\sum \int_{\Omega} v_k^T L^* u_k + \sum \int_{\Omega} v_k^T R u_k$$

$$- \sum \sum \int_{\Sigma_{kj}} (M_{kj}^+ v_k + M_{kj} v_j)^T (u_k - u_j) - \sum \int_{\Sigma_{kk}} v_k^T M_k^- u_k.$$ 

Summing the above expression of $a(\cdot, \cdot)$ and the one in (8) one gets with $v = u$ the equality $2a_{DG}(u, u) = 2\|u\|^2_{DG}$. Moreover from (12) one deduces $a_{DG}(u, u) = a_T(u, u)$, $\forall u \in V(T_h)$. This completes the proof. \qed

**Proposition 3.5** (Continuity). The continuity bound $a_T(u, v) \leq \sqrt{2}\|u\|_{DG}\|v\|_{DG^*}$ holds for all $u, v \in V(T_h)$. 

*Proof.* Using $-M_k^- = M_k^+$, the norm $DG^*$ can be recast into the form

$$\|u\|^2_{DG^*} = \sum \sum \int_{\Sigma_{kj}} -u_k^T M_{kj} u_k + u_j^T M_{kj}^+ u_j - \sum \int_{\Sigma_{kk}} u_k^T M_k^- u_k. \quad (25)$$ 

Since $|M^-| = -M^+$, $-M^+$ are respectively non negative and non positive symmetric matrices, the bilinear form $a_T$ (14) can be written as

$$a_T(u, v) = \sqrt{2} \left[ \sum \sum \int_{\Sigma_{kj}} \left( \sqrt{|M_{kj}|} v_k \right)^T \sqrt{|M_{kj}|} \left( \frac{u_k - u_j}{\sqrt{2}} \right) + \left( - \sqrt{|M_{kj}^+|} v_j \right)^T \sqrt{|M_{kj}^+|} \left( \frac{u_k - u_j}{\sqrt{2}} \right) \right]$$

$$+ \sum \int_{\Sigma_{kk}} \left( \sqrt{|M_k^-|} v_k \right)^T \left( \sqrt{|M_k^-|} \frac{u_k}{\sqrt{2}} \right).$$

Using the Cauchy-Schwartz inequality, one sees that the first term of each scalar product is bounded by $\|v\|_{DG^*}$ and the second term by $\|u\|_{DG}$. This completes the proof. \qed

We can now give the following classical quasi-optimality result.

**Proposition 3.6** (Quasi-optimality). For any finite dimensional space $V_m(T_h) \subset V(T_h)$, the TDG formulation (15) admits a unique solution $u_h \in V_m(T_h)$. Moreover, the following quasi-optimality bounds holds

$$\|u - u_h\|_{DG} \leq \sqrt{2} \inf_{v_h \in V_m(T_h)} \|u - v_h\|_{DG^*},$$

where $u$ stands for the exact solution to (2). 

*Proof.* From propositions 3.3 and 3.4 one deduces the uniqueness of the discrete solution $u_h$. Existence of $u_h$ follows from uniqueness. Moreover $\forall v_h \in V_m(T_h)$ one has

$$\|u - u_h\|^2_{DG} = a_T(u - u_h, u - u_h) = a_T(u - u_h, u - v_h) \leq \sqrt{2}\|u - u_h\|_{DG}\|u - v_h\|_{DG^*},$$

thanks to propositions 3.4 and 3.5, to the consistency equality (10) and to (15). \qed
Using the quasi-optimality proposition one has the well-balanced property of the scheme. However there is an important difference between the one-dimensional case and higher dimensions. In one dimension a scheme is well-balanced if it captures all the stationary states of a hyperbolic system. This is possible because, in one dimension, the number of linearly independent stationary solutions is finite. However in two dimensions the space of stationary solutions becomes infinite. It has a huge impact on what is a well-balanced scheme in space dimensions higher than one. One must choose a finite subset of solutions for which the scheme is supposed to be exact. This is our practical definition of a well-balanced scheme and that’s why it is immediately deduce from the quasi-optimality result of proposition 3.6. Of course a standard DG scheme has the same quasi-optimality result, but it can be well-balanced only for some particular polynomial functions. On the contrary a TDG method can be well-balanced for more general solutions which contain for example exponential factors as in Example 1 in Section 2.2 for which $\sigma_a > 0$.

**Proposition 3.7** (Well-balanced scheme). The scheme (15) is well-balanced in the sense that if the solution $u \in H^1(\Omega)$ of (2) is locally (in each cell) a linear combination of the basis functions (which are by construction exact solutions), then $u_h = u$.

**Proof.** One can take $v_h = u$ in proposition 3.6. Therefore one has $\|u - u_h\|_{DG} = 0$. Since $u - u_h \in V(T_h)$ one concludes using proposition 3.3. □

### 3.2 Estimate in standard norms

In the previous section, the error is bounded in terms of $DG$-norm. It is of course desirable to have estimates in a more standard norm. In this section we present some elementary $L^2$ lower bounds of the $DG$ norm which take advantage of the relaxation matrix $R$ and an $L^2$ upper bound of the $DG^*$ norm.

**Proposition 3.8.** Assume $\Omega_h \in T_h$, $R_k = R(\Omega)|_{\Omega_k}$, and $\forall k R_k$ is definite positive. One has

$$
\frac{1}{\sup_{k \in T_h} \|\sqrt{R_k}^{-1}\|_2^2} \|u\|_{L^2(\Omega)} \leq \|u\|_{DG}, \quad \forall u \in H^1(T_h).
$$

**Proof.** A basic inequality is $v^2 \leq \|\sqrt{R_k}^{-1}\|_2^2 (v^T R_k v)$. Let $v \in H^1(T_h)$. Integrating over $\Omega_k$, summing over all cells and using the definition of the $DG$-norm (20), one gets the assertion. □

This inequality holds when $R$ is definite positive but degenerates when $R \to 0$. For non stationary problems, one can give a $L^2$ lower bound at the final time that does not depend on $R$.

**Proposition 3.9.** For time dependent problems one has

$$
\|u\|_{L^2(\Omega \times \{T\})} \leq \|u\|_{DG}, \quad \forall u \in H^1(T_h).
$$

**Proof.** Consider $n(t, x)$ on $\partial \Omega$ with $n(t, x) = (n_t, n_{x_1}, ..., n_{x_d})^T = (1, 0, ..., 0)^T$ one has $|M|(1, 0, ..., 0)^T = A_0 = I$. So

$$
\sum_k \int_{\Omega_s \times \{T\}} u_k^2 \leq \sum_k \frac{1}{2} \int_{\Omega_s \times \{T\}} u_k^T A_0 u_k \leq \sum_k \frac{1}{2} \int_{\Omega_s \times \{T\}} u_k^T |M_{kk}| u_k, \quad \forall u \in H^1(T_h),
$$

and the assertion follows from the definition of the $DG$-norm. □

Let us define the semi-norm $|u|_{1, \Omega}^2 := \int_{\Omega} \sum_{i=1}^n \sum_{j=1}^d (\partial_j u_i)^2$.

**Proposition 3.10.** One has

$$
\|u\|_{DG^*}^2 \leq C \sum_k \|u\|_{L^2(\Omega_k)} \left( \frac{1}{h_k} \|u\|_{L^2(\Omega_k)} + |u|_{1, \Omega_k} \right), \quad \forall u \in H^1(T_h),
$$

(26)

where $h_k = \text{diam}(\Omega_k)$ and the constant $C$ depends on the $A_i$. 
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More precisely if one $A_i$ is in $O(\frac{1}{\varepsilon})$ with respect to $\varepsilon$, the constant $C$ scales like $\frac{1}{\varepsilon}$.

**Proof.** Let $u \in \mathcal{T}_h$ one has $\|u\|_{DG}^2 = \sum_k \int_{\partial \Omega_k} u_k \cdot M^j_k u_k$ and therefore $\|u\|_{DG}^2 \leq C \sum_k \int_{\partial \Omega_k} u_k^2$. We now use the trace inequality from theorem 1.6.6 in [3] in each cell $\Omega_k$ on each component of the vector $u$

$$\|u\|_{L^2(\partial \Omega_k)}^2 \leq C \|u\|_{L^2(\Omega_k)} \left( \frac{1}{h_k} \|u\|_{L^2(\Omega_k)} + |u|_{1, \Omega_k} \right), \quad \forall u \in H^1(\Omega_k).$$

Summing over all cells one finally gets the equation (26). This completes the proof.

## 4 Application in one dimension

We consider a concrete example, the $P_1$ model which is a first simple approximation of the transport equation using spherical harmonic expansion of the solution. An interesting property of the $P_1$ model is that like the transport equation it admits a diffusive limit when $\varepsilon \to 0$. The time dependent version of the $P_1$ model in one dimension reads

$$\begin{cases}
\partial_t p + \frac{\varepsilon}{\sigma} \partial_x p = -\sigma_a(x)p, \\
\partial_t v + \frac{\varepsilon}{\sigma_a} \partial_x v = -\sigma_a(x)v,
\end{cases} \quad (27)$$

the unknown is $u = (p, v)^T$ and $c, \sigma_a, \sigma_s \in \mathbb{R}^+, \varepsilon \in \mathbb{R}^+, \sigma_t = \sigma_a + \frac{\varepsilon^2}{\sigma}$. The reader should be aware that $\sigma_t$ depends on $\varepsilon$ and behave as $\frac{1}{\varepsilon}$ when $\sigma_s > 0$ and $\varepsilon \to 0$. When $\varepsilon \to 0$ the variable $p$ of the system (27) follows a diffusion equation.

**Proposition 4.1.** When $\varepsilon \to 0$, the variable $p$ and $v$ of (27) behave formally as

$$\begin{align}
\partial_t p - \frac{\varepsilon^2}{\sigma_a} \partial_{xx} p &= -\sigma_a p, \\
v &= -\frac{\varepsilon}{\sigma_a} \partial_x p.
\end{align} \quad (28)$$

**Proof.** Multiplying the second equation of (31) by $\varepsilon^2$ and neglecting the term in $\varepsilon^2$ one gets $v = -\frac{\varepsilon}{\sigma_a} \partial_x p$. Inserting this expression in the first equation of (31) one finds $\partial_t p - \frac{\varepsilon^2}{\sigma_a} \partial_{xx} p = -\sigma_a p$.

### 4.1 Construction of the basis functions for high order time dependent scheme

In order to use the Trefftz method (15) one needs to find solutions to the model (27). In particular we would like to give a general procedure to increase the number of basis functions in order to get high order of convergence, if needed. In the following we search for particular solutions to (27) under the form $u(t, x) = q(t, x)e^{\lambda x}$ where $q(t, x)$ is a polynomial in space and time. For simplicity we consider a polynomial of degree at most one in space and time. For brevity the proofs of this section are postponed in the appendix.

**Proposition 4.2.** Assume constant coefficients $\sigma_a$ and $\sigma_t$, $c \neq 0$ and $\sigma_a \neq 0$. The $P_1$ model (27) admits the following solutions

$$\begin{align}
e^\pm_1(x) &= \left( \frac{\sqrt{\sigma_t}}{\pm \sqrt{\sigma_a}} \right) e^{\pm \frac{\varepsilon}{\sigma_a} \sqrt{\sigma_a \sigma_t} x}, \\
e^\pm_2(t, x) &= \left( \frac{-c \sigma_a - c \sigma_s \pm \frac{\varepsilon}{\sigma_a} \sqrt{\sigma_a \sigma_t} x + c \sigma_t}{\mp c \sigma_a - c \sigma_s \pm \frac{\varepsilon}{\sigma_a} \sqrt{\sigma_a \sigma_t} x + c \sigma_t} \right) e^{\pm \frac{\varepsilon}{\sigma_a} \sqrt{\sigma_a \sigma_t} x}. \quad (29)
\end{align}$$

**Proof.** The proof is given in appendix A.
Because the basis functions (29) are solutions to (27), one can use them in the case \( \sigma_a \neq 0 \). The problem with such basis comes from the limit cases. Indeed they degenerate to the same limit as \( \sigma_a \to 0 \) which cause some numerical instability. However, one can construct new solutions which remain stable in the limit case \( \sigma_a \to 0 \).

**Proposition 4.3.** There exists \( \tilde{e}_1, \tilde{e}_2, \tilde{e}_3, \tilde{e}_4 \), linear combinations of the solutions (29) such that

\[
\begin{align*}
\tilde{e}_1(x) &\to \left( \frac{\varepsilon \sigma_a x}{c} - 1 \right), \\
\tilde{e}_2(x) &\to \left( 1 \right), \\
\tilde{e}_3(t, x) &\to \left( -\frac{\varepsilon^2 \sigma_a x^2 - ct}{\varepsilon x} \right), \\
\tilde{e}_4(t, x) &\to \left( -\frac{\varepsilon^3 \sigma_a x^3 - \varepsilon \sigma x t - \varepsilon x}{\varepsilon^2 x^2 + ct} \right).
\end{align*}
\]

**Proof.** The proof is given in appendix A. \( \square \)

**Remark 4.4.** Note that the solutions (29) are only defined in the case \( c \neq 0 \). However, up to a multiplication by \( c \) or \( c^2 \) if needed, the limit solutions (30) can also be used in the case \( c = 0 \).

### 4.2 Asymptotic preserving properties

In this section we study the behavior of the scheme when \( \varepsilon \to 0 \). One cannot use directly the \( L^2 \) estimates of the previous section mainly because the parameter \( \varepsilon \) appears in the \( \| \cdot \|_{DG} \) and \( \| \cdot \|_{DG^*} \) norms. Here we choose to interpret the scheme (15) as a finite difference scheme which has several advantages. Under this form we observe that the scheme is new compared to other popular one dimensional finite difference schemes [16]. Moreover one can study, at least formally, the asymptotic behavior of a finite difference scheme by means of a Hilbert expansion. We consider the \( P_1 \) model with no absorption

\[
\begin{align*}
\partial_t p + \frac{c}{\varepsilon} \partial_x v &= 0, \\
\partial_t v + \frac{c}{\varepsilon} \partial_x p - \frac{\sigma_a}{c} v &= 0,
\end{align*}
\]

with \( \varepsilon \in \mathbb{R}^+, \sigma_a, c \in \mathbb{R}^+ \). For the sake of simplicity assume that \( \sigma_a \) is constant in the domain. We use the stationary basis functions \( e_1 \) and \( e_2 \) defined in each cells as

\[
e_{k,1}(t, x) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad e_{k,2}(t, x) = \begin{pmatrix} -\frac{\sigma_a}{c\varepsilon} (x - x_k) \\ 1 \end{pmatrix},
\]

where \( x_k \) is the abscissa of the center of the cell \( k \). For simplicity assume the step space \( h = x_{k+1} - x_k \) is constant for all \( k \). Using the basis functions (32) in (9) and considering \( x = x_k \) with periodic boundary conditions one gets the following scheme (see appendix C for details)

\[
\begin{align*}
\left[ \frac{p_k^{n+1} - p_k^n}{\Delta t} + \frac{c}{2\varepsilon h} \left[ -p_{k+1} + 2p_k - p_{k-1} + (1 - a)(v_{k+1} - v_{k-1}) \right] \right]^{n+1} &= 0, \\
\left[ (1 + \frac{a^2}{3}) v_k^{n+1} - \frac{v_k^n}{\Delta t} + \frac{c}{2\varepsilon h} \left[ a^2(v_{k+1} + 2v_k + v_{k-1}) + (-v_{k+1} + 2v_k - v_{k-1}) \right] \right]^{n+1} &= -\frac{\sigma_a}{\varepsilon c^2} v_k^{n+1},
\end{align*}
\]

with \( a = \frac{\sigma_a h}{2\varepsilon c} \).
Remark 4.5. One can interpret the first component of the basis function $e_{k,2}(t,x)$ in (32) as a correction to the standard finite volume method. Indeed the standard finite volume method is equivalent to consider the formulation (9) with the two basis functions $e_{k,1} = (1,0)^T$, $e_{k,2} = (0,1)^T$. The scheme is then (33) with $a = 0$. This scheme is not asymptotic preserving when $\varepsilon \to 0$.

Proposition 4.6. When $\varepsilon \to 0$ the scheme (33) admits the formal limit

$$
\begin{align*}
&\left(\begin{array}{c}
(v^0_{k+1} + v^0_k)_{n+1} = 0, \\
\frac{1}{4}(v^1_{k+1} + 2v^1_k + v^1_{k-1})_{n+1} = -\frac{c}{\sigma_s}(p^0_{k+1} - p^0_{k-1})_{n+1}/2h, \\
\frac{(p^0_k)^{n+1} - (p^0_k)^n}{\Delta t} - \frac{c^2}{\sigma_s}(p^0_{k+2} - 2p^0_k + p^0_{k-2})_{n+1}/4h^2 = 0,
\end{array}\right)
\end{align*}
$$

(34)

with $p^0_k = (\frac{1}{3}p^0_{k+2} + 4p^0_{k+1} + \frac{20}{3}p^0_k + 4p^0_{k-1} + \frac{20}{3}p^0{k-2})/16$ a local mean value of $p^0_k$. The limit scheme (34) is consistent with the limit model (28) and therefore the scheme is asymptotic preserving.

Proof. We adopt the notations $\{f\}_{k+\frac{1}{2}}^t = \frac{f_{k+1} + f_k}{2}$, $\{f\}_{k+\frac{1}{2}}^t = \frac{f_{k+1} - f_k}{2}$ and $\delta_t f = \frac{f^{n+1} - f^n}{\Delta t}$. With these notations the scheme (33) can be written under the form

$$
\begin{align*}
&\delta_t p_k + \frac{c}{\varepsilon h} \left[ -([p]_{k+\frac{1}{2}} - [p]_{k-\frac{1}{2}}) + (1 - a)([v]_{k+\frac{1}{2}} - [v]_{k-\frac{1}{2}}) \right]_{n+1} = 0, \\
&(1 + a^2)\delta_t v_k + \frac{c}{\varepsilon h} \left[ a^2([v]_{k+\frac{1}{2}} + [v]_{k-\frac{1}{2}}) + 2a v_k - ([v]_{k+\frac{1}{2}} - [v]_{k-\frac{1}{2}}) \right. \\
&\left. + (1 + a)([p]_{k+\frac{1}{2}} + [p]_{k-\frac{1}{2}}) \right]_{n+1} = 0.
\end{align*}
$$

(35)

(36)

Let $p = \sum_{i=0}^n p^i \varepsilon^i$ and $v = \sum_{i=0}^n v^i \varepsilon^i$. We inject these expressions in (35) and (36) and we expand all coefficients and variables with respect to $\varepsilon$. The important step is to expand $a$ with respect to $\varepsilon$ using the definition $a = \frac{\sigma_s h}{2c \varepsilon}$. The terms $O(\frac{1}{\varepsilon^2})$ in (35) and $O(\frac{1}{\varepsilon^2})$ in (36) are

$$
\begin{align*}
&\{v\}_{k+\frac{1}{2}}^0 - \{v\}_{k-\frac{1}{2}}^0 = 0, \\
&\{v\}_{k+\frac{1}{2}}^0 + \{v\}_{k-\frac{1}{2}}^0 = 0.
\end{align*}
$$

(37)

These two equations together give

$$
\{v\}_{k+\frac{1}{2}}^0 = 0, \forall k.
$$

(38)

Now we study the terms in $O(\frac{1}{\varepsilon^2})$ in (35) and in $O(\frac{1}{\varepsilon^2})$ in (36). Using (37) one has

$$
\begin{align*}
&\frac{\sigma_s h}{6c} \delta_t v_k^0 + \frac{c}{h} \left[ [p]_{k+\frac{1}{2}}^0 + [p]_{k-\frac{1}{2}}^0 + \frac{\sigma_s h}{2c} \left( [v]_{k+\frac{1}{2}}^0 + [v]_{k-\frac{1}{2}}^0 \right) + 2v_k^0 \right] = 0.
\end{align*}
$$

Therefore, subtracting these two equations, one finds

$$
\frac{h}{3c} \delta_t v_k^0 + \{v\}_{k+\frac{1}{2}}^1 + \frac{4c}{\sigma_s h} v_k^0 = -\frac{2c}{\sigma_s h} [p]_{k+\frac{1}{2}}^0, \forall k.
$$

Adding this equality for $k$ and $k - 1$ and using (37) one deduces

$$
\{v\}_{k+\frac{1}{2}}^0 + \{v\}_{k-\frac{1}{2}}^1 = -\frac{2c}{\sigma_s h} ([p]_{k+\frac{1}{2}}^0 + [p]_{k-\frac{1}{2}}^0), \forall k.
$$

(38)
Finally with the terms in $O(1)$ for (35) and in $O(1)$ for (36)

$$\delta_t p^0_k + \frac{c}{h} \left[ - ([p]_{k+\frac{1}{2}}^1 - [p]_{k-\frac{1}{2}}^1) + ([v]_{k+\frac{1}{2}}^1 - [v]_{k-\frac{1}{2}}^1) - \frac{\sigma_s h}{2c} (\|v\|^2_{k+\frac{1}{2}} - \|v\|^2_{k-\frac{1}{2}}) \right]^{n+1} = 0,$$

$$\frac{\sigma^2 h^2}{12c^2} \delta_t v^1_k + \frac{c}{h} \left[ \frac{\sigma_s h}{2c} (2v^1_k + [p]_{k+\frac{1}{2}}^1 + [p]_{k-\frac{1}{2}}^0) + [p]_{k+\frac{1}{2}}^0 + [p]_{k-\frac{1}{2}}^0 - ([v]_{k+\frac{1}{2}}^0 - [v]_{k-\frac{1}{2}}^0) \right]^{n+1} = 0.$$

Dividing the first equation by $\sigma_s$, using (37), (38) and multiplying by $\frac{2c}{\sigma_s h}$ the second equation one gets

$$\frac{1}{\sigma_s} \delta_t p^0_k + \left[ \frac{c}{\sigma_s h} \left( - ([p]_{k+\frac{1}{2}}^1 - [p]_{k-\frac{1}{2}}^1) + ([v]_{k+\frac{1}{2}}^1 - [v]_{k-\frac{1}{2}}^1) - \frac{\|v\|^2_{k+\frac{1}{2}}}{2} \right) \right]^{n+1} = 0,$$

$$\frac{h}{6c} \delta_t v^1_k + \left[ \frac{c}{\sigma_s h} \left( - ([v]_{k+\frac{1}{2}}^1 + 2v^1_k - [v]_{k-\frac{1}{2}}^1 + [p]_{k+\frac{1}{2}}^1 + [p]_{k-\frac{1}{2}}^0 - \frac{4c}{\sigma_s h} v^0_k \right) \right]^{n+1} = 0.$$

Adding and subtracting these two equations one finds

$$\|v\|^2_{k+\frac{1}{2}} + 2c \frac{\sigma_s h}{\sigma_s h} [v]_{k+\frac{1}{2}}^1 + 4c^2 \int \delta_t p^0_k - \frac{h}{6c} \delta_t v^1_k - \frac{2c}{\sigma_s h} (v^1_k - \|v\|^1_{k-\frac{1}{2}})^{n+1},$$

and

$$\|v\|^2_{k+\frac{1}{2}} + \frac{2c}{\sigma_s h} [v]_{k+\frac{1}{2}}^1 + 4c^2 \int \delta_t p^0_k - \frac{h}{6c} \delta_t v^1_k - \frac{2c}{\sigma_s h} (v^1_k - \|v\|^1_{k+\frac{1}{2}})^{n+1}.$$  (40)

Using (39) in $k + 1$ and subtracting (40) to (39) one gets

$$\frac{1}{\sigma_s} \delta_t (p^0_{k+1} + p^0_k) + \frac{h}{6c} \delta_t (v^1_{k+1} - v^1_k) + \frac{2c}{\sigma_s h} (v^1_{k+1} - v^1_k)^{n+1} = 4c^2 \int \delta_t (v^0_k - v^0_{k+1}).$$

Adding this equation for $k$ and $k - 1$ and using (37) one has

$$\frac{1}{\sigma_s} \delta_t (p^0_{k+1} + 2p^0_k + p^0_{k-1}) + \frac{h}{3c} \delta_t (\|v\|^1_{k+\frac{1}{2}} - \|v\|^1_{k-\frac{1}{2}}) - \frac{4c}{\sigma_s h} (\|v\|^1_{k+\frac{1}{2}} - \|v\|^1_{k-\frac{1}{2}})^{n+1} = 0.$$

Summing this equation for $k$ and $k + 1$ one gets

$$\frac{1}{\sigma_s} \delta_t (p^0_{k+2} + 3p^0_{k+1} + 3p^0_k + p^0_{k-1}) + \frac{h}{3c} \delta_t (\|v\|^1_{k+\frac{1}{2}} - \|v\|^1_{k-\frac{1}{2}}) - \frac{4c}{\sigma_s h} (\|v\|^1_{k+\frac{1}{2}} - \|v\|^1_{k-\frac{1}{2}})^{n+1} = 0.$$  (41)

Summing this equation for $k$ and $k - 1$ one finally finds

$$\frac{1}{\sigma_s} \delta_t (p^0_{k+2} + 4p^0_{k+1} + 6p^0_k + 4p^0_{k-1} + p^0_{k-2}) + \frac{h}{3c} \delta_t (\|v\|^1_{k+\frac{1}{2}} + \|v\|^1_{k+\frac{1}{2}} - \|v\|^1_{k-\frac{1}{2}} - \|v\|^1_{k-\frac{1}{2}})^{n+1} = 0.$$
Using (38) one deduces
\[ (\|v\|_{k+\frac{1}{2}} + \|v\|_{k-\frac{1}{2}}) - (\|v\|_{k-\frac{1}{2}} + \|v\|_{k+\frac{1}{2}}) = -\frac{c}{\sigma_s h} (p^0_{k+2} - 2p_k + p^0_{k-2}). \]

Therefore one finally has
\[ \delta_t \left( \frac{2}{3} p^0_{k+2} + 4p^0_{k+1} + \frac{20}{3} p^0_k + 4p^0_{k-1} + \frac{2}{3} p^0_{k-2} \right) - \frac{4c^2}{\sigma_s} \left( \frac{p^0_{k+2} - 2p^0_k + p^0_{k-2}}{h^2} \right)^{n+1} = 0. \]

This equality is consistent with the first equation of the limit model (28). Moreover the equality (38) is also consistent with the second equation of (28). This completes the proof. \( \square \)

5 Application to the \( P_1 \) model in two dimensions

In the previous section we have studied the well balanced and asymptotic preserving properties of the TDG method in one dimension for the \( P_1 \) approximation of the transport equation. Other schemes which satisfy these two properties have already been designed in one dimension (see for example [16]) but fundamentals difficulties arise when trying to extend those schemes to higher dimensions (unstructured mesh, infinite dimensional stationary state space, . . .). One advantage of the TDG method (15) is that, given the approximation space \( V(T_h) \), it can be directly extended to the two dimensional case. The scheme will be well balanced (in the sense of proposition 3.7) and one can hope the asymptotic behavior of the two dimensional scheme will come naturally from the basis functions: numerical evidence shows it is indeed the case. In the following we consider the \( P_1 \) model in two dimensions

\[
\begin{cases}
\partial_t p(t, x) + \frac{\varepsilon}{2} \text{div } v(t, x) = -\sigma_a(x)p(t, x), \\
\partial_t v(t, x) + \frac{\varepsilon}{2} \nabla p(t, x) = -\sigma_t(x)v(t, x), 
\end{cases}
\]

with the unknown \( u = (p, v)^T \in \mathbb{R}^3 \). The coefficients \( \sigma = \sigma_a + \frac{\sigma_t}{\varepsilon} \), \( \sigma_a, \sigma_s \in \mathbb{R}^+ \) depend on \( x \) while \( \varepsilon \in \mathbb{R}^+, c \in \mathbb{R}^+ \) are constants. We write \( x = (x, y)^T \). The system (41) can be recast into the form (2) with \( d = 2, n = 3 \) and

\[
A_0 = I_m, \quad A_1 = \frac{c}{\varepsilon} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad A_2 = \frac{c}{\varepsilon} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad R(x) = \begin{pmatrix} \sigma_a(x) & 0 & 0 \\ 0 & \sigma_t(x) & 0 \\ 0 & 0 & \sigma_t(x) \end{pmatrix}. \]

The reader should be aware that \( \sigma_t \) depends on \( \varepsilon \) and behave as \( \frac{1}{\varepsilon^2} \) when \( \sigma_s > 0 \) and \( \varepsilon \to 0 \).

Stationary solutions to the \( P_1 \) model (41) with constant coefficients are candidates to be basis functions.

**Proposition 5.1** (A first family of basis functions). Take \( d_k = (\cos(\phi_k), \sin(\phi_k))^T \in \mathbb{R}^2, c \neq 0 \) and assume constant coefficients \( \sigma_a, \sigma_t \). The functions

\[
e_k = \left( \sqrt[2]{\sigma_t} \right) e^{-\sqrt[2]{\sigma_a} \sigma_t(d_k, x)}, \quad (42)
\]

are solution to the model problem (41).

**Proof.** Assume the solution of (41) is under the form \( e_k(x) = z_k e^{\lambda(d_k, x)} \) for some \( z_k \in \mathbb{R}^3 \). Setting \( M_\lambda = \lambda (A_1 \cos(\phi_k) + A_2 \sin(\phi_k)) + R \), one obtains the eigenproblem \( M_\lambda z_k = 0 \). The values of \( \lambda \) such that \( \det(M_\lambda) = 0 \) are \( \lambda = \pm \sqrt{\sigma_a \sigma_t} \). Taking \( \lambda = \sqrt[2]{\sigma_a \sigma_t} \), one has \( \text{Ker}(M_\lambda) = \text{Span}(w) \) with \( w = (\sqrt[2]{\sigma_a} \cos(\phi_k), -\sqrt[2]{\sigma_a} \sin(\phi_k))^T \). Taking \( z_k = w \) and \( e_k(x) = z_k e^{\lambda(d_k, x)} \), one finds a non trivial solution to the model (41). This ends the proof. \( \square \)
Proposition 5.2 (A second family of basis functions). Assume \( \sigma_a = 0 \) and \( \sigma_t \) is constant. Denote \( q_k(x) \), \( k \in \mathbb{N} \), the scaled harmonic polynomial in two dimensions

\[
q_1 = 1, \quad q_{2l} = \frac{2^{1-l}}{l!} \Re(x + iy)^l \quad \text{and} \quad q_{2l+1} = \frac{2^{1-l}}{l!} \Im(x + iy)^l \quad \text{for} \ l \in \mathbb{N}^*.
\]  

The following functions are solutions to the \( P_1 \) model (41)

\[
e_k = \left( \begin{array}{c}
\frac{\sigma_t q_k}{\sigma} \\
-c \nabla q_k
\end{array} \right), \quad k = 1, \ldots, m.
\]  

Proof. Consider the stationary version of (41). Deriving the second and third equations and inserting it in the first equation, one sees that \( p \) follows a second order equation \( \Delta p = 0 \). By definition the scaled harmonic polynomials \( q_k(x) \) are solutions and one gets the first component of the solution. It is then easy to deduce the second and third components of the solution. This completes the proof.

Because the basis functions (42) are solution to (41), one can use them in the case \( \sigma_a \neq 0 \). The problem with such basis comes from the limit cases. Indeed the vectors degenerate to the same limit as \( \sigma_a \to 0 \). Our goal is to show there exist a stable basis which degenerates correctly when \( \sigma_a \to 0 \). We proceed as in [14, Section 3.1] and consider the matrix \( M_{2n+1} := M_{\theta_1, \theta_2, \ldots, \theta_{2n+1}} \in \mathbb{R}^{2n+1 \times 2n+1} \) defined as

\[
M_{2n+1} := M_{\theta_1, \theta_2, \ldots, \theta_{2n+1}} := \begin{pmatrix}
1 & 1 & \ldots & 1 \\
\cos(\theta_1) & \cos(\theta_2) & \ldots & \cos(\theta_{2n+1}) \\
\sin(\theta_1) & \sin(\theta_2) & \ldots & \sin(\theta_{2n+1}) \\
\cos(2\theta_1) & \cos(2\theta_2) & \ldots & \cos(2\theta_{2n+1}) \\
\sin(2\theta_1) & \sin(2\theta_2) & \ldots & \sin(2\theta_{2n+1}) \\
\vdots & \vdots & \ldots & \vdots \\
\cos(n\theta_1) & \cos(n\theta_2) & \ldots & \cos(n\theta_{2n+1}) \\
\sin(n\theta_1) & \sin(n\theta_2) & \ldots & \sin(n\theta_{2n+1})
\end{pmatrix},
\]  

This matrix is invertible under general conditions.

Proposition 5.3. Let \( \theta_1, \ldots, \theta_{2n+1} \in [0, 2\pi] \) with \( \theta_i \neq \theta_j \) if \( i \neq j \). Then the matrix \( M_{2n+1} \) is invertible.

Proof. We take the proof given in [14]. Assume \( \psi = (\psi_0, \ldots, \psi_{2n+1})^T \) and \( M_{2n+1}^T \psi = 0 \) then

\[
\psi_0 + \sum_{l=1}^n \psi_{2l-1} \cos(l\theta_k) + \psi_{2l} \sin(l\theta_k) = 0, \quad \text{for} \ k = 1, \ldots, 2n+1.
\]

Therefore, \( \psi \) is the coefficient vector for a real valued trigonometric polynomial of degree \( n \) with \( 2n+1 \) different zeros \( \theta_k, k = 1, \ldots, 2n+1 \). This polynomial is zero everywhere and one can conclude \( \psi = 0 \). This completes the proof.

We give a new family of basis functions which degenerate correctly when \( \sigma_a \to 0 \).

Definition 5.4 (A third family of basis functions). Let \( n \in \mathbb{N} \) and consider \( 2n+1 \) solutions to the \( P_1 \) model \( e_i \), \( i = 1, \ldots, 2n+1 \). We set \( a_{k,j} = (M_{2n+1})^{-1}_{k,j} \) and define

\[
e_j = \sqrt{\sigma_a} \left\{ \frac{\varepsilon}{\sqrt{\sigma_a}} \right\}^{\left\lfloor \frac{j}{2} \right\rfloor} \sum_{k=1}^{2n+1} a_{k,j} e_k, \quad j = 1, \ldots, 2n+1.
\]

Proposition 5.5. The functions \( e_j \) from (46) remains stable when \( \sigma_a \to 0 \). More precisely, denoting by \( q_i(x) \) the scaled harmonic polynomial (43), one has

\[
e_k \to 0 \left( \begin{array}{c}
\frac{\sigma_t q_k}{\sigma} \\
-c \nabla q_k
\end{array} \right) \quad \text{for} \ k = 1, \ldots, 2n+1.
\]
Proof. The proof is based on the stable basis argument used for the Helmholtz equation in [14]. Deriving the second and third equations of (41) and inserting it in the first equation, one sees that for stationary solutions, the variable $p$ follows a second order equation $\Delta p = \frac{\varepsilon^2}{\sigma} \sigma_t \sigma_a p$. This equality is satisfied by the scaled harmonic polynomials (43) in the case $\sigma_a = 0$. Following [14] and using the definition of the coefficients $a_{ij}$, one can show that the first component of the functions $\hat{e}_i$ tends to the scaled harmonic polynomial times $\frac{\varepsilon}{\sigma}$. Because these functions are still solutions to (41) one can write them when $\sigma_a = 0$ under the form

$$\hat{e}_k = \left( \frac{\varepsilon}{\sigma} q_k, -c \nabla q_k \right), \quad k = 1, \ldots, m.$$ 

This completes the proof. \qed

The proof of the main Theorem of convergence 1.2 attached to these basis functions is postponed in Chapter 7.

6 Numerical results

The goal of this section is to validate the convergence and asymptotic behavior of the scheme on some numerical examples in one and two dimensions for stationary and time dependent problems. We will consider two regimes: the case $\varepsilon = 1$ and the case $\varepsilon << 1$.

6.1 One dimensional time dependent tests

We use random meshes made of $N$ nodes, where the vertices are moved randomly around their initial position by a factor of at most 33%.

6.1.1 Study of the order

For the time dependent $P_1$ model in one dimension (27) consider the case $\Omega_S = [0,1]$, $\varepsilon = 1$, $c = 1$, $\sigma_a = 1$, $\sigma_s = 1$, $h = 1/N$ for $N = 20, 40, 60, 80, 100$, $T = 0.024$ and $dt = T/N$. The exact solution is $u_{ex} = (e^{-t}, e^{-2t})$ and we set $M^- u = M^- u_{ex}$ on the boundary. The functions (29) are used as basis functions.

We study two cases: a first one with only the two stationary basis functions $e_1^-, e_1^+$ and a second one with four basis functions $e_1^-, e_1^+, e_2^-, e_2^+$. Figure 2 shows that the scheme is convergent with the two basis functions $e_1^-, e_1^+$ and that one increases the order by adding the basis functions $e_2^-, e_2^+$. More precisely, order 1 is achieved with the two basis functions $e_1^-, e_1^+$ whereas order 2 is achieved with the four basis functions $e_1^-, e_1^+, e_2^-, e_2^+$.

6.1.2 Asymptotic preserving regime

We test the asymptotic behavior of the scheme (33) for the model problem (31). Naive schemes need many degrees of freedom, and therefore an important computational time, to be able to capture the correct diffusion limit when $\varepsilon \to 0$. The so called asymptotic preserving schemes have been designed [16, 26] to get the correct limit with a reasonable amount of degrees of freedom. We have shown in Section 4 that the TDG method leads to a new asymptotic preserving scheme and we can now illustrate this property. To this end we take $\Omega_S = [0,1]$, $\varepsilon = 0.001$, $\sigma_s = 1$, $c = 1$ and $T = 0.01$. Consider $p_0$ the fundamental solution to the heat equation and the variable $v_0$ associated in the limit $\varepsilon \to 0$

$$p_0(x,t) = \frac{1}{2\sqrt{\pi t}} e^{-\frac{(x-a)^2}{4t}}, \quad v_0(x,t) = -\varepsilon \partial_x p_0(x,t).$$

Finally $M^-(p,v)^T = M^-(p_0,v_0)^T$ is imposed on the boundary. Figure 3 compares the numerical solution with $(p_0,v_0)^T$. One sees that even with few degrees of freedom the solution is correctly approximated.
Figure 2: Study of the $L^2$ error on the final time step in logarithmic scale for temporal one dimensional model. Error with the two stationary basis functions and the four basis functions. Random meshes.

6.2 Two dimensional tests

We now consider two dimensional model. Meshes made of random quads are using. A random quad mesh is made of $N \times N$ quads, $N \in \mathbb{N}^*$, where the vertices are move randomly around their initial position by a factor of at most 33%.

6.2.1 2D convergence with absorption

Consider the stationary $P_1$ model in two dimensions (61). Let $\mathbf{x} = (x,y)^T$, $\Omega_S = [0,1]^2$, $\varepsilon = 1$, $c = 1$, $\sigma_a = 1$, $\sigma_s = 1$. The exact solution we consider here is

$$u_{ex}(\mathbf{x}) = \left( \cos(y)e^{\sqrt{3}x}, -\left(\sqrt{3}/2\right) \cos(y)e^{\sqrt{3}x}, 0.5 \sin(y)e^{\sqrt{3}x} \right)^T.$$  

We assume $M^- u = M^- u_{ex}$ is imposed on the boundary and consider $m \in \mathbb{N}$ basis functions as in (42)

$$e_k(\mathbf{x}) = (\sqrt{2}, \mathbf{d}_k)e^{\sqrt{3}(\mathbf{d}_k, \mathbf{x})}, \quad k = 1, ..., m,$$

with $\mathbf{d}_k = (\cos(\phi_k), \sin(\phi_k))^T$, $\phi_k = 2(k-1)\pi/m$.

Results obtained with 3, 5 and 7 basis functions are displayed on the left of Figure 4. As stated in proposition 7.12, one only needs two additional basis functions to increase the order by a factor 1. Note however that the orders obtain here are slightly better than those predicted in proposition 7.12: with 3, 5 and 7 basis functions one gets respectively order 0.8, 1.5 and 2.5.

6.2.2 2D convergence without absorption

Consider the stationary $P_1$ model in two dimensions (61). Consider the same parameters as before but without absorption: $\mathbf{x} = (x,y)^T$, $\Omega_S = [0,1]^2$, $\varepsilon = 1$, $c = 1$, $\sigma_a = 0$, $\sigma_s = 1$. The exact solution is

$$u_{ex}(\mathbf{x}) = \left( \cos(y)e^{x}, -\cos(y)e^{x}, \sin(y)e^{x} \right)^T.$$
Again assume \( M^- u = M^- u_{ex} \) is imposed on the boundary and consider \( m \in \mathbb{N} \) basis functions as in (42)
\[
e_k(x) = (\sqrt{2}, d_k)e^{\sqrt{2}(d_k,x)}, \quad k = 1, ..., m,
\]
with \( d_k = (\cos(\phi_k), \sin(\phi_k))^T, \phi_k = 2(k - 1)\pi/m. \)

Results obtained with 3, 5 and 7 basis are displayed on the right of Figure 4. The orders are very close to those obtained in the case \( \sigma_a \neq 0 \) (left of the Figure 4): with 3, 5 and 7 basis functions one respectively gets order 0.5, 1.5 and 2.5.

### 6.2.3 Boundary layers in two dimensions

We study the stationary \( P_1 \) model in two dimensions with discontinuous coefficients. The domain is \( \Omega = [0, 1]^2 \) and we define \( \Omega_1 \) (resp. \( \Omega_2 \)) as \( \Omega_1 = [0.35, 0.65]^2 \) (resp. \( \Omega_2 = \Omega \setminus \Omega_1 \)). The geometry is represented in Figure 5. We take \( \epsilon = 1 \) and \( c = \sqrt{3} \). The absorption coefficient \( \sigma_a = 2 \times 1_{\Omega_1}(x) \) has compact support in \( \Omega_1 \). The scattering coefficient \( \sigma_s = 2 \times 1_{\Omega_2}(x) + 10^5 \times 1_{\Omega_1}(x) \) is discontinuous and takes a high value in \( \Omega_1 \). Even if we consider a random mesh, the interface between \( \Omega_1 \) and \( \Omega_2 \) is a straight line.

To show why it can be challenging for standard schemes to capture boundary layers we compare the TDG method with the DG scheme with affine basis functions (that is \( 1, x, y \)). Since the \( P_1 \) model has 3 components this gives us a total of 9 basis functions per cell for the DG scheme. For the TDG scheme we take only 3 or 5 basis functions per cell. Note that for the TDG method one must choose the directions of the basis functions in \( \Omega_1 \) since \( \sigma_a > 0 \). As we will see this choice plays an important role to correctly capture the boundary layers and it seems essential to locally get the one dimensional direction perpendicular to the interface.

Both DG and TDG converge to the same asymptotic solution for thinner and thinner meshes. The 2D asymptotic solution represented in Figure 6 is calculated on a \( 200 \times 200 \) mesh with the TDG method with 5 basis functions per cell (except at the interface see below). The default equi-distributed
Figure 4: Case $\sigma_a = 1$ on the left and $\sigma_a = 0$ on the right. $L^2$ error in logarithmic scale of the TDG method for the stationary two-dimensional $P_1$ model. 3 basis functions (red), 5 basis functions (blue) and 7 basis functions (orange). Random meshes.

directions in $\Omega_1$ are

$$
\begin{align*}
\mathbf{d}_1 &= (1, 0)^T, & \mathbf{d}_2 &= (\cos \frac{2\pi}{5}, \sin \frac{2\pi}{5})^T, & \mathbf{d}_3 &= (\cos \frac{4\pi}{5}, \sin \frac{4\pi}{5})^T, \\
\mathbf{d}_4 &= (\cos \frac{6\pi}{5}, \sin \frac{6\pi}{5})^T, & \mathbf{d}_5 &= (\cos \frac{8\pi}{5}, \sin \frac{8\pi}{5})^T.
\end{align*}
$$

(47)

At the interface in $\Omega_1$ we make a special choice of directions

$$
\begin{align*}
\mathbf{d}_1 &= (1, 0)^T, & \mathbf{d}_2 &= (0, 1)^T, & \mathbf{d}_3 &= (-1, 0)^T, & \mathbf{d}_4 &= (0, -1)^T.
\end{align*}
$$

(48)

These directions are well adapted if one considers a one dimensional problem at the interface. For example on a $20 \times 20$ mesh there are 36 cells in $\Omega_1$ and, among those 36 cells, there are 20 cells with at least an edge which belongs to the interface. The directions (48) are taken in those 20 cells and the directions (47) everywhere else. We will also study the TDG method with only 3 basis functions per cell. With 3 basis functions per cell we consider the following equi-distributed directions

$$
\begin{align*}
\mathbf{d}_1 &= (1, 0)^T, & \mathbf{d}_2 &= (\cos \frac{2\pi}{3}, \sin \frac{2\pi}{3})^T, & \mathbf{d}_3 &= (\cos \frac{4\pi}{3}, \sin \frac{4\pi}{3})^T.
\end{align*}
$$

(49)

We compare the DG and TDG methods on a coarse $20 \times 20$ mesh.

In Figure 6, we represent the variable $p$. For the TDG method we take either 3 or 5 basis functions except at the interface in $\Omega_1$ where we use the 4 directions (48). One observes that the boundary layer is not correctly captured by the DG scheme. The approximation given by the TDG scheme seems more accurate.

In Figure 7, we take a one dimensional cut at $y = 0.5$ to compare more precisely the numerical results. The graphic on the left shows that the TDG gives indeed a much better approximation than the DG method especially with 5 basis functions per cell. Our interpretation is that it is because the boundary layer is correctly captured by TDG but poorly captured by DG.

The graphic on the right of Figure 7 illustrates why it is very important to use the directions (48) at the interface to obtain a satisfactory discretization of the boundary layer on a coarse mesh. We consider the TDG method with 5 basis functions per cell and compare two cases. In the first one the directions are (47) in all cells of $\Omega_1$. In the second one the directions (48) are used at the interface. The
\( \Omega_2 \)
\[
\begin{align*}
\sigma_a &= 0 \\
\sigma_s &= 2
\end{align*}
\]

\( \Omega_1 \)
\[
\begin{align*}
\sigma_a &= 2 \\
\sigma_s &= 10^5
\end{align*}
\]

\( \mathbf{u} = (1, 0, 0)^T \)

\( \mathbf{u} = (0, 0, 0)^T \)

Figure 5: Domain and boundary condition for the two dimensional boundary layers test.

Graphic shows that the TDG method gives a non correct approximation with only the directions \((47)\). However if one locally adapts the directions at the interface the TDG method recovers a very good accuracy. Once again, our interpretation is that it is because the boundary layer is correctly captured with these parameters.

Figure 6: Representation of the variable \( p \) for the test case 6.2.3. From left to right: DG scheme with 9 basis functions per cell, TDG scheme with 3 basis functions per cell, TDG scheme with 5 basis functions per cell and reference solution. For the TDG method the directions at the interface in \( \Omega_1 \) are locally adapted into the 4 directions \((48)\).

6.2.4 Asymptotic preserving study for time dependent model

We study here the asymptotic behavior of the TDG method in the case \( \sigma_a = 0 \) and consider the test case from [5] for the time dependent \( P_1 \) model \((41)\). Let \( \mathbf{x} = (x, y)^T, \Omega_S = [0, 1]^2, T = 0.036, \sigma_a = 0, \sigma_s = 1, c = 1, \) and consider the solution

\[ p_0 = f + \frac{\varepsilon^2}{\sigma_s} \partial_t f, \quad \mathbf{u}_0 = -\frac{\varepsilon}{\sigma_s} \nabla f, \]

with

\[ f(t, \mathbf{x}) = \alpha(t) \cos(2\pi x) \cos(2\pi y), \]
with $\alpha(t)$ defined as

$$\alpha(t) = \frac{\lambda_2}{\lambda_2 - \lambda_1} e^{\lambda_1 t} - \frac{\lambda_1}{\lambda_2 - \lambda_1} e^{\lambda_2 t},$$

$$\lambda_1 = -\frac{\sigma_n \left( \sqrt{1 - \frac{\varepsilon^2}{\sigma_n^2}} 32\pi^2 + 1 \right)}{2\varepsilon^2}, \quad \lambda_2 = -\frac{\sigma_n \left( \sqrt{1 - \frac{\varepsilon^2}{\sigma_n^2}} 32\pi^2 - 1 \right)}{2\varepsilon^2}.$$

One can check that $(p_0, u_0)$ is indeed a solution to (41) with $\sigma_n = 0$, see [5] for details. An exact relation is enforced between $\varepsilon$ and the space step $h = \frac{1}{N}$. The relation between $\varepsilon$ and $h$ reads $\varepsilon = 0.01(40h)^{\tau}$ for $\tau \in \{0, \frac{1}{4}, \frac{1}{2}, 1, 2\}$. The error between the exact solution and the numerical solution is computed numerically in function of $h$ for different values of $\tau$. The result is displayed in Figure 8 for 3 stationary basis functions (44) and $dt = 0.36h^2$. One observes the convergence of the solution even for small values of $\varepsilon$.

7 Proof of theorem 1.2 and $h$-convergence

First we consider the simpler case of the particular second order equation $\Delta u = \omega u$ which is closely related to the Helmholtz equation. This will then be generalized to study the approximation properties of stationary solutions to the $P_1$ model. Approximation results using solutions to the Helmholtz equation has already been studied in different ways. For the $h$ version see [7] for the case $\omega < 0$ and [14] for the case $\omega \leq 0$ with a source term and more explicit constants. For $p$ version estimate using Vekua theory see [18, 31] and [19] for the $hp$ version.

7.1 Technical material

Let $u \in H^1(\Omega)$. We consider the following auxiliary second order equation

$$\Delta u = \omega u,$$

(50)
with \( \omega \in \mathbb{R} \) which may take positive or negative values and our goal is to write a simplified Taylor expansion for regular solutions to this equation. Let \( x = (x, y)^T \) and fix \( n \in \mathbb{N} \) and \( x_0 = (x_0, y_0)^T \in \Omega \).

We note \( T^p_k(x) := \frac{P^p_k}{C^p_k} (x - x_0)^p (y - y_0)^{k-p} \) for \( 0 \leq p \leq k \) and \( T^p_k(x) := 0 \) in other cases. Every function \( u \in C^{n+1}(\Omega) \) can be written under the form of a usual Taylor-Cauchy expansion which comes from [10, page 94]

\[
 u(x) = \sum_{k=0}^{n} \sum_{p=0}^{k} \partial_x^p \partial_y^{k-p} u(x_0) T^p_k(x) + \sum_{p=0}^{n+1} \partial_x^p \partial_y^{n+1-p} u(x_s) T^p_{n+1}(x), \tag{51}
\]

where \( x_s = (x_s, y_s)^T \), \( x_s = (1-s)x_0 + sx \), \( y_s = (1-s)y_0 + sy \), \( s \in [0, 1] \). There is of course a double sum in the Taylor expansion, but for Trefftz methods it is possible to reduce the complexity using the fact that \( u \) is a solution to the model equation (50). This is classical [7, 19, 28] see also [24, 22, 23] with a different approach to the coefficients reduction procedure. In our analysis, we need intermediate quantities named \( \alpha_k^p \) and \( \beta_k^p \).

**Definition 7.1.** Consider an integer \( n \geq 0 \). The functions \( \alpha_k^p \) and \( \beta_k^p \) are defined in the range \( 0 \leq p \leq k \leq n \) by a decreasing recursion from \( k = n \) to \( k = 0 \). The recursion reads:

- by convention set \( \beta_{n+1}^p(x) = \beta_{n+2}^p(x) = 0 \), \( \beta_{0}^1(x) = \beta_{0}^{-1}(x) = 0 \), \( \forall p, k \)
- for \( k = n \) to \( k = 0 \), do
  - for \( p = 0 \) to \( p = k \), do
    \[
    \alpha_k^p(x) := T_k^p(x) + \omega \beta_{k+2}^p(x), \tag{52}
    \]
    \[
    \beta_k^p(x) := \alpha_k^p(x) - \beta_k^{p-2}(x), \tag{53}
    \]

A graphical illustration of the procedure is provided in Figure 9.

Since \( \beta_{n+1}^p(x) = \beta_{n+2}^p(x) = 0 \), thus \( \alpha_{n-1}^p(x) = T_{n-1}^p(x) \), \( \alpha_n^p(x) = T_n^p(x) \). Also because \( \beta_{k}^{-2} = \beta_{k}^{-1} = 0 \) the equality (53) implies

\[
 \beta_k^0 = \alpha_k^0, \quad \beta_k^1 = \alpha_k^1, \quad 0 \leq k \leq n. \tag{54}
\]
Figure 9: Dependence of the coefficients $\alpha_2^p$ and $\alpha_4^p$ in terms of the coefficients $\alpha_k^p$ for $\omega \neq 0$. The figure shows that $\alpha_k^p$ depends only on some coefficients $\alpha_{k+2}^j$ for $k \leq n$, $0 \leq j \leq k+2$.

In the case $\omega \neq 0$, the functions $\alpha_k^p(x)$ and $\beta_k^p(x)$ are polynomials of degree $n$ if both $n$ and $k$ are even or odd and of degree $n-1$ otherwise. If $\omega = 0$ the functions $\alpha_k^p(x)$ and $\beta_k^p(x)$ are polynomials of degree $k$ for $0 \leq k \leq n$. Note that in order to use simple notation we do not explicitly write the dependence of these functions in $n$ and $x_0$.

**Proposition 7.2.** Assume $u \in C^{n+1}(\Omega)$ is solution to (50). Then the double sum Taylor expansion (51) can be recast as a simple sum with only zero or first order derivatives with respect to $y$

$$u(x) = u(x_0)\beta_0^p(x) + \sum_{k=1}^{n} \left[ \partial_x^k u(x_0)\beta_k^p(x) + \partial_x^{k-1}\partial_y u(x_0)\beta_{k-1}^p(x) \right] + \sum_{p=0}^{n+1} \partial_x^p \partial_y^{n+1-p} u(x)T_n^p(x), \quad \forall x \in \Omega,$$

where $x_s = (x_s, y_s)^T$, $x_s = (1-s)x_0 + sx$ and $y_s = (1-s)y_0 + sy$.

By symmetry, a similar result holds with high order derivative with respect to $y$ and only zero and first order derivatives for respect to $x$. The proof which is purely technical is postponed to the appendix.

### 7.2 Approximation properties of auxiliary solutions to the equation (50)

To study the approximation properties of solutions to the equation (50) we will need the following matrix. Let $n \in \mathbb{N}$ and consider $2n+1$ functions $e_1, e_2, \ldots, e_{2n+1} \in W^{n,\infty}(\Omega)$. We define $S_{2n+1} := S_{e_1, e_2, \ldots, e_{2n+1}} \in \mathbb{R}^{2n+1 \times 2n+1}$ such that

$$S_{2n+1} := S_{e_1, e_2, \ldots, e_{2n+1}} :=
\begin{pmatrix}
e_1 & e_2 & \cdots & e_{2n+1} \\
\partial_x e_1 & \partial_x e_2 & \cdots & \partial_x e_{2n+1} \\
\partial_y e_1 & \partial_y e_2 & \cdots & \partial_y e_{2n+1} \\
\partial_x^2 e_1 & \partial_x^2 e_2 & \cdots & \partial_x^2 e_{2n+1} \\
\partial_x \partial_y e_1 & \partial_x \partial_y e_2 & \cdots & \partial_x \partial_y e_{2n+1} \\
\cdot & \cdot & \cdots & \cdot \\
\partial_x^{n-1} \partial_y e_1 & \partial_x^{n-1} \partial_y e_2 & \cdots & \partial_x^{n-1} \partial_y e_{2n+1} \\
\partial_x^n e_1 & \partial_x^n e_2 & \cdots & \partial_x^n e_{2n+1}
\end{pmatrix}.$$
For \( \Theta \) a generic open set we will use the norm \( \|u\|_{W^{n,\infty}(\Theta)} = \sum_{k=0}^{n} \sum_{p=0}^{k} \sup_{x \in \Theta} |\partial_x^p \partial_y^{k-p} u(x)| \). In the vectorial case it is \( \|u\|_{W^{n,\infty}(\Theta)} = \sum_{j=1}^{m} \|u_j\|_{W^{n,\infty}(\Theta)} \).

**Proposition 7.3.** Let \( n \in \mathbb{N} \), \( x_0 \in \mathbb{R}^2 \), assume \( e_1, e_2, \ldots, e_{2n+1} \in W^{n+1,\infty}(\Omega) \) and \( u \in W^{n+1,\infty}(\Omega) \) are solutions to the equation (50). If the matrix \( S_{2n+1}(x_0) \) is invertible then there exists real numbers \( a = (a_1, a_2, \ldots, a_{2n+1})^T \in \mathbb{R}^{2n+1} \) and a constant \( C > 0 \) such that

\[
\left\| \sum_{i=1}^{2n+1} a_ie_i - u \right\|_{L^\infty(\Omega_k)} \leq Ch^{n+1} \|u\|_{W^{n+1,\infty}(\Omega)} \quad h = \text{diam}(\Omega_k).
\]

and

\[
\left\| \nabla \left( \sum_{i=1}^{2n+1} a_ie_i - u \right) \right\|_{L^\infty(\Omega_k)} \leq Ch^n \|u\|_{W^{n+1,\infty}(\Omega)} \quad h = \text{diam}(\Omega_k).
\]

**Proof.** Because the solutions \( e_i, 1 \leq i \leq 2n+1 \) and \( u \) are in \( W^{n+1,\infty}(\Omega) \), one can write them under the form (55). Let

\[
b = (u(x_0), \partial_x u(x_0), \partial_y u(x_0), \ldots, \partial_y^n u(x_0), \partial_y^{n-1} \partial_y u(x_0))^T
\]

and consider the solution of the linear system \( S_{2n+1}(x_0)a = b \). The expansion (55) implies

\[
\sum_{i=1}^{2n+1} a_ie_i(x) - u(x) = \sum_{p=0}^{n+1} \partial_x^p \partial_y^{n+1-p} w(x_0) T_{n+1}^p(x), \quad w = \sum_{i=1}^{2n+1} a_ie_i - u.
\]

Since \( T_{n+1}^p \) is a difference to the power \( n+1 \), one immediately gets

\[
\left\| \sum_{i=1}^{2n+1} a_ie_i - u \right\|_{L^\infty(\Omega_k)} \leq C \|w\|_{W^{n+1,\infty}(\Omega_k)} h^{n+1}.
\]

Additionally the triangular inequality yields \( \|w\|_{W^{n+1,\infty}(\Omega_k)} \leq \sum_{i=1}^{2n+1} |a_i| \|e_i\|_{W^{n+1,\infty}(\Omega_k)} + \|u\|_{W^{n+1,\infty}(\Omega_k)} \) where the coefficients \( a_i \) are bounded by \( \|u\|_{W^{n+1,\infty}(\Omega_k)} \) as a consequence of (56) and the basis functions \( e_i \) are bounded by a constant. So \( \|w\|_{W^{n+1,\infty}(\Omega_k)} \leq C \|u\|_{W^{n+1,\infty}(\Omega_k)} \) up to the redefinition of the constant. From (57) one deduces the second inequality. This completes the proof. \( \square \)

We now consider some specific cases with non negative constant \( \omega \) and study the invertibility of the matrix \( S_{2n+1} \). First assume \( \omega > 0 \).

**Proposition 7.4.** Let \( n \in \mathbb{N} \), \( \omega > 0 \), \( \omega \) constant, and consider the functions \( e_1, \ldots, e_{2n+1} \)

\[
e_i(x) = e^{\psi_i(d_i, x)}, \quad i = 1, \ldots, 2n+1,
\]

with \( d_i = (\cos(\theta_i), \sin(\theta_i))^T \), \( \theta_i \in [0, 2\pi] \) and \( \theta_i \neq \theta_j \) \( \forall i \neq j \). The functions \( e_i \) are solutions to the equation (50) and the matrix \( S_{2n+1}(x) \) is invertible for all \( x \in \mathbb{R}^2 \).

**Proof.** It is easy to check that the functions (58) are solutions to the equation (50) when \( \omega \) is constant and positive. It remains to show that the matrix \( S_{2n+1} \) is invertible. For simplicity we consider centered solutions

\[
e_i(x) = e^{\psi_i(d_i, x-x_0)},
\]

with \( x_0 \in \mathbb{R}^2 \). Multiplying each columns of \( S_{2n+1} \) by a positive constant does not change whether the determinant of \( S_{2n+1} \) is null or not. Doing so the matrix \( S_{2n+1} \) is recast with slight abuse of notation.
as 

\[ S_{2n+1} = \begin{pmatrix} 1 & 1 & 1 \\ \omega^n \cos(\theta_1) & \omega^n \cos(\theta_2) & \omega^n \cos(\theta_{2n+1}) \\ \omega^n \sin(\theta_1) & \omega^n \sin(\theta_2) & \omega^n \sin(\theta_{2n+1}) \\ \vdots & \vdots & \vdots \\ \omega^n \cos^n(\theta_1) & \omega^n \cos^n(\theta_2) & \omega^n \cos^n(\theta_{2n+1}) \\ \omega^n \sin(\theta_1) \cos^{n-1}(\theta_1) & \omega^n \sin(\theta_2) \cos^{n-1}(\theta_2) & \omega^n \sin(\theta_{2n+1}) \cos^{n-1}(\theta_{2n+1}) \end{pmatrix} . \]

We recall the equalities

\[ \cos^n(x) = \frac{1}{2^{n-1}} \left( \sum_{k=0}^{\lfloor n/2 \rfloor} C_n^k \cos((n-2k)x) - \frac{C_n^{\lfloor n/2 \rfloor}}{2} \left( \frac{n+1}{2} - \left| \frac{n+1}{2} \right| \right) \right), \quad n \in \mathbb{N}^*, \]

\[ \sin(x) \cos(nx) = \frac{1}{2} \left( \sin((n+1)x) - \sin((n-1)x) \right), \quad n \in \mathbb{N}. \]

Therefore each row of \( S_{2n+1} \) can be written as the corresponding row of \( M_{2n+1} = \mathbf{M}_{\theta_1, \ldots, \theta_{2n+1}} \) multiplied by a positive coefficient and a linear combination of its previous rows. Since the matrix \( M_{2n+1} \) is invertible (proposition 5.3), the matrix \( S_{2n+1} \) is also invertible. This completes the proof. \( \square \)

Now consider the case \( \omega = 0 \).

**Proposition 7.5.** Let \( n \in \mathbb{N}, \omega = 0 \) and consider the functions \( e_l = q_l \) for \( l \geq 1 \). These functions are solutions to the equation (50) and the matrix \( S_{2n+1}(x) \) is invertible for all \( x \in \mathbb{R}^2 \).

**Proof.** By definition harmonic polynomials are solutions to the equation (50) when \( \omega = 0 \). For these solutions

\[ S_{2n+1} = \begin{pmatrix} 1 & \mathcal{R}(x+iy)^1 & \mathfrak{I}(x+iy)^1 & \ldots & \frac{2^{-n}}{m} \mathcal{R}(x+iy)^n & \frac{2^{-n}}{m} \mathfrak{I}(x+iy)^n \\ 0 & \partial_x \mathcal{R}(x+iy)^1 & \partial_y \mathfrak{I}(x+iy)^1 & \ldots & \frac{2^{-n}}{m} \partial_x \mathcal{R}(x+iy)^n & \frac{2^{-n}}{m} \partial_y \mathfrak{I}(x+iy)^n \\ 0 & \partial_y \mathcal{R}(x+iy)^1 & \partial_y \mathfrak{I}(x+iy)^1 & \ldots & \frac{2^{-n}}{m} \partial_y \mathcal{R}(x+iy)^n & \frac{2^{-n}}{m} \partial_y \mathfrak{I}(x+iy)^n \\ \vdots & \vdots & \vdots & \ldots & \vdots & \vdots \\ 0 & \partial_x^{-1} \partial_y \mathcal{R}(x+iy)^1 & \partial_x^{-1} \partial_y \mathfrak{I}(x+iy)^1 & \ldots & \frac{2^{-n}}{m} \partial_x^{-1} \partial_y \mathcal{R}(x+iy)^n & \frac{2^{-n}}{m} \partial_x^{-1} \partial_y \mathfrak{I}(x+iy)^n \end{pmatrix} . \]

One has \((x+iy)^k = \sum_{p=0}^{k} C_k^p (ix)^{k-p} \) \( p \) \( x^p y^{k-p} \), thus

\[ \partial_x^k \mathcal{R}(x+iy)^k = k!, \quad \partial_x^{k+1} \partial_y \mathcal{R}(x+iy)^k = 0, \quad \partial_x^{k+1} \partial_y \mathcal{R}(x+iy)^k = 0, \quad \text{for all } l \in \mathbb{N}, \]

and

\[ \partial_x^{k-1} \partial_y \mathfrak{I}(x+iy)^k = C_k^{1}(k-1)!, \quad \partial_x^{k+1} \mathfrak{I}(x+iy)^k = 0, \quad \partial_x^{k+1} \partial_y \mathfrak{I}(x+iy)^k = 0, \quad \text{for all } l \in \mathbb{N}. \]

One deduces that the matrix \( S_{2n+1} \) is an upper triangular matrix with positive diagonal coefficients and is therefore invertible. This completes the proof. \( \square \)

We can also proceed as in [14] and study stable basis that degenerate correctly when \( \omega \to 0 \).

**Definition 7.6.** Let \( n \in \mathbb{N}, \omega > 0, \omega \) constant, and \( a_{k,j} = (M_{\theta_1, \ldots, \theta_{2n+1}})^{-1}_{k,j} \). We define the following functions

\[ \tilde{e}_j = (\sqrt{\omega})^{-\frac{1}{2}} \sum_{k=1}^{2n+1} a_{k,j} e_k, \quad j = 1, \ldots, 2n+1, \]

with \( e_k \) defined as in (58).
These functions are stable in the sense that they tend to harmonic polynomials when $\sigma_a \to 0$.

**Proposition 7.7.** We denote $q_j, j = 1, ..., 2n + 1$ the first $2n + 1$ scaled harmonic polynomials (43). One has

$$\tilde{e}_j(x) \to q_j(x), \quad j = 1, ..., 2n + 1.$$ 

**Proof.** The convergence is uniform on compact sets, see [14, Section 3.1].

By continuity one can therefore write $\tilde{e}_j = q_j$ if $\omega = 0$. With the solutions $\tilde{e}_i$, we study the invertibility of $S$ in the case $\omega \geq 0$.

**Proposition 7.8.** Let $n \in \mathbb{N}$, $\omega \geq 0$, $\omega$ constant and consider the functions $\tilde{e}_1, ..., \tilde{e}_{2n+1}$ in (60). The matrix $S_{\tilde{e}_1, ..., \tilde{e}_{2n+1}}$ is invertible in $\mathbb{R}^2$.

**Proof.** Let $\tilde{M} \in \mathbb{R}^{2n+1 \times 2n+1}$ be defined as $\tilde{M}_{k,j} = (\omega)^{-\frac{1}{2}} a_{k,j}$ where $a_{k,j}$ are the coefficients of the matrix $(M_{2n+1})^{-1}$. Since the matrix $(M_{2n+1})^{-1}$ is invertible the matrix $\tilde{M}$ is also invertible for all $\omega > 0$. From the definition of the functions $\tilde{e}_1, ..., \tilde{e}_{2n+1}$ and the definition of the matrix $S$ one has

$$S_{\tilde{e}_1, ..., \tilde{e}_{2n+1}} = S_{\tilde{e}_1, ..., \tilde{e}_{2n+1}} \tilde{M}.$$ 

The matrix $S_{\tilde{e}_1, ..., \tilde{e}_{2n+1}}$ and $\tilde{M}$ are both invertible for $\omega > 0$ therefore $S_{\tilde{e}_1, ..., \tilde{e}_{2n+1}}$ is also invertible for all $\omega > 0$. Moreover for $\omega = 0$ the solutions $\tilde{e}_i$ are the scaled harmonic polynomials. From proposition 7.5 one gets the invertibility of the matrix $S_{\tilde{e}_1, ..., \tilde{e}_{2n+1}}$ when $\omega = 0$. This completes the proof.

### 7.3 Proof of theorem 1.2

We study the approximation properties of solutions to the stationary $P_1$ model. For simplicity we take $c = 1$ and assume the coefficients $\sigma_a$ and $\sigma_s$ are constants. The stationary $P_1$ model (41) reads

$$\begin{cases}
\partial_x v_1 + \partial_y v_2 = -\varepsilon \sigma_a p, \\
\partial_x p = -\frac{1}{2} \sigma_i^2 v_1, \\
\partial_y p = -\frac{1}{2} \sigma_i^2 v_2
\end{cases} \quad (61)$$

where we note $\sigma_i^2 = \varepsilon^2 \sigma_a + \sigma_s$, which still depends on $\varepsilon$, and assume $\sigma_a + \sigma_s > 0$. For convenience the unknown will be rewritten as $u = (u_1, u_2, u_3)^T$. The system (61) can be recast into the form

$$(\partial_{xx} + \partial_{yy}) p = \sigma_a \sigma_i^2 p.$$ 

One has the inequality

$$\|u_2\|_{W^{\infty}(\Omega_h)} + \|u_3\|_{W^{\infty}(\Omega_h)} \leq C \|u_1\|_{W^{n+1,\infty}(\Omega_h)}, \quad C = \frac{1}{\sigma_a + \sigma_s}. \quad (62)$$

We assume the mesh quasi uniformity: there exists a constant $C$ uniform with respect to the mesh sequence such that

$$\max_{\Omega_h \in T_h} h_k \leq C \min_{\Omega_h \in T_h} h_k. \quad (63)$$

We study the TDG scheme obtained by writing the equations under the form of a Friedrichs system (2) with

$$A_1 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad R = \begin{pmatrix} \varepsilon \sigma_a & 0 & 0 \\ 0 & \sigma_i^2 & 0 \\ 0 & 0 & \sigma_i^2 \end{pmatrix}.$$
For the stationary \( P_1 \) model (61) the matrix \( M \) reads \( M(n) = \begin{pmatrix} 0 & n_x & n_y \\ n_x & 0 & 0 \\ n_y & 0 & 0 \end{pmatrix} \), and we will use the decomposition

\[
M^\pm(n) = \frac{1}{2} \begin{pmatrix} \pm 1 & n_x & n_y \\ n_x & \pm n_x^2 & \pm n_x n_y \\ n_y & \pm n_x n_y & \pm n_y^2 \end{pmatrix}.
\]

Our main goal is to obtain a proof of convergence in the case \( \varepsilon = 1 \). We will discuss the case \( \varepsilon \to 0 \) in a second stage.

**Proposition 7.9.** Let \( n \in \mathbb{N}, \Omega_k \in T_k, x_0 \in \Omega_k, \varepsilon = 1 \) and \( \sigma_a + \sigma_s > 0 \). Consider \( u = (u_1, u_2, u_3)^T \in W^{n+1,\infty}(\Omega_k) \) solution to the \( P_1 \) model (61). Consider \( e_1, \ldots, e_{2n+1} \in W^{n+1,\infty}(\Omega_k) \) specific solutions to the \( P_1 \) model, which can be either (42), or (44) or (46). There exists \( a = (a_1, \ldots, a_{2n+1})^T \in \mathbb{R}^{2n+1} \) such that

\[
\left\| \sum_{i=1}^{2n+1} a_i e_i - u \right\|_{L^\infty(\Omega_k)} \leq C h^n \| u \|_{W^{n+1,\infty}(\Omega_k)}
\]

and

\[
\left\| \nabla \left( \sum_{i=1}^{2n+1} a_i e_i - u \right) \right\|_{L^\infty(\Omega_k)} \leq C h^{n-1} \| u \|_{W^{n+1,\infty}(\Omega_k)}.
\]

**Proof.** This is a direct consequence of proposition 7.3 applied to \( v = u_1 = p \) combined with (62). \( \square \)

We can now give an approximation result in terms of the \( \| \cdot \|_{DG} \) norm.

**Proposition 7.10.** Under the assumptions of proposition 7.9, there exists \( v_h \in V_m := \text{Span}\{e_1, \ldots, e_{2n+1}\} \) such that

\[
\| u - v_h \|_{DG} \leq C h^{n-1/2} \| u \|_{W^{n+1,\infty}(\Omega)},
\]

with \( h = \max_{\Omega_k \in T_k} h_k, h_k = \text{diam}(\Omega_k) \).

**Proof.** From proposition 7.9 one deduces that there exist \( v_h \in V_m \) such that \( \forall \Omega_k \)

\[
\| u - v_h \|_{L^2(\Omega_k)} \leq C h_k^{2n+2} \| u \|_{W^{n+1,\infty}(\Omega_k)},
\]

\[
\| u - v_h \|_{L^1(\Omega_k)} \leq C h_k^{2n} \| u \|_{W^{n+1,\infty}(\Omega_k)},
\]

therefore

\[
\| u - v_h \|_{L^2(\Omega_k)} \left( \frac{1}{h_k} \| u - v_h \|_{L^2(\Omega_k)} + \| u - v_h \|_{L^1(\Omega_k)} \right) \leq C h_k^{2n+1} \| u \|_{W^{n+1,\infty}(\Omega_k)}, \quad \forall \Omega_k.
\]

Summing over all \( \Omega_k \) and using that for a regular mesh of size \( h \), the total number of elements is bounded by \( C/h^2 \) one has

\[
\sum_k \| u - v_h \|_{L^2(\Omega_k)} \left( \frac{1}{h_k} \| u - v_h \|_{L^2(\Omega_k)} + \| u - v_h \|_{L^1(\Omega_k)} \right) \leq C h^{2n-1} \| u \|_{W^{n+1,\infty}(\Omega)}, \quad \forall \Omega_k.
\]

One concludes using proposition 3.10. \( \square \)

Combining the previous proposition with the results of Section 3 one can now give an estimation of the \( DG \) norm of the error.

**Proposition 7.11.** Under the assumptions of proposition 7.9, consider the TDG method (15) with the decomposition (64). One has

\[
\| u - u_h \|_{DG} \leq C h^{n-1/2} \| u \|_{W^{n+1,\infty}(\Omega)},
\]

with \( h = \max_{\Omega_k \in T_k} h_k, h_k = \text{diam}(\Omega_k) \), where \( u_h \) stands for the solution to the TDG method.
Proof. Use proposition 7.10 and conclude with the quasi-optimality result from proposition 3.6. \qed

One can now easily study the convergence in quadratic norm using various physical assumptions on the coefficients.

**Proposition 7.12** (Convergence in the dominant absorption regime: \(\varepsilon = 1, \sigma_a > 0, \sigma_s \geq 0\)). Consider 2\(n+1\) basis functions. Under the assumptions of proposition 7.11, one has

\[
\|u - u_h\|_{L^2(\Omega)} \leq C h^{n-1/2} \|u\|_{W^{n+1/2}(\Omega)},
\]

with \(h = \max_{\Omega_k \in \mathcal{T}_h} h_k, h_k = \text{diam}(\Omega_k)\) and where \(u_h\) stands for the solution to the TDG method.

**Proof.** Since \(\sigma_a > 0, \sigma_s > 0\) and \(\varepsilon = 1\), the matrix \(R\) is positive definite and one can give an \(L^2\) lower bound of the DG norm with proposition 3.8. One concludes with proposition 7.11.\qed

Next case is the dominant scattering regime with \(\sigma_s > 0\) and \(\sigma_a = 0\). We will need the following technical lemmas.

**Lemma 7.13.** Assume \(w \in H^1(\mathcal{T}_h)\). One has

\[
\|w\|_{L^2(\Omega)}^2 \leq C \left( \|\partial_x w\|_{L^2(\Omega)}^2 + \|\partial_y w\|_{L^2(\Omega)}^2 + \frac{1}{h} \sum_k \sum_{j<k} \|w\|_{L^2(\Omega_{kj})}^2 + \sum_k \|w\|_{L^2(\Omega_{kk})}^2 \right),
\]

with \(h = \max_{\Omega_k \in \mathcal{T}_h} h_k, h_k = \text{diam}(\Omega_k)\) and where \([w]\) denotes the jump of the function across a face.

**Proof.** We use (63) and the proof given in [2] (see also [1] for a weaker result). \qed

**Lemma 7.14.** Assume \(w = (w_1, w_2, w_3)^T \in V(\mathcal{T}_h), \varepsilon = 1\) and \(\sigma_a + \sigma_s > 0\). One has

\[
\|w\|_{L^2(\Omega)} \leq \frac{C}{\sqrt{h}} \|w\|_{DG},
\]

with \(h = \max_{\Omega_k \in \mathcal{T}_h} h_k, h_k = \text{diam}(\Omega_k)\) and where the constant \(C\) is independent of \(h\).

**Proof.** Using the definition of the DG norm (20) with \(\sigma_a + \sigma_s > 0\) one gets

\[
\|w_2\|_{L^2(\Omega)}^2 \leq C \|w\|_{DG}^2, \quad \|w_3\|_{L^2(\Omega)}^2 \leq C \|w\|_{DG}^2.
\]

(65)

It remains to show \(\|w_1\|_{L^2(\Omega)} \leq \frac{C}{\sqrt{h}} \|w\|_{DG}\). The matrix \(|M|\) reads

\[
|M| = \begin{pmatrix}
1 & 0 & 0 \\
0 & n_x^2 & n_x n_y \\
0 & n_y n_x & n_y^2
\end{pmatrix}.
\]

(66)

Since \(w \in V(\mathcal{T}_h)\) and \(\sigma_a + \sigma_s > 0\), the \(L^2\) generalization of the inequality (62) yields \(\|\partial_x w_1\|_{L^2(\Omega)}^2 \leq C\|w_2\|_{L^2(\Omega)}^2\) and \(\|\partial_y w_1\|_{L^2(\Omega)}^2 = C\|w_3\|_{L^2(\Omega)}^2\), \(C \neq 0\). Therefore from the inequality (65), the definition (66) of the matrix \(|M|\) and the definition of the DG norm (20) one deduces

\[
\|\partial_x w_1\|_{L^2(\Omega)}^2 + \|\partial_y w_1\|_{L^2(\Omega)}^2 + \sum_k \sum_{j<k} \|w_1\|_{L^2(\Omega_{kj})}^2 + \sum_k \|w_1\|_{L^2(\Omega_{kk})}^2 \leq C \|w\|_{DG}^2.
\]

One concludes using \(V(\mathcal{T}_h) \subset H^1(\mathcal{T}_h)\) and lemma 7.13.\qed

**Final proof of Theorem 1.2.** The case \(\sigma_a > 0\) is already treated in proposition 7.12. To treat the remaining case \(\sigma_s > 0\) one can combine lemma 7.14 and proposition 7.11. The guaranteed order of convergence is the worst case, that is \(n - 1\). This completes the proof.\qed
Theorem 1.2 illustrates one of the well-known advantages of the Trefftz method: in dimension two, one needs only to add two basis functions to increase the order by one. On the contrary, the number of basis functions is quadratic with respect to the order for standard DG methods.

Remark 7.15 (Case \( \varepsilon \to 0^+ \)). It would be of course desirable to get uniform estimate in the case \( \varepsilon \to 0^+ \). The theorem 1.2 in particular could be very helpful since the cases \( \varepsilon \to 0^+ \) and \( \sigma \to 0 \) are closely related. However, dependence in \( \varepsilon \) arises through the basis functions \( e_i \) and the solution \( u \) and this dependence must therefore be carefully studied when using the results of the previous sections. Whereas it is possible to easily study this limit regime for the basis functions \( e_i \), it is much harder for the solution \( u \) mostly because boundary layers may occur depending on the boundary values. We note that initial boundary layers can also arise for time-dependent problems. These theoretical issues are left for future research.

A Time dependent solutions to the \( P_1 \) model in one dimension

We give the proofs of the propositions in Section 4.1 and provide more material on how to construct the stationary and time-dependent solutions (29) for the one-dimensional \( P_1 \) model (27). First, we recast (27) as in (2) with \( d = 1, n = 2 \), which reads

\[
\partial_t u + A_1 \partial_x u = -Ru,
\]

with

\[
A_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad A_1 = \begin{pmatrix} 0 & \varepsilon \\ \varepsilon & 0 \end{pmatrix}, \quad R = \begin{pmatrix} \sigma_a & 0 \\ 0 & \sigma_t \end{pmatrix}.
\]

In order to find the solutions (73) we search for particular solutions to (67) in the form

\[
u(x, t) = q(x, t)e^{\lambda x},
\]

with \( \lambda \in \mathbb{R} \) and where \( q \in \mathbb{R}^n \) is a polynomial in \( x \) and \( t \). For example, we consider

\[
q(x, t) = q_0 + x q_1 + t q_2 + x t q_3.
\]

Using (68) in (67) and dropping the exponential term one has

\[
(\partial_t + A_1 \partial_x + R) u = 0 \iff (\partial_t + A_1 \partial_x + (A_1 \lambda + R)) q(x, t) = 0.
\]

Extending \( q \) one finds

\[
((A_1 \lambda + R) q_0 + A_1 q_1 + q_2) + x ((A_1 \lambda + R) q_1 + q_3) + t ((A_1 \lambda + R) q_2 + A_1 q_3) + x t (A_1 \lambda + R) q_3 = 0.
\]

This equality holds for all \( x \) and \( t \), thus one gets the following system

\[
\begin{cases}
(A_1 \lambda + R) q_3 = 0 \\
(A_1 \lambda + R) q_1 = -q_3 \\
(A_1 \lambda + R) q_2 = -A_1 q_3 \\
(A_1 \lambda + R) q_0 = -A_1 q_1 - q_2.
\end{cases}
\]

(70)

Therefore, the solutions to (67) in the form (68) with \( q \) given by (69) satisfy the system (70). We can now write the conditions (70) for the \( P_1 \) model.

\[
\text{Lemma A.1. The conditions (70) read}
\]

\[
\begin{cases}
q_3 = 0, \\
(A_1 \lambda + R) q_2 = 0, \\
(A_1 \lambda + R) q_1 = 0, \\
(A_1 \lambda + R) q_0 = -A_1 q_1 - q_2,
\end{cases}
\]

(71)

with \( \lambda = \pm \frac{\varepsilon}{\sigma_a} \sqrt{\sigma_a \sigma_t} \).
Proof. First, a necessary condition for (70) to admit a solution is \( \text{det}(A\lambda - R) = 0 \). Since
\[
A\lambda + R = \begin{pmatrix}
\sigma_a + \frac{2}{\varepsilon} \lambda \\
\frac{2}{\varepsilon} \lambda \\
\sigma_t
\end{pmatrix},
\]
one deduces \( \text{det}(A\lambda + R) = 0 \Leftrightarrow \lambda = \pm \frac{2}{\varepsilon} \sqrt{\sigma_a \sigma_t} \). With this choice for \( \lambda \), the matrix \( A\lambda + R \) reads
\[
A_1\lambda + R = \begin{pmatrix}
\sigma_a + \frac{2}{\varepsilon} \lambda \\
\pm \sqrt{\sigma_a \sigma_t} \\
\pm \sqrt{\sigma_a \sigma_t}
\end{pmatrix},
\]
and one notices that
\[
(A_1\lambda + R)^2 = (\sigma_a + \sigma_t)(A_1\lambda + R).
\] (72)
Thanks to the first and the second equations of (70) one has
\[
\begin{cases}
(A_1\lambda + R)q_3 = 0 \\
(A_1\lambda + R)q_1 = -q_3
\end{cases}
\Rightarrow (A_1\lambda + R)^2 q_1 = (\sigma_a + \sigma_t)(A_1\lambda + R)q_3 = 0.
\]
From (72) one gets \( (A_1\lambda + R)q_1 = 0 \), therefore \( q_3 = 0 \). This completes the proof. \( \square \)

Proposition A.2. The \( P_1 \) model (67) admits the following four solutions
\[
e^\pm_1(x) = \begin{pmatrix}
\sqrt{\sigma_t} \\
\mp \sqrt{\sigma_a}
\end{pmatrix} e^{\pm \frac{2}{\varepsilon} \sqrt{\sigma_a \sigma_t} x},
\]
\[
e^\pm_2(x) = \begin{pmatrix}
-\frac{\sigma_a + \sigma_t}{2\sqrt{\sigma_a \sigma_t}} + \varepsilon x \\
-\frac{\sigma_a + \sigma_t}{2\sqrt{\sigma_a \sigma_t}} - \varepsilon x
\end{pmatrix} e^{\pm \frac{2}{\varepsilon} \sqrt{\sigma_a \sigma_t} x}.
\] (73)
Proof. One notices \( \text{Ker}(A_1\lambda + R) = \text{Span}((\sqrt{\sigma_t}, \mp \sqrt{\sigma_a})^T) \). Thus with \( w = (\sqrt{\sigma_t}, \mp \sqrt{\sigma_a})^T \) and the relations (71) one gets
\[
q_1 = \alpha w, \quad q_2 = \beta w, \quad \alpha, \beta \in \mathbb{R}.
\]
From the last equality of (71) one sees that \(-A_1q_1 - q_2 \in \text{Im}(A_1\lambda + R)\) which implies \(-A_1q_1 - q_2 \in \text{Ker}((A_1\lambda + R)^T)\). Since the matrices \( A_1 \) and \( R \) are symmetric, \( \text{Ker}((A_1\lambda + R)^T) = \text{Ker}(A_1\lambda + R) = \text{Vect}(w) \). A necessary condition is then \((-A_1q_1 - q_2, w) = 0\) which is equivalent to
\[
\alpha = \pm \frac{\sigma_a + \sigma_t \varepsilon}{2\sqrt{\sigma_a \sigma_t}} \beta.
\]
Finally let \( q_0 = (q_0^1, q_0^2)^T \). From the fourth equation of (71) one gets \( q_0^1 = \frac{1}{\sqrt{\sigma_a}} (\beta \frac{2\sigma_c - \sigma_t}{\sqrt{\sigma_a \sigma_t}} \mp \sqrt{\sigma_t} q_0^2) \).
Thus one can choose \( q_0 \) under the form
\[
q_0 = \beta \begin{pmatrix}
-\frac{\sigma_t - \sigma_a}{4\sigma_a \sqrt{\sigma_t}} + \frac{\sigma_t - \sigma_a}{4\sigma_t \sqrt{\sigma_a}} \\
\frac{\sigma_t - \sigma_a}{4\sigma_a \sqrt{\sigma_t}} + \frac{\sigma_t - \sigma_a}{4\sigma_t \sqrt{\sigma_a}}
\end{pmatrix}^T + \gamma w,
\]
with \( \gamma \in \mathbb{R} \). To sum up one has the following relations
\[
\begin{align*}
q_3 &= 0, \\
q_2 &= \beta \begin{pmatrix}
\sqrt{\sigma_t} \\
\mp \sqrt{\sigma_a}
\end{pmatrix}^T, \\
q_1 &= -\frac{\sigma_a + \sigma_t \varepsilon}{2\sqrt{\sigma_a \sigma_t}} \beta \begin{pmatrix}
\sqrt{\sigma_t} \\
\mp \sqrt{\sigma_a}
\end{pmatrix}^T, \\
q_0 &= \beta \begin{pmatrix}
-\frac{\sigma_t - \sigma_a}{4\sigma_a \sqrt{\sigma_t}} + \frac{\sigma_t - \sigma_a}{4\sigma_t \sqrt{\sigma_a}} \\
\frac{\sigma_t - \sigma_a}{4\sigma_a \sqrt{\sigma_t}} + \frac{\sigma_t - \sigma_a}{4\sigma_t \sqrt{\sigma_a}}
\end{pmatrix}^T + \gamma \begin{pmatrix}
\sqrt{\sigma_t} \\
\mp \sqrt{\sigma_a}
\end{pmatrix}^T,
\end{align*}
\] (74)
\( \beta, \gamma \in \mathbb{R} \). Because the solutions are under the form \( u(x,t) = (q_0 + xq_1 + tq_2 + xtq_3)e^{\lambda x} \), with \( \lambda = \pm \frac{2}{\varepsilon} \sqrt{\sigma_a \sigma_t} \), one finds the four basis functions (73). This completes the proof. \( \square \)
Now we construct linear combinations of the solutions (73) that remain stable in the case $\sigma_a \to 0$. To make these solutions more convenient to read, we use the notations $z_x = \frac{\varepsilon}{c} \sqrt{\sigma_a} \sigma_t x$ and $\cosh(x) = \frac{\varepsilon^x + \varepsilon^{-x}}{2}$, $\sinh(x) = \frac{\varepsilon^x - \varepsilon^{-x}}{2}$.

**Lemma A.3.** The following four functions are linear combinations of the solutions (73)

\[
\begin{align*}
\hat{e}_1(x) &= \left( \sqrt{\frac{\varepsilon}{\sigma_a}} \sinh(z_x) - \cosh(z_x) \right), \\
\hat{e}_2(x) &= \left( \cosh(z_x) - \sqrt{\frac{\varepsilon}{\sigma_a}} \sinh(z_x) \right), \\
\hat{e}_3(t, x) &= \left( \frac{\sigma_t - \sigma_a}{2\sqrt{\sigma_a \sigma_t}} \sinh(z_x) - \varepsilon \frac{\sigma_t + \sigma_a}{2\sigma_a} x \cosh(z_x) - c \sqrt{\frac{\sigma_a}{\sigma_t}} t \sinh(z_x) \right), \\
\hat{e}_4(t, x) &= \left( \frac{\sigma_t - \sigma_a}{2\sigma_a \sqrt{\sigma_a \sigma_t}} \sinh(z_x) - \varepsilon \frac{\sigma_t + \sigma_a}{2\sigma_a} x \cosh(z_x) - c \frac{\sigma_a}{\sigma_t} t \sinh(z_x) \right).
\end{align*}
\]

**Proof.** One defines the following linear combinations of the functions (73)

\[
I_1^\pm(x, t) = e_2^\pm(x, t) + \frac{\sigma_t - \sigma_a}{4\sigma_a \sigma_t} e_1^\pm(x, t),
\]

\[
I_2^\pm(x, t) = e_2^\pm(x, t) - \frac{\sigma_t - \sigma_a}{4\sigma_a \sigma_t} e_1^\pm(x, t).
\]

Then defining the four solutions

\[
\begin{align*}
\hat{e}_1(x, t) &= \frac{1}{2\sqrt{\sigma_a}} \left( e_1^+(x, t) - e_1^-(x, t) \right), \\
\hat{e}_2(x, t) &= \frac{1}{2\sqrt{\sigma_t}} \left( e_1^+(x, t) + e_1^-(x, t) \right), \\
\hat{e}_3(x, t) &= \frac{-1}{2\sqrt{\sigma_t}} \left( I_1^+(x, t) + I_1^-(x, t) \right), \\
\hat{e}_4(x, t) &= \frac{-1}{2\sqrt{\sigma_a}} \left( I_2^+(x, t) - I_2^-(x, t) \right),
\end{align*}
\]

one gets the functions (75).

We show that these solutions remain stable in the limit case $\sigma_a \to 0$.

**Proposition A.4.** When $\sigma_a \to 0$ ($\sigma_t \to \frac{\sigma_a}{c^2}$), the solutions (75) tend to the following functions

\[
\begin{align*}
\hat{e}_1(x, t) &\to \frac{\varepsilon x}{c}, \\
\hat{e}_2(x, t) &\to 0, \\
\hat{e}_3(x, t) &\to -\frac{\varepsilon c^2 x^2 - ct}{x}, \\
\hat{e}_4(x, t) &\to -\frac{\varepsilon c^2 x^3 - \varepsilon \sigma_t x - \varepsilon x}{x}.
\end{align*}
\]
Proof. One notices that
\[
\cosh(z_x) \rightarrow 1, \quad \frac{\sinh(z_x)}{\sqrt{\sigma_a e^t}} \rightarrow \frac{e}{c}.
\]
(76)

The limit of \( \tilde{e}_1(x,t) \), \( \tilde{e}_2(x,t) \) and \( \tilde{e}_3(x,t) \) are simply obtained by using the expressions (76) in (75). The limit of the second component of \( \tilde{e}_4(x,t) \) can be obtained in a similar way. It remains to study the first component of \( \tilde{e}_4(x,t) \). One has
\[
\frac{c(\sigma_t - \sigma_a)}{2\sigma_a\sqrt{\sigma_a e^t}} \sinh(z_x) - \frac{\varepsilon x}{2\sigma_a} \cosh(z_x)
\]
\[
= \frac{c(\sigma_t - \sigma_a)}{2\sigma_a} \left( -\frac{\varepsilon x}{6} + \frac{\varepsilon^3 x^3 \sigma_a^2 + o(\sigma_a^2)}{6} \right) - \frac{\varepsilon x}{2\sigma_a} \left( 1 + \frac{\sigma_a^2 \varepsilon x^2 + o(\sigma_a^2)}{2c^2} \right)
\]
\[
= -\varepsilon x - \frac{\varepsilon^3 \sigma_a^2 x^3}{6c^2} + o(\sigma_a).
\]
Because \(-ct\sigma_1 \sinh(z_x) \rightarrow -\varepsilon t x\), one gets the expression of the limit of \( \tilde{e}_4(x,t) \). This completes the proof.

\[\square\]

B Proof of proposition 7.2

Lemma B.1. Assume that the hypotheses of proposition 7.2 are satisfied. Then for all \( 0 \leq l \leq n - 2 \) one has the identity
\[
\sum_{p=0}^{l} \partial_x^p \partial_y^{l-p} u(x_0) T_1^p (x) + \sum_{p=0}^{l+2} \partial_x^p \partial_y^{l+2-p} u(x_0) \alpha_{l+2}^p (x) =
\]
\[
\sum_{p=0}^{l} \partial_x^p \partial_y^{l-p} u(x_0) \alpha_{l+2}^p (x) + \partial_x^{l+2} u(x_0) \beta_{l+2}^{l+2} (x) + \partial_x^{l+1} \partial_y u(x_0) \beta_{l+2}^{l+1} (x).
\]
(77)

Proof. Let \( l \in \mathbb{N}, 0 \leq l \leq n - 2 \). For \( l_1 \in \mathbb{Z}, -1 \leq l_1 \leq l - 1 \) we define the function
\[
f(l_1) = \sum_{p=0}^{l_1} \partial_x^p \partial_y^{l_1-p} u(x_0) \alpha_{l_1+1}^p (x) + \sum_{p=l_1+1}^{l+2} \partial_x^p \partial_y^{l-p} u(x_0) T_1^p(x) + \sum_{p=l_1+3}^{l+2} \partial_x^p \partial_y^{l+2-p} u(x_0) \alpha_{l+2}^p (x)
\]
(78)
\[
+ \partial_x^{l+1} \partial_y^{l+1} u(x_0) \beta_{l+2}^{l+2} (x) + \partial_x^{l+1} \partial_y^{l+1} u(x_0) \beta_{l+2}^{l+1} (x),
\]
where we use the convention \( \sum_{p=a}^{b} = 0 \) for \( a, b \in \mathbb{Z} \) and \( b < a \). First we show \( f(l_1) = f(l_1 + 1) \) for \(-1 \leq l_1 \leq l - 1 \). Because \( u \) is solution to the equation (77) one notices
\[
\partial_x^{l+1} \partial_y^{l+1} u(x_0) \beta_{l+2}^{l+1} (x) = \left( -\partial_x^{l+3} \partial_y^{l+1} \alpha_{l+1}^{l+1} + \omega \partial_x^{l+1} \partial_y^{l+1} u(x_0) \beta_{l+2}^{l+2} (x) \right).
\]
(79)

Now we consider the definition of the function \( f \) (78) and we study the difference \( f(l_1 + 1) - f(l_1) \). After simplifications on the elements that appear in both \( f(l_1) \) and \( f(l_1 + 1) \) one finds
\[
f(l_1 + 1) - f(l_1) = \partial_x^{l+1} \partial_y^{l+1} u(x_0) \alpha_{l+1}^{l+1} (x) - \partial_x^{l+1} \partial_y^{l+1} u(x_0) T_1^{l+1} (x) - \partial_x^{l+3} \partial_y^{l+1} u(x_0) \alpha_{l+2}^{l+3} (x)
\]
\[
+ \partial_x^{l+3} \partial_y^{l+1} u(x_0) \beta_{l+2}^{l+3} (x) - \partial_x^{l+1} \partial_y^{l+1} u(x_0) \beta_{l+2}^{l+2} (x).
\]
Using the equality (79) to reformulate the fifth term on the right hand side, one gets
\[
f(l_1 + 1) - f(l_1) = \partial_x^{l+1} \partial_y^{l+1} u(x_0) \alpha_{l+1}^{l+1} (x) - \partial_x^{l+1} \partial_y^{l+1} u(x_0) T_1^{l+1} (x) - \partial_x^{l+3} \partial_y^{l+1} u(x_0) \alpha_{l+2}^{l+3} (x)
\]
\[
+ \partial_x^{l+3} \partial_y^{l+1} u(x_0) \beta_{l+2}^{l+3} (x) + \left( \partial_x^{l+3} \partial_y^{l+1} - \omega \partial_x^{l+1} \partial_y^{l+1} \right) u(x_0) \beta_{l+2}^{l+2} (x).
\]

Ordering the terms with respect to the derivatives gives

\[ f(l_1 + 1) - f(l_1) = \partial_x^{l_1+1} \partial_y^{l_1-1} u(x_0) \left( \alpha_{l_1+1}^0(x) - T_{l_1+1}^p(x) - \omega \beta_{l_1+1}^1(x) \right) + \partial_x^{l_1+3} \partial_y^{l_1-1} u(x_0) \left( - \alpha_{l_1+2}^1(x) + \beta_{l_1+2}^1(x) + \beta_{l_1+3}^1(x) \right). \]

Using the definitions (52) and (53) one finds \( \alpha_{l_1+1}^0(x) - T_{l_1+1}^p(x) - \omega \beta_{l_1+1}^1(x) = 0 \) and \( \beta_{l_1+3}^1(x) - \alpha_{l_1+3}^1(x) = 0 \). Therefore one has \( f(l_1 + 1) - f(l_1) = 0 \) for all \(-1 \leq l_1 \leq l - 1\). One deduces \( f(-1) = f(l) \) which can be written

\[
\sum_{p=0}^{l} \partial_x^p \partial_y^p u(x_0) T_p^p(x) + \sum_{p=0}^{l+2} \partial_x^p \partial_y^{2-p} u(x_0) \alpha_p^1(x) + \partial_y^2 u(x_0) \beta_0^1(x) + \partial_x \partial_y^{l+1} u(x_0) \beta_{l+2}^1(x) = 0.
\]

Noticing from (54) \( \alpha_{l+1}^0(x) = \beta_{l+1}^0(x) \) and \( \alpha_{l+2}^1(x) = \beta_{l+2}^1(x) \), one incorporates the two corresponding terms in the second sum so one finds the equality (77). This completes the proof.

**Proof of proposition 7.2.** Start from the Taylor expansion (51). From definition (52) one has \( \alpha_n^p(x) = T_n^p(x) \) and \( \alpha_{n-1}^p(x) = T_{n-1}^p(x) \). Therefore

\[
u(x) = \sum_{k=0}^{n-2} x^k \partial_x^k \partial_y^{n-1-p} u(x_0) T_n^p(x) + \sum_{p=0}^{n-1} \partial_x^p \partial_y^{p-1} u(x_0) \alpha_n^p(x) + \sum_{p=0}^{n-1} \partial_x^p \partial_y^{n-1-p} u(x_0) T_{n-1}^p(x)\]

One can recursively use the equality (77) from \( l = n - 2 \) to \( l = 0 \). More precisely, rearranging the first sum one has

\[
u(x) = \sum_{k=0}^{n-2} x^k \partial_x^k \partial_y^{n-2-p} u(x_0) T_n^p(x) + \sum_{p=0}^{n-1} \partial_x^p \partial_y^{p-1} u(x_0) \alpha_n^p(x) + \sum_{p=0}^{n} \partial_x^p \partial_y^{n-2-p} u(x_0) T_{n-1}^p(x) + \sum_{p=0}^{n+1} \partial_x^p \partial_y^{n+1-2-p} u(x_0) T_n^p(x).
\]

One can reformulate the terms between brackets using (77) with the index correspondence \( n - 2 = l \). One finds

\[
u(x) = \sum_{k=0}^{n-3} x^k \partial_x^k \partial_y^{n-1-p} u(x_0) T_n^p(x) + \sum_{p=0}^{n-1} \partial_x^p \partial_y^{p-1} u(x_0) \alpha_n^p(x) + \sum_{p=0}^{n-2} \partial_x^p \partial_y^{n-1-p} u(x_0) T_{n-2}^p(x) + \sum_{p=0}^{n+1} \partial_x^p \partial_y^{n+1-2-p} u(x_0) T_n^p(x).
\]

One can now recursively repeat this simple operation using the equality (77) for \( l = n - 3, \ldots, 0 \). One finally gets the formula (80) where the first line is written for \( n = 2 \), the term \([\cdot]\) becomes a sum and the last term remains unchanged

\[
u(x) = \sum_{k=0}^{n} x^k \partial_x^k \partial_y^{n-1-p} u(x_0) \alpha_n^p(x) + \sum_{p=0}^{n} \partial_x^p \partial_y^{n+1-2-p} u(x_0) T_{n+1}^p(x).
\]
That is

\[
    u(x) = u(x_0) \alpha^0_0(x) + \partial_x u(x_0) \alpha^1_0(x) + \partial_y u(x_0) \alpha^0_1(x) + \sum_{k=2}^{n+1} \left[ \partial^k_x u(x_0) \beta^k_0(x) + \partial^k_y u(x_0) \beta^k_1(x) \right] + \sum_{p=0}^{n+1} \varepsilon^p \partial_x \partial_y^{n+1-p} u(x_s) T^p_{n+1}(x).
\]

Noticing from (54) that \( \alpha^0_0(x) = \beta^0_0(x), \alpha^0_1(x) = \beta^0_1(x), \alpha^1_1(x) = \beta^1_1(x) \) one finds the expression (55). This completes the proof. \( \square \)

C  Interpretation of the one dimensional TDG method as a finite difference scheme

The goal of this section is to obtain the FD scheme (33) based on the Trefftz discontinuous Galerkin method (15) for the one dimensional hyperbolic heat equation

\[
\begin{align*}
    \partial_t v + \varepsilon \partial_x v &= 0, \\
    \partial_t v + \varepsilon \partial_x p &= -\frac{c}{\varepsilon} v,
\end{align*}
\]

\( \varepsilon \in \mathbb{R}^+_+, \sigma_s, c \in \mathbb{R}^+ \). For the sake of simplicity we assume that \( \sigma_s \) is constant in the domain. This model can be written in the form of the Friedrichs system (2) with

\[
A_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad A_1 = \begin{pmatrix} c & 0 \\ \varepsilon & 1 \end{pmatrix}, \quad R = \begin{pmatrix} 0 & 0 \\ 0 & -\sigma_s \varepsilon \end{pmatrix}.
\]

We consider basis functions \( e_{i,l} \) where \( i \) is the global number of the cell and \( l \) the local number of the basis function in the cell \( i \). We denote by \( x_{i-\frac{1}{2}} \) and \( x_{i+\frac{1}{2}} \) the edges of the spatial cell \( \Omega_{S,i} \), i.e. \( \Omega_{S,i} = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \) and \( x_i \) the midpoint. We use two stationary basis functions defined as

\[
e_{k,1}(t, x) = \begin{cases} 
    \begin{pmatrix} 1 \\ 0 \end{pmatrix}, & \text{if } (t, x) \in \Omega_k, \\
    \begin{pmatrix} 0 \\ 1 \end{pmatrix}, & \text{else},
\end{cases} \quad e_{k,2}(t, x) = \begin{cases} 
    \begin{pmatrix} -\frac{c}{\varepsilon} (x - x_k) \\ 1 \end{pmatrix}, & \text{if } (t, x) \in \Omega_k, \\
    \begin{pmatrix} 0 \\ 0 \end{pmatrix}, & \text{else}.
\end{cases}
\]

We use the notation \( e_{i,1}^n, e_{i,2}^n \) when designing the basis functions from the spatial cell \( \Omega_{S,i} \) at the time step \( n \). Consider the bilinear and linear forms obtained from the decoupled formulation (17)

\[
a_T^n(u, v) = -\sum_k \sum_{j<k} \int_{\Sigma_{k,j}^n} (M^-_{k^n,j^n} v_k^n + M^+_{k^n,j^n} v_j^n) (u_k^n - u_j^n) - \sum_k \int_{\partial \Omega_s \cap \partial \Omega_k^n} (v_k^n)^T M^-_{k^n} u_k^n \\
- \sum_k \int_{\Sigma_{k,k-1}^n} (v_k^n) ^T M^-_{k^n,k-1} u_k^n, \quad u, v \in V(T_h), \quad (83)
\]

\[
l^n(v) = -\sum_k \int_{\partial \Omega_s \cap \partial \Omega_k^n} (v_k^n) ^T g_s - \sum_k \int_{\Sigma_{k,k-1}^n} (v_k^n) ^T M^-_{k^n,k-1} u_k^{n-1}, \quad v \in V(T_h).
\]

In the following we will write explicitly the equality

\[
a_T^n(u, e_{i,l}^n) = l^n(e_{i,l}^n), \quad l = 1, 2,
\]

for any time step \( n \) and any spatial cell \( \Omega_{S,i} \). For simplicity we will consider periodic boundary conditions, a uniform space step \( h \) and a uniform time step \( \Delta t \). We define some notation.
Definition C.1. Define $C_{S,i,l}^n$, $C_{T,i,l}^{n-1}$ and $C_{T,i,l}^n$ as
\[
C_{S,i,l}^n = -\sum_k \sum_j \int_{\Sigma_{k^n,j}} (M_{k^n,j}^- e_{i,l}^n) T (u_k^n - u_j^n), \quad (85)
\]
\[
C_{T,i,l}^{n-1} = -\sum_k \int_{\Sigma_{k^{n-1},j}} (e_{i,l}^{n-1}) T M_{k^{n-1},k}^- u_k^{n-1}, \quad (86)
\]
\[
C_{T,i,l}^n = -\sum_k \int_{\Sigma_{k^n,j}} (e_{i,l}^n) T M_{k^n,k}^- u_k^n.
\]

Since $u_k$ is a combination of the basis functions in each cell, one can make the following assumption.

Assumption C.2. Assume that $u_k$ admits the following decomposition in each cell $\Omega_k$
\[
u_k = \alpha_k e_{k,1} + \beta_k e_{k,2}, \quad \alpha_k, \beta_k \in \mathbb{R},
\]
or, in an identical way, when considering the time step $n$ and the spatial cell $\Omega_{S,i}$
\[
u_i^n = \alpha_i^n e_{i,1} + \beta_i^n e_{i,2}, \quad \alpha_i^n, \beta_i^n \in \mathbb{R}.
\]

We can now write the equality (84) using the Definition C.1.

Proposition C.3. Consider the model (81) and the basis functions (82). The equality (84) with periodic boundary conditions at the time step $n$ in any spatial cell $\Omega_{S,i}$ reads
\[
C_{T,i,1}^n - C_{T,i,1}^{n-1} + C_{S,i,1}^n = 0,
\]
\[
C_{T,i,2}^n - C_{T,i,2}^{n-1} + C_{S,i,2}^n = 0.
\]

Proof. Since we consider periodic boundary conditions, the term $\int_{\partial \Omega_{S} \cap \partial \Omega_k} (\nu_k^n)^T M_{k}^- u_k^n$ in the bilinear form and the term $\int_{\partial \Omega_{S} \cap \partial \Omega_k} (\nu_k^n) T g$ in the linear form of (83) are equal to zero. One notices that
\[
- \sum_k \sum_j \int_{\Sigma_{k^n,j}} (M_{k^n,j}^- \nu_k^n - M_{k^n,j}^+ \nu_j^n) T (u_k^n - u_j^n) = - \sum_k \sum_j \int_{\Sigma_{k^n,j}} (M_{k^n,j}^- \nu_k^n) T (u_k^n - u_j^n).
\]

Therefore one has $\sigma_1 (u_i e_{i,1}) = C_{S,i,1}^n + C_{T,i,1}^n$ and $l(e_{i,1}^n) = C_{T,i,1}^{n-1}$. The equality (84) gives for $l = 1$ and $l = 2$, respectively the first and second equations of (89). This completes the proof.

Now we can study the values of the coefficients $C_{S,i,1}$ and $C_{T,i,1}$.

Proposition C.4. One has
\[
C_{S,i,1}^n = \frac{c \Delta t}{2 \varepsilon} \left( - \alpha_i - 2 \alpha_i + 2 \alpha_i + 1 - \frac{\sigma h}{2 \varepsilon} (\beta_i - 1) \right)^n, \quad (91)
\]
and
\[
C_{S,i,2}^n = \frac{c \Delta t}{2 \varepsilon} \left( \frac{\sigma h}{2 \varepsilon} (\beta_i + 1) - 2 \beta_i + 1 + (1 + \frac{\sigma h}{2 \varepsilon}) (\alpha_i - 1) \right)^n. \quad (92)
\]

Proof. For simplicity we will use the notation $M_{\pm}^+ = M^{-}((0, \pm 1)^T)$, $M_{\pm}^- = M^{+}((0, \pm 1)^T)$ and $\lambda_{1,2,j}^{\pm} = (M_{\pm,i}^{+} e_{j,1}) T e_{k,m}$. Since the function $e_{i,1}$ is only non-zero in the cell $\Omega_i$ one can write $C_{S,i,1}$ from (85) as
\[
C_{S,i,1} = \int_{n-1}^{t_{n}} \left( - (M_{-1} e_{i,1}) T (u_i - u_{i+1})(x_{i-\frac{1}{2}}) - (M_{1} e_{i,1}) T (u_i - u_{i+1})(x_{i+\frac{1}{2}}) \right).
\]
Using $M_{i-1}^{-} = -M_{i}^{+}$, the decomposition of $u_{t}^{n}$ (88) and the fact that the basis (82) does not depend on time, the equality (93) reads

\[ C_{S,i,l}^{n} = \Delta t \left( \alpha_{i}(\lambda_{i,i}^{n})^{\pm}(x_{i-\frac{1}{2}}) + \beta_{i}(\lambda_{i,i}^{n})^{\pm}(x_{i-\frac{1}{2}}) - \alpha_{i-1}(\lambda_{i,i-1}^{n})^{\pm}(x_{i-\frac{1}{2}}) - \beta_{i-1}(\lambda_{i,i-1}^{n})^{\pm}(x_{i-\frac{1}{2}}) 
+ \alpha_{i}(\lambda_{i,i}^{n})^{-}(x_{i+\frac{1}{2}}) + \beta_{i}(\lambda_{i,i}^{n})^{+}(x_{i+\frac{1}{2}}) - \alpha_{i+1}(\lambda_{i,i+1}^{n})^{-}(x_{i+\frac{1}{2}}) - \beta_{i+1}(\lambda_{i,i+1}^{n})^{-}(x_{i+\frac{1}{2}}) \right)^{n}. \]  

(94)

For $n_{t} = 0$, one has

\[ M(n) = M(0, n_{x}) = \frac{c}{\varepsilon} \begin{pmatrix} 0 & n_{x} \\ n_{x} & 0 \end{pmatrix}, \quad M^{+}(0, n_{x}) = \frac{c}{2\varepsilon} \begin{pmatrix} 1 & n_{x} \\ n_{x} & 1 \end{pmatrix}, \quad M^{-}(0, n_{x}) = \frac{c}{2\varepsilon} \begin{pmatrix} -1 & n_{x} \\ n_{x} & -1 \end{pmatrix}, \]

and one notices that

\[ (\lambda_{1}^{n})^{\pm}(x) = \frac{c}{2\varepsilon}, \]

\[ (\lambda_{2}^{n})^{\pm}(x) = \frac{c}{2\varepsilon} \left( - \frac{\sigma_{x}}{\varepsilon}(x - x_{i}) \pm 1 \right), \]  

(95)

\[ (\lambda_{2}^{n})^{\pm}(x) = \frac{c}{2\varepsilon} \left( 1 \pm \frac{\sigma_{x}}{2\varepsilon}(x - x_{i}) + (\frac{\sigma_{x}}{2\varepsilon})^{2} (x - x_{i})(x - x_{j}) \right). \]

Recalling that for simplicity $h = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}$ for all $i$ and inserting (95) in (94) one finds for $l = 1$

\[ C_{S,i,1}^{n} = \frac{c\Delta t}{2\varepsilon} \left( - \alpha_{i-1} + 2\alpha_{i} - \alpha_{i+1} + (1 - \frac{\sigma_{x}h}{2\varepsilon})(\beta_{i+1} - \beta_{i-1}) \right)^{n}, \]

and for $l = 2$

\[ C_{S,i,2}^{n} = \frac{c\Delta t}{2\varepsilon} \left( (\frac{\sigma_{x}h}{2\varepsilon})^{2}(\beta_{i+1} + 2\beta_{i} + \beta_{i-1}) + \frac{\sigma_{x}h}{2\varepsilon}\beta_{i} + (-\beta_{i-1} + 2\beta_{i} - \beta_{i+1}) + (1 + \frac{\sigma_{x}h}{2\varepsilon})(\alpha_{i+1} - \alpha_{i-1}) \right)^{n}. \]

This completes the proof. \(\square\)

**Proposition C.5.** One has

\[ C_{T,i,1}^{n} = h \]  

(96)

\[ C_{T,i,2}^{n} = h(1 + \frac{\sigma_{x}^{2}h^{2}}{48c^{2}\varepsilon^{2}}). \]  

(97)

**Proof.** Since $-M_{k,n-1}^{n} = I_{m}$, $C_{T,i,j}^{n}$ reads

\[ C_{T,i,j}^{n} = - \sum_{k} \int_{\Sigma_{k,n-1}} (e_{n,1}^{T})^{T} M_{k,n-1}^{n} u_{1}^{n} = \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} (e_{n,1}^{T})^{T} u_{i}^{n}. \]

One notices that $\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} (e_{n,1}^{T})^{T} e_{n,1}^{n} = 0$. Therefore using the decomposition of $u_{n}^{n}$ (88) one finds

\[ C_{T,i,1}^{n} = \alpha_{1}^{n} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} (e_{n,1}^{T})^{T} e_{n,1}^{n} = h\alpha_{1}^{n}, \]

\[ C_{T,i,2}^{n} = \beta_{1}^{n} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} (e_{n,2}^{T})^{T} e_{n,2}^{n} = h(1 + \frac{\sigma_{x}^{2}h^{2}}{48c^{2}\varepsilon^{2}})\beta_{1}^{n}. \]

This completes the proof. \(\square\)
Proposition C.6. The scheme (89) reads
\[
\begin{aligned}
&\left( p^n_i - p^{n-1}_i \right) / \Delta t + \frac{c}{2 \varepsilon h} \left[ -p_{i+1} + 2p_i - p_{i-1} + (1 - a)(v_{i+1} - v_{i-1}) \right] = 0, \\
&\left(1 + \frac{a^2}{3} \right) v^n_i - v^{n-1}_i / \Delta t + \frac{c}{2 \varepsilon h} \left[ a^2(v_{i+1} + 2v_i + v_{i-1}) + (-v_{i+1} + 2v_i - v_{i-1}) \right] = 0, \\
&\left(1 + a \right)(p_{i+1} - p_{i-1}) / \Delta t + \frac{c}{\varepsilon^2 h} v^n_i = 0, \\
\end{aligned}
\] (98)

Proof. Starting from (89) one has
\[
\begin{aligned}
C^n_{T,i,1} - C^{n-1}_{T,i,1} + C^n_{S,i,1} &= 0, \\
C^n_{T,i,2} - C^{n-1}_{T,i,2} + C^n_{S,i,2} &= 0. \\
\end{aligned}
\]

We recall the decomposition (88) \( u^n_i(x) = \alpha^n_i e^n_{i,1}(x) + \beta^n_i e^n_{i,2}(x) = (p^n_i, v^n_i)^T(x) \). In particular considering the center of the cell one finds \( \alpha^n_i = p^n_i(x_i) \) and \( \beta^n_i = v^n_i(x_i) \). Therefore using (91), (92), (96) and (97) in (98) and making the simplification \( \alpha^n_i = p^n_i \) and \( \beta^n_i = v^n_i \), one finally gets the scheme (98). This completes the proof.
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