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Inner-valence ionized states of atoms and molecules live shorter if these species are embedded in an
environment due to the possibility for ultrafast de-excitation known as interatomic Coulombic decay
(ICD). In this Letter we show that the lifetime of these ICD active states decreases further when
a bridge atom is in proximity to the two interacting monomers. This novel mechanism, termed
superexchange ICD, is an electronic correlation effect driven by the efficient energy transfer via
virtual states of the bridge atom. The superexchange ICD is discussed in detail on the example
of the NeHeNe trimer. We demonstrate that the decay width of the Ne+(2s−1) 2Σ+

g resonance

increases 6 times in the presence of the He atom at a distance of 4 Å between the two Ne atoms.
Using a simple model, we provide a qualitative explanation of the superexchange ICD and we derive
analytical expressions for the dependence of the decay width on the distance between the neon
atoms.

Excited atoms or molecules embedded in an environ-
ment can efficiently transfer their excess energy to neigh-
boring species, whereupon the lifetime of the excited
state decreases. Such processes of intermolecular en-
ergy transfer are ubiquitous in nature, for example, the
first step of photosynthesis involves the transfer of en-
ergy from antenna complexes to reaction centres [1, 2]
via the so-called Förster (or fluorescence) resonance en-
ergy transfer (FRET) [3]. FRET is accomplished through
long-range Coulomb coupling between the interacting
species and it involves transitions between bound states
of the interacting chromophores. Owing to energy conser-
vation this is only possible if nuclear motion is involved,
which sets the time scale for this process to picoseconds
or longer [1, 2].

If the excess energy of the excited species is larger than
the ionization potential of the neighbor, another very
efficient energy transfer mechanism, termed interatomic
Coulombic decay (ICD), becomes operative. In this pro-
cess, the energy is transferred to the neighbor which is
then ionized [4]. Unlike FRET, ICD involves transitions
to one or several continua of states and consequently, the
requirement for energy conservation is fulfilled without
the involvement of nuclear degrees of freedom [5]. This
sets the time scale for ICD to femtoseconds [6–8].

The rate of ICD depends on the distance between
the interacting species. If the coupling between the
monomers is weak, which is the case of large distances,
the process can be viewed as an exchange of a virtual
photon between the interacting species [9, 10]. In this
so-called virtual photon exchange mechanism [11] the de-
cay width displays a 1/R6 dependence on the distance R
between the monomers. As the two monomers approach
each other, orbital overlap effects come into play and,
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therefore, one can no longer view the ICD process sim-
ply as the exchange of a virtual photon [10].

A missing page in the study of ICD is how the en-
ergy transfer between the two monomers is influenced
by the presence of ICD inactive neighbors, i.e. atoms
or molecules whose ionization potential is greater than
the excess energy of the excited species. In this Let-
ter we show that the ICD process becomes faster when
inert bridge atoms are added between the interacting
monomers. As a showcase system we consider the de-
excitation of the Ne+(2s−1)Ne 2Σ+

g resonance in the pres-
ence of a helium atom and compare the decay width to
that of the well-studied isolated Ne dimer. As shown
in Ref. [12], ICD between Ne and He is energetically
closed for the interatomic distances considered here. We
demonstrate that after inner-valence ionization of Ne in
NeHeNe, the lifetime of the Ne+(2s−1) 2Σ+

g resonance

decreases from 832 fs to 144 fs at a distance of 4 Å be-
tween the Ne atoms making ICD 6 times faster in the
presence of the bridge atom. In FRET, energy transfer
mediated by bridge molecules or bonds is known as su-
perexchange mediated coupling [13]. We thus call the
new ICD mechanism superexchange ICD. With the aid
of a simple model, we show that this enhancement occurs
due to coupling of the resonance state to intermediate vir-
tual states of the bridge Ne+(2p−1)He−Ne+(2p−1). The
coupling depends on the energy difference between the
resonance and the intermediate states, on the one hand,
and on the orbital overlap between the virtual states of
He and the bound states of Ne2, on the other hand.

The decay widths of NeHeNe and Ne2 were com-
puted using the Fano-ADC method [14–16]. We em-
ployed the d-aug-cc-pVQZ basis set [17, 18] augmented
with 15 continuumlike Gaussian functions (5s, 5p, 5d)
of the Kaufmann-Baumeister-Jungen (KBJ) type [19] on
all atoms. Additional sets of 5s, 5p and 5d KBJ func-
tions were added on 4 ghost centers on the Ne-Ne inter-
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FIG. 1. Total decay width of the Ne+(2s−1)HeNe 2Σ+
g state

as a function of the distance R̄ between the He atom and the
center of mass of neon dimer. The distance between the two
neon atoms R is fixed to 4 Å. The total decay width of the
corresponding state of Ne2 is shown as black dotted line.

atomic axis at distance ±R/4 from each Ne atom, where
R is the distance between the two Ne atoms. The input
Hartree-Fock data needed for the computation of the de-
cay widths was generated with the MOLCAS quantum
chemistry package [20]. In all calculations the occupancy
of the 1s orbital of He was kept fixed to 2.

The ICD process after inner-valence ionization of iso-
lated Ne2 has been extensively studied both theoretically
and experimentally [5, 7, 15, 21, 22]. The lifetime of the
Ne+(2s−1)Ne resonance was experimentally determined
to be 150±50 fs [7]. This result agrees very well with the
mean lifetime (averaged over 2Σ+

g and 2Σ+
u states) of 158

fs computed at the equilibrium distance (3.2 Å) with the
Fano-ADC method as described above.

Fig. 1 shows the total decay width of the Ne+(2s−1)
2Σ+

g resonance in NeHeNe as a function of the distance

R̄ between He and the center of mass of the dimer. The
distance between the two Ne atoms is kept constant, R =
4 Å. As can be seen from Fig. 1, when the He atom
approaches the center of mass of the dimer (see inset
of Fig. 1), the total decay width of the Ne+(2s−1)Ne
resonance increases. The effect becomes manifest as He
is 1.75 Å away from the center of mass of Ne2. When the
He atom is aligned with the two neon atoms, the decay
width is about 6 times higher compared to the decay
width of the Ne+(2s−1)Ne 2Σ+

g state.

Next, we present the total decay width of the
Ne+(2s−1)HeNe 2Σ+

g resonance as a function of the dis-
tance between the Ne atoms keeping He at the center of
mass of Ne dimer (see Fig. 2). It is compared with that
of Ne2 where the He atom is replaced by a ghost atom
with the same set of basis functions at the midbond po-
sition. As one can see, the two decay widths coincide
at asymptotic distances, i.e. R > 7 Å. At shorter dis-

FIG. 2. Total decay widths of the 2Σ+
g state of

Ne+(2s−1)HeNe (red) and Ne+(2s−1)Ne (green) as a function
of the distance R between the two Ne atoms, with He kept
at the center of mass of the Ne dimer. The virtual photon
approximation [9, 10] is shown as black dashed line scaled
asymptotically to match the value of the theoretical decay
width. The dashed-dotted line represents the analytical ex-
pression for the decay width in the case of superexchange ICD
(see Eq. (7) in the text).

tances, the decay width of NeHeNe becomes increasingly
higher than that of Ne2. Thus, the superexchange ICD
mechanism becomes operative at distances below 7 Å.

The enhancement of the ICD width in the presence of
a bridge atom can be understood from the energy level
diagram in Fig. 3. The energies of all states shown on the
diagram were computed as follows. First, the energies of
the resonance and the final dicationic states were esti-
mated using Koopmans’ theorem. Second, we computed
the energy of the Ne+(2p−1)He−Ne+(2p−1) states as the
energy of He− with two point charges at the position of
the Ne atoms shifted by two times the 2p ionization po-
tential of Ne. The energies of He− were obtained using
the Configuration Interaction Singles (CIS) method as
implemented in the GAMESS-US computational package
[23]. Finally, all states were shifted in energy such that
the energy of the Ne+(2s−1)HeNe resonance matches the
atomic value taken from NIST [24].

In its ground state the isolated He cannot bind an
electron to form He− [25, 26]. However, in the pres-
ence of two neighboring cations, the He−(1s2nl) an-
ion is stable, Ne+(2p−1)He−Ne+(2p−1) states below
45.7 eV in Fig. 3. As one can see from the figure,
there are two pathways from the initial inner valence
ionized Ne+(2s−1)HeNe state to the final doubly ion-
ized states Ne+(2p−1)HeNe+(2p−1) – direct and su-
perexchange ICD. In the latter process, the transition
from the initial to the final states occurs through cou-
pling to intermediate ionic configurations of the type
Ne+(2p−1)He−Ne+(2p−1), which include virtual states
of the bridge. The denotation “direct ICD” is used here
to distinguish ICD in the isolated neon dimer from the
superexchange ICD. It should not be confused with the
direct integral in the approximate expression for the ICD
width [27] whose expansion in powers of the distance R
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FIG. 3. Energy level diagram representing the direct and su-
perexchange ICD processes. The initial and final ICD states
(purple) are shown to the left and right of the diagram, re-
spectively. The purple shaded area indicates that the states
are in the continuum. The superexchange ICD process oc-
curs via coupling of the initial states to intermediate ionic
configurations, Ne+(2p−1)He−Ne+(2p−1) (green). The ion-
ization threshold of Ne+(2p−1)He−Ne+(2p−1) is also shown
(orange). All states have been computed for distance 4 Å be-
tween the Ne atoms and the states have been shifted to the
energy of the atomic Ne+(2s−1) state taken from NIST [24].

between the interacting monomers gives the asymptotic
1/R6 dependence of the decay width.

In order to provide a qualitative explanation of the su-
perexchange ICD and the dependence of the decay width
on the distance R between the interacting monomers, in
what follows, we derive an approximate expression for
the ICD width as a function of R. Within the Fano for-
malism, the total decay width is a sum over the partial
decay widths corresponding to different (Nc) decay chan-
nels [28, 29]

Γ = 2π

Nc∑
β

|〈ΨR|Ĥ − ER|Ψβ
P 〉|

2 = 2π

Nc∑
β

|Hβ
RP |

2 (1)

where ΨR is the wave function of the decaying state, Ψβ
P

are the final state wave functions, ER is the energy of the
resonance, and the final states fulfill the resonance condi-

tion EβP = ER. In order to evaluate the coupling matrix
elements in Eq. (1) we use a configuration interaction
approach developed by Scholes and Harcourt for the de-
scription of superexchange-mediated coupling in FRET

[13, 30]. We start by defining the initial ψi, final ψβf and

intermediate states ψJ shown in Fig. 3 as the following

configuration state functions

ψi = Â|ΦNe+2 Σ+
g
〉|ΦHe〉

ψβf = Â|Φβ
Ne++

2

〉|ΦHe〉|k〉 (2)

ψJ = Â|Φγ
Ne++

2

〉|ΦmHe−〉

Here the Greek letters β, γ are used to label the dif-
ferent decay channels, i.e. the final dicationic states
Ne+(2p−1)HeNe+(2p−1); the superscript m denotes the
ionic states of He−, J stands for the combination of in-
dices γ and m; |k〉 describes the outgoing electron, and Â
is the antisymmetrization operator. Next, we construct

the reactant ΨR and product Ψβ
P wave functions needed

to evaluate expression Eq. (1) as linear combinations of
the configuration state functions (see Eq. (2))

ΨR = ψi (3)

Ψβ
P = ψβf +

∑
J

Hβ
Jf

Eβf − EJ
ψJ (4)

Here assuming a weak coupling between the
donor/acceptor and bridge configurations, the co-
efficients in front of the intermediate states {ψJ}
are determined from first-order perturbation theory.
Neglecting the interference between the intermediate
channels ψJ and taking into account the resonance con-

dition (Ei = Eβf = Eres), one obtains for the coupling

matrix element Hβ
RP

Hβ
RP ≈ H

β
if +

∑
J

HiJH
β
Jf

Eres − EJ
(5)

The first term on the r.h.s. corresponds to the direct ICD
channel. The second term results from the coupling of
the initial configuration ψi with the intermediate ionic

configurations ψJ . The matrix element Hβ
Jf can be re-

garded as the coupling between He−(1s2nl) and He +e−

in the presence of two point charges.
By examining Eq. (5) we distinguish two extreme

cases. In the first case, the direct ICD channel is pre-
dominant over the superexchange ICD. Then one can
neglect the second term in Eq. (5) and the total decay
width of Ne+(2s−1)HeNe becomes equal to that of the
direct ICD channel, i.e. the decay width of Ne+(2s−1)Ne
in the absence of He. As can be seen in Fig. 2, this is
the case of R > 7 Å. At large distances between the two
monomers, the virtual photon approximation to the ICD
width (dashed black line in Fig. 2) is valid and thus, both
decay widths exhibit the expected 1/R6 behavior [5, 9].

In the second case, the superexchange ICD channel is
predominant and the first term in Eq. (5) can be ne-
glected. To quantify the R-dependence of the decay
width in this case, we evaluate the matrix elements in
the second term on the r.h.s. of Eq. (5) by considering a

simple model where the wave functions ψi, ψ
β
f and ψJ are
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represented as spin-adapted linear combinations of Slater
determinants [30, 31]. The second term in Eq. (5) then
becomes a sum of two-electron integrals. Expanding the
two-electron integrals in a power series in R as explained
in detail in Ref. [27], we obtain the following expression

for the coupling matrix element Hβ
RP

Hβ
RP (R) ≈

∑
J

BβJf
1

Eres − EJ
〈χJNe|χJHe〉

R2
(6)

where R is the distance between the two Ne atoms, and
〈χJNe|χJHe〉 is the overlap integral between occupied or-
bitals of Ne2 and unoccupied orbitals of He. For the
range of distances considered here, the number of bridge

states does not vary substantially. The coefficient BβJf
is a product of several terms: the coupling matrix el-

ement Hβ
Jf , a transition dipole moment term resulting

from the power series expansion of the two-electron inte-
gral [27], and a factor resulting from the spin multiplic-
ity of the final dicationic Ne+(2p−1)HeNe+(2p−1) states.
The overlap terms decrease exponentially with the inter-

atomic distance between Ne and He while BβJf contains
terms that are of intraatomic nature and thus has a much
weaker R-dependence than the overlaps. Therefore, we

assume that BβJf remains constant for the range of in-
teratomic distances for which the superexchange mecha-
nism is operative. As Eq. (6) shows, the superexchange
mechanism kicks in as the overlap between the virtual
states of the bridge and the bound states of Ne2 be-
comes non-negligible, and is suppressed at large distances
between Ne and He. Owing to the 1/R4 dependence
of the superexchange decay width and since there are
several intermediate states through which the superex-
change mechanism can occur, it is expected to outpace
the direct ICD in the typical range of distances of rare
gas clusters.

It should be noted that excited configurations of the
type Ne+(2p−1)He∗Ne are excluded from the ansatz for
the reactant and product wave functions (Eq. (3) and
(4)) as well as in the Fano-ADC calculations. Using the
CI model presented above, we found that their contri-
bution to the ICD rate behaves like 1/R12 and is thus
expected to be negligible for most geometries. However,
the coupling to the resonance is inversely proportional to
the energy difference between the excited configurations
and the resonance. For certain geometries their energy
can be nearly degenerate with that of the resonance. As a
result, the large energy factor can counterbalance the un-
favorable 1/R12 factor and therefore, this energy transfer
pathway can become significant.

Neglecting the interference between the direct and su-
perexchange ICD channels and approximating the sum
of weighted overlaps in Eq. (6) as a single exponential,

the expression for the total decay width as a function of
the distance becomes

Γ(R) =
∑
β

Γβ ≈
A

R6
+B

e−CR

R4
(7)

The approximate expression for Γ(R) is plotted in Fig.
2, where A, B and C are fitted to the theoretical de-
cay width. As can be seen, the agreement between the
computed total decay width of the Ne+(2s−1)HeNe 2Σ+

g

resonance and Eq. (7) is very good for the two extreme
cases of large (R > 8 Å) and small (R < 5 Å) inter-
atomic distances, where the superexchange or the direct
ICD channel are predominant. A small deviation of the
analytical expression from the theoretical decay width in
the intermediate region between 5 and 8 Å can be ex-
plained with the neglect of interference effects between
the direct and superexchange channels in our analytical
derivation.

In conclusion, we show that in the presence of environ-
ment which is ICD inactive, the ICD process becomes
more efficient. The decrease of the ICD lifetime is a re-
sult of configuration interaction with intermediate states
of the ICD inactive neighbors. This superexchange path-
way occurs under two conditions. First, the intermediate
states should lie in energetic proximity to the resonance.
Second, the ICD active species and the bridge atom have
to be close enough such that there is sufficient orbital
overlap.

The superexchange ICD mechanism may be observed
experimentally by comparing time-resolved experiments,
such as in Refs. [7, 32], on Ne clusters doped with an
increasing number of He atoms, on the one hand, and
on homogeneous Ne clusters, on the other hand. Since
these experiments rely on the detection of ions, it might
be preferable to use small clusters in order to avoid charge
transfer processes following ICD.

Finally, we would like to briefly discuss the significance
of the superexchange ICD mechanism. First, adding ICD
inactive atoms provides a way to control the relaxation
processes following the deposition of energy into the sys-
tem. For example, by enhancing the efficiency of the ICD
process, one can suppress other processes, such as those
involving nuclear rearrangements [33, 34]. Second, by
adding an ICD inactive neighbor, one can transfer the
excitation energy over larger distances and thus ionize
more distant neighbors.
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