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Abstract. Estimating and predicting user subjective perceptions on
software products is a challenging, yet increasingly important, endeav-
our. As an extreme case study, we consider the problem of exploring
computer-generated art object combinations that will please the maxi-
mum number of people. Since it is not feasible to gather feedbacks for all
art products because of a combinatorial explosion of possible configura-
tions as well as resource and time limitations, the challenging objective is
to rank and identify optimal art product variants that can be generated
based on their average likability. We present the use of Software Product
Line (SPL) techniques for gathering and leveraging user feedbacks within
the boundaries of a variability model. Our approach is developed in two
phases: 1) the creation of a data set using a genetic algorithm and real
feedback and 2) the application of a data mining technique on this data
set to create a ranking enriched with confidence metrics. We perform a
case study of a real-world computer-generated art system. The results
of our approach on the arts domain reveal interesting directions for the
analysis of user-specific qualities of SPLs.

Keywords: Software Product Lines, quality attributes, quality estima-
tion, computer-generated art, product variants

1 Introduction
With the whole myriad of software alternatives that exist today, the adoption
of a software product is eventually dependent on users’ subjective perception,
beyond the offered functionalities. Being able to apprehend, estimate and predict
this perception on the software as a whole will be an important step towards
efficient software production. Unfortunately, subjective perception of a software
product is hard to formalize. It cannot even be computed with a simple formula
based on the perception of its components: melting good ingredients indeed does
not necessarily produce a good recipe. Systematically predicting the subjective
appreciation of software is therefore a research direction that is still at its early
stages. An extreme case where appreciation is important, is when the intention of
the product is just about “beauty”: this is the case of computer-generated art. By
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studying computer-generated art we can infer insightful techniques for estimating
the perception of other types of software involving user-specific quality aspects.

The practice of computer-generated art, also known as generative art, in-
volves the use of an autonomous system that contributes to the creation of an
art object, either in its whole, or in part by reusing pieces of art from a human
artist, or using predefined algorithms or transformations [4]. This art genre is
trending in the portfolio of many artists and designers in the fields of music,
painting, sculpture, architecture or literature [4]. Apart from art installations,
we consume computer-generated art systems in our daily life as in videogames,
cinema effects, screen-savers or visual designs. A computer-generated art setup
is driven at its core by a software system that implements the algorithms for
“creating” the artworks. The development of such software presents the same
challenges as any software development project. In general, the autonomous sys-
tems for computer-generated art rely to some degree to a randomization step
in the generation algorithms. However, when no relevant stochastic component
is introduced and the creation is not limited to a unique art object, computer-
generated art allows one to derive different art objects in a predefined and deter-
ministic fashion, giving rise to a family of art products. Usually, because of the
combinatorial explosion of all possible art objects, not all of them will actually
be created. Besides, a number of them may not reach the aesthetic quality de-
sired by the users. Exploring the art product family to find the “best” products
is thus challenging for computer-generated art practitioners.

We note that the challenges for exploring generative art products boil down
to traditional Software Product Line Engineering (SPLE). It thus seems oppor-
tune to leverage SPL techniques for the design and implementation of generative
art systems. Based on our experiments with a generative art case study, we de-
vise an SPLE approach capable of dealing with subjective opinions and end-user
concerns. SPLs are built following two main activities: variability modeling and
product derivation. A given variability model defines a set of valid combinations
of features, referred to as configurations. The product derivation step then as-
sembles different assets related to the features of a specific configuration to yield
a product instance. As an SPL can lead to high number of product variants,
the challenge thus becomes to produce only those that are aligned with certain
quality attributes. In our case study, this quality attribute is the appreciation of
beauty which is not known a priori and difficult to formally define.

We propose a two-phase approach for leveraging user feedbacks and rank-
ing all the possible art products based on the calculated estimations. Instead
of continuously picking random products for requesting feedback, we rely on in-
teractive genetic algorithms [22] in the first phase to explore the configuration
space. The implemented fitness function, which is the genetic algorithm operator
that drives the evolution, is not automatically calculated but provided interac-
tively by users. This phase yields a subset that already tries to converge towards
optimal or suboptimal products. In the second phase, we go beyond any other
evolutionary art approach or analogue SPL technique, and we propose a method
to infer the estimation on user perception for all art product variants apply-
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ing data mining interpolation techniques based on a defined distance function
between any pair of configurations.

As validation, we use real-world data from an artistic installation created
in collaboration with a professional artist. We built a generative art system
for landscape paintings, where each painting is generated by assembling visual
components. To formalize the variability in the artist style, we rely on a fea-
ture model [14]. The derivation process is then performed using SPL techniques
treating painting compositional elements as software reusable components.

The main contribution is to empirically study whether we can predict
the like/dislike user perception of a software, built by an SPL assem-
bling perceivable components. The related contributions are:
– We discuss how user feedback can be leveraged in the computer-generated art

system derivation processes.
– We propose an approach for ranking all art products using user feedback on a

relevant subset of products. This ranking is ordered by the score estimation.
For each rank item we propose a confidence metric for the prediction.

– We propose a validation on the feasibility of the approach after applying it to
a real-world installation for computer-generated art.

– We introduce SPLE formalisms as a computer-generated art technique.
– The approach is explained in detail so it can be employed in other software

families where it is relevant to predict user-specific qualities.
This paper is an extension of a 2-page idea article [17] focused on genetic al-

gorithms while this paper is more focused on the potential for assessing variants.
The paper is structured as follows: Section 2 introduces related work and Sec-
tion 3 presents our case study. Section 4 presents the motivation and Section 5
provides the details of our approach. Section 6 presents the results of the case
study and its evaluation is presented in Section 7. Section 8 presents the threats
to validity and Section 9 concludes and outlines future work.

2 Related work
Leveraging user feedback to improve the results of the creation of software prod-
ucts is a challenging endeavour. This challenge has been already tackled both
in the computer-generated art and SPLE community. Evolutionary computing
applied to computer-generated art is the main technique used to leverage user
feedback [19]. For evolution, the main aspect is the fitness function that repre-
sents the requirements to adapt to (it defines what improvement means). In our
case, the evaluation function is based on user feedback in opposition to auto-
matically calculated fitness functions. Some works already proposed to learn to
predict user aesthetic preferences [12,15] but we focus on real user feedback and
an SPL context in our approach. The relevant difference of our work compared
with the evolutionary art approaches is that they only contain the evolution
phase. Their assumption is that the better adapted products found at the end
of the evolution should be the best ones. However, in a normal situation, not
all the possible configurations were assessed given the time and resource limita-
tions. In this paper we present a second phase to predict the user feedback of the
non-assessed products. This phase was also missing in previous works in SPL-
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based User Interface (UI) design [18] or in other works dealing with SPL-based
video configurations [7]. Regarding SPLE domain, only few works consider user
feedback as driver for SPLE processes. In single-system development, user feed-
back has been already automatically leveraged for dealing with quality attributes
related to software design (e.g., [2, 8]). However, for SPLs, its importance was
overlooked.

Many existing work can be found on selecting optimal SPL product variants
based on some criteria. To achieve this, it is a common practice to enhance the
FM by what is referred to as quality attribute annotations, which mainly specify
non-functional properties [3,20,21,23]. Quality attribute annotations associated
to the FM are then used to reason about the optimal selection of features. For
instance, Benavides et al. [3] consider the selection problem as a Constraint
Satisfaction Problem and solved it using CSP solvers, or Sayyad et al. [20] use
Search-based algorithms. Also in the SPL testing community it is a well-known
issue to select the best configurations to be tested guided by a set of predefined
testing objectives [5, 6, 11, 13] which can be considered as quality attributes. In
comparison with approaches dealing with quality attributes, our work consider
user feedback that presents two main peculiarities: The first one is that user ap-
preciations are always based on a product as a whole while in these approaches
quality attribute annotations are directly mapped to concrete features. The sec-
ond peculiarity is that user feedback subjectivity requires feedback aggregation
mechanisms while quality attribute annotations in these approaches are fixed
independently of user feedback. For example, cost quality attribute annotations
in [11,20] are defined as a fixed value per feature.

3 Introducing SPL-based generative art
We collaborated with Gabriele Rossi, a professional art painter with whom we
were able to conduct a large user study on computer-generated art built by com-
posing portions of paintings. We developed this system using SPLE techniques.

Variability within a landscape painting: In the last years, Gabrielle has been
drawing abstract representations of landscapes with quite a recognizable style
of decomposing the canvas in different parts: a sky part, a middle part and
the ground. This variability is further enhanced by the fact that the sky and
ground are mandatory while the middle part is optional. For the realization of the
computer-generated art system, he created different representative paintings for
each part. For the sky part, he painted 10 concrete representative sky paintings
hereafter noted Si, with i ∈ [1..10]. Similarly, he painted 9 paintings of the
middle part (noted Mi, where M10 means the absence of middle part), and 10
paintings of the ground part (noted Gi).

Another variability dimension identified by the artist concerns the perception
of the composition. Indeed, this perception can change if any instance of any part
is flipped horizontally, thus adding an optional property for configurations: For
example, a given ground part may have more brightness in its left or right side,
adding a compositional decision for where to place this brightness in the whole
painting. The artist also stated that each of the parts could take more or less
space in the canvas. We therefore included an optional property for extra size:
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For example, if a painting should have the sky visible in only a small section of
the canvas, the middle and ground parts must be of extra size.

The variability in this domain can be expressed through Feature Model-
ing [14] which exposes the different configurations that can be selected to yield
painting variants. It was thus easy to introduce the artist to different FM con-
cepts and to discuss the different elements of paintings in terms of features. This
led to the establishment of a FM (shown in Figure 1) for his painting style.

Fig. 1: Feature model of the landscape paintings

Fig. 2: Painting derivation process and examples
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Deriving landscape paintings: Figure 2 illustrates the derivation process where
a specific configuration, i.e., a given selection for sky, middle and ground, is
assembled by superposition of the different visual components. We further il-
lustrate how different paintings in the style of the artist can be obtained by
flipping one or more painting parts or/and increasing the size of elements. We
have implemented a tool which, given a configuration from the FM of Figure 1,
we can generate a landscape painting based on the reusable assets of painting
parts provided by the artist.

4 Motivations and Problem Statement
Computer-generated art and SPLE yield product variants that users may like
it or not. For computer-generated art, it is the beauty of the product that is
appreciated while in SPLE, it can be the aesthetic quality of the user interface
as well, but it can be other user-specific quality attributes such as usability
aspects or, more broadly, human-computer interaction concerns [18]. In both
cases, the user feedback is important for producing optimal products that are
aligned with user expectations. The motivation behind our work is to explore how
user feedback can be automatically leveraged in practice to rank SPL product
variants. This ranking contain the estimations and predictions that serves as
input for domain experts decision-making process to select the products that
have more guarantees of collective acceptance.

The problem faced in this paper is ranking computer-generated art
product variants based on user feedback. Specifically we deal with SPL-
based computer-generated art where deriving all products and collecting user
feedback on each of them is virtually impossible: with the relatively small FM
presented in Figure 1, the total number of possible configurations amounts to
59,200. Therefore, the first research question in this paper is:
– RQ1: Given the combinatorial explosion of configurations and the limited

resources, how can one identify and select the optimal subset of products that
are relevant for user assessment?
As we only consider a subset of products for user assessment, most of the

products have not yet been assessed. In addition, user feedback are subjective
by nature (different persons could assess the same product differently). Hence,
the second research question for ranking product variants is:

– RQ2: Given a subset of assessed product variants, how can one infer the user
feedback of the non assessed products? How can one aggregate user feedback
to calculate new predictions even for the already assessed products?

5 Approach
We propose an enhanced method of collecting user feedback to create a relevant
data set (first phase) which is processed to create a ranking (second phase).
5.1 Phase 1: Data set creation through evolution
The first phase of the approach aims at overcoming the challenge of selecting a
relevant set of FM configurations to be presented to users for assessment. Indeed,
to address the combinatorial explosion of possible configurations, we rely on an
interactive genetic algorithm [22] which explore the possible configuration space
trying to reach optimal or suboptimal solutions.
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Fig. 3: Displayed painting and vot-
ing device with a five points scale

The genetic algorithm permits to create
more data set instances in the regions that are
more adapted to the fitness function. In our
case study, the fitness function for the genetic
algorithm is based on the user feedback cap-
tured using the device shown at the bottom
of Figure 3. This device implements a phys-
ical 5-point scale with values ranging from 1
(strong dislike) to 5 (strong like). When a user
votes, the displayed painting (top of Figure 3)
vanishes and the next painting of the genetic
algorithm population is displayed. When all
paintings from the population have been assessed, a new population is yielded
based on the calculations of the genetic algorithm, and the exploration towards
optimal paintings continues, until it is stopped manually at the end of the session.

Algorithm 1 Interactive genetic algo-
rithm for data set creation

input: Population = 20 members, Genetic rep-
resentation of a member = 9 positions: SkyType,
SkyFlip, SkyExtraSize; MiddlePart, Middle-
Flip, MiddleExtraSize, GroundType, Ground-
Flip, GroundExtraSize; Type value from 0 to
9, Flip and ExtraSize values 0 or 1; Example:
801510210
output: data set of user assessments

1: population ← initializePopulation()
2: while ManualStopNotPerformed do
3: for memberi ∈ {population} do
4: memberi.fitness ← getScore(memberi)
5: registerDataInstance(memberi)
6: end for
7: parents ← parentSelection(population)
8: offspring ← crossover(parents)
9: offspring ← mutate(offspring)
10: population ← offspring
11: end while

Algorithm 1 shows the panmic-
tic, non-elitist, generational and in-
teractive genetic algorithm that we
implemented. The input section of
the algorithm shows how the geno-
type of a landscape painting pheno-
type was designed. Sky type, middle
and ground positions are assigned
with values representing all possible
parts. In the case of the middle part,
which is optional, value 9 represents
its absence in the composed paint-
ing. Further, for this special case,
the flip and extra size features are
not valid, and thus a special treat-
ment is performed in the operators
of the genetic algorithm.

We now describe the characteristics of the algorithm. At line 1, the initial-
ization operator creates a pseudo-random initial population: actually, we force
all sky, middle and ground parts to appear in the initial population. The evo-
lution starts at line 2 until it is manually stopped. During the evolution, from
line 3 to line 6 each member of the population is evaluated using an evaluation
operator based on user feedback. In comparison with generic implementations
where the fitness function is normally automatically computed, in our process
we need the participation of users to set the fitness value. The parent selection
operator is then based on a fitness proportionate selection (line 7). At line 8, the
crossover operator is based on one-point crossover with the peculiarity that it is
not possible to select the last two positions to force to crossover the sky, middle
and ground parts. Then the mutation operator used at line 9 is uniform with
p = 0.1. Such a high mutation factor is meant to prevent a loss of motivation
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from users by reducing the likelihood that they will keep assessing similar prod-
ucts from the population, while thus enabling us to explore new regions. Finally,
at line 10, the survivor selection operator is based on a complete replacement of
the previous generation with the new generation.

5.2 Phase 2: Ranking computation
We make the assumption that when two products are similar in the way they were
assembled they will be appreciated similarly. We describe how we compute the
ranking of all products, including those which have not been directly assessed by
users. First, we define a similarity measure for computing a similarity distance
between two configurations in the domain (composed landscape paintings in
our example). We then retrieve neighbors based on this similarity distance to
compute a ranking of the configurations as well as confidence metrics.

Similarity distance: Given two configurations Ci and Cj , we aim at for-
mally computing a value for the similarity distance between them. The notion
of similarity distance between configurations was already studied in the software
engineering literature, specially by the SPL testing community [1, 9, 10]. Apart
from the use of generic similarity distances (e.g., Jaccard distance in [10] or Ham-
ming distance in [1]), other approaches can be based on ad hoc domain-specific
similarity functions. In this work, we defined our own similarity function for the
configurations of the FM presented in Figure 1 as we considered that the results
will be better than generic similarity distances. That means that the measure
is ad hoc and defined based on artist’s comments and our own expert judge-
ment. To compare two configurations, we start by assuming that they are the
same (distance = 0). The distance between them increases by 1 point for each
painting part which is different. If a part is the same in both configurations, we
check the flip feature and increase the distance by 0.2 in case of dissimilarities.
Finally, and whether the parts are identical or not, we increase the distance by
0.2 if a part has an extra size in one configuration and not in the other: extra
size is independent to the part as it has an impact on the whole composition.
To account for the fact that the optional middle part may not be present, we
always check that the part P is not null. The maximum distance between two
configurations is 3.6 when the three parts are different and every part has extra
size in one configuration and not in the other. Our intuition was that the fact
that parts are different (1 point) is more important than the flip or extra size
(we estimated it with 0.2 points). This definition of distance allows us to reason
about the neighborhood of a configuration in the space.

Similarity radius: To be part of the neighborhood of a given configuration,
any configuration must be inside a similarity radius. Such a radius will allow to
restrict the products that will be considered similar enough for inferring infor-
mation from one to the other. For example, if we consider that two paintings
are similar when only one of the parts is different (+1) and two transformations
at most (flip +0.2 or extra size +0.2) should be performed to make them equal,
then the radius value will amount to 1.4.

Weighted mean score computation: To assess the collective agreement
on the score of a given configuration, we consider its neighborhood and compute
the mean score in a similarity radius. We also consider this computed score as
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the expected level of appreciation by users. For computing reliable mean values,
a weight is assigned for each instance of the data set. This weight depends on
their proximity with the configuration under study, Cc.

s̄c =

∑N
i=1 wi · si∑N

i=1 wi

(1)

Equation 1 provides the formula for computing the
weighted mean score s̄c for configuration Cc where si
and wi represent respectively the score and the asso-
ciated weight of each of the N configurations Ci, in
the similarity radius, that were in the data set.

Figure 4 describes four approaches for assigning a weight to the scores of
configurations in the similarity radius. In each weighting approach, we will con-
sider that the weight of the score for any configuration outside the radius is null
(wi = 0 when dc,i > r, where dc,i is the similarity distance between configura-
tions Cc and Ci and r the value of the radius).

wi = 1 wi = a
1−

dc,i
r −1

a−1
, a > 1

a) Standard average c) Exponential weighting

wi = 1− dc,i
r

wi = 1− a

dc,i
r −1
a−1

, a > 1

b) Linear weighting d) Average with penalties

Fig. 4: Different options to calculate the weight

Empirical selection of the approach settings: To select the radius and
the weighting approach, we explore different combinations to identify the one
that minimizes the error rate. The ideal experimental scenario would require to
reconvene with all people who participated in the user study and ask them to
assess some missing configurations for which we had previously inferred a score,
and then evaluate the accuracy of the inference. However, this was not practically
feasible, leading us to rely on a classical 10-fold cross-validation scenario.

mae =

∑T
i=1 |s̄i − si|

T
(2)

The error rate is computed based on the difference
between the expected value (the computed weighted
mean score) and the actual user feedback score for
each instance of the test set. The evaluation is a nu-
meric prediction so we selected the mean absolute error (mae) as error rate
metric as shown in Equation 2, where T is the number of instances in the test
set, s̄i is the weighted mean score of Ci computed with the training set (which
represents the expected score) and si is the score of Ci in this instance of the
test set (the actual score).

Figure 5 shows the performances of different combinations of radius values
and weighting approaches. Besides the mean absolute error values, we also rep-
resent how the choice of radius values impacts the coverage of the test set: if the
radius is small there is a possibility that for some configurations the neighboring
will be empty, thus preventing the computation of a mean score. Because such
instances are not taken into account for the computation of the mean absolute
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Fig. 5: Mean absolute error for different radius values and weight calculation approaches

error, it is important to know the average proportion (i.e., percentage) of the
test set that is covered. The graph reveals that we start covering all instances of
the test set with a radius of 1.3.

Ranking creation: After identifying empirically the most reliable radius
value and weighting approach, we exhaustively compute the weighted mean for
all possible configurations. In our case study, an exhaustive calculation for the
59,200 configurations is computationally feasible. In other cases where exhaustive
calculation is not feasible, non-euclidean centroid calculations could be used
to limit the configurations to analyze and make the approach scalable. In the
possible cases where a configuration Cc has no neighbors within its similarity
radius, no score is computed and it is ignored in the final ranking.

Confidence levels for ranking items: We define three main metrics for
measuring the confidence levels.

Neighbors similarity confidence: The first metric explores the average dis-
tance with the neighbors. Figure 6a illustrates the importance of this metric. In
both cases, the weighted mean is 5, however, intuitively, one is more confident
about the accuracy of the mean score for the case on the left because the instance
actually assessed is more similar.

nsimcc =

∑N
i=1 wi

N
(3)

We define a neighbors similarity confidence
(nsimc) using Equation 3 where N is the number of
data instances (i.e., neighbors) within the radius of
Cc. When N = 0, this metric is not applicable and
nsimcc = 1 when all data instances are in the center, i.e., all configurations in
the radius are identical to the configuration for which the score is inferred. For
the calculations of nsimc in this paper we will use the linear weighting approach.

Neighbors density confidence: The second metric explores the density of
neighbors in the similarity radius. Figure 6b illustrates the importance of this

a) Neighbors similarity confidence b) Neighbors density confidence

Fig. 6: Illustration of the importance of confidence levels for mean scores
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metric. In both cases, the weighted mean has a value of 5, but intuitively again,
the confidence is greater for the second case. Equation 4 provides the formula for
computing the neighbors density confidence where num represents the number
of data instances within the radius of Cc, max is the highest value of num found
in all the possible configurations and the function instancesWithNeighbors(i)
returns the number of instances from the data set that contain exactly i neigh-
bors within their radius. We make a design decision to have a neighbors density
confidence of 0.5 when the number of data instances within the radius of the
configuration corresponds to the median of instancesWithNeighbors(i).

ndencc =

∑num
i=1 instancesWithNeighbors(i)∑max
i=1 instancesWithNeighbors(i)

(4)

We describe in Figure 7 the graph of neighbors density confidence for all
possible configurations of our case study. The sum of all accumulated values is
the total number of 59,200 possible configurations. For example, we can see that
around 500 configurations in the data set have each a total of exactly 8 neighbors
within their radius that corresponds to a ndenc of the 8%. We also observe that
the maximum of data instances within a similarity radius is 78 and was recorded
for only one possible configuration. We highlight the Q1, Q2 and Q3 quartiles
which divide the data set into four equal groups where Q2 corresponds to the
median. In the example of our case study, Q1=16, Q2=23 and Q3=29 correspond
to a neighbors density confidence values of 25%, 50% and 75% respectively.

Fig. 7: Graph of neighbors density confidence

Global confidence: Finally we define a global confidence metric that takes into
account the previous metrics. Equation 5 provides the formula for computing
the global confidence. For our case study we decided to put more weight to
ndenc. The rationale was to put an emphasis on the number of instances of user
assessments used to compute the mean. We made the design decision of setting
wndenc to 0.75 and wnsimc to 0.25 in the computations presented in this paper.

gconfc = wndenc · ndenc + wnsimc · nsimc (5)

6 Case study results
Phase 1 results: Data set creation. The installation was available to the
public as part of an art festival at Théâtre de Verre at Paris. The installation
was operative for 4 hours and 42 minutes and 1,620 votes were collected. The
genetic algorithm and its exploration process towards optimal products led to
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1,490 paintings being voted once, 62 paintings being voted twice and only 2
paintings being voted three times. No data was gathered to make distinctions
about different user profiles nor any control mechanism was used to limit the
number of votes per person. On average we were able to register 5.74 votes per
minute from around 150 people of different ages and sociocultural backgrounds
who voted for one or more paintings. Figure 8 shows the scores’ distribution.

Fig. 8: Scores

We applied data mining attribute selection
algorithms in an attempt to discriminate be-
tween relevant and irrelevant features. Con-
cretely, we evaluated the worth of each fea-
ture by computing the value of the chi-squared
statistic with respect to the class (i.e., a score
in the range of 1 to 5). The ranked features showed that ground, sky and middle
parts were more relevant features than middleFlip, groundExtraSize, groundFlip,
skyFlip, middleExtraSize, skyExtraSize. However, a priori association discovery
algorithms and decision trees performed poorly (incorrect classification of 80%
of instances in the 10-fold test sets).

Phase 2 results: Ranking creation. Based on the empirical investigation
of the different radius and weighting approaches, we have tuned our ranking
computation parameters to optimal values. We aimed at high coverage of con-
figurations while minimizing mean absolute error rates. In Figure 5, we marked
with a circle our selected parameters. We set the radius to 1.5 and selected the
standard average weighting approach for the weighted mean score computation.
A radius of 1.5 further fits the artist’s intuition of the minimum differences in
paintings to be considered “similar”.

We computed the weighted mean score for all 59,200 possible configurations
and ranked them accordingly. Table 1 depicts the paintings that were derived
from the top 10 configurations with highest weighted mean scores (wmean). The
highest wmean was 4.75 for only one configuration. None of the configurations
in the top 10 were part of the data set created in Phase 1 when collecting user
feedback. For example, the third best configuration score was obtained based
on the wmean of 11 different configurations with scores computed from actual
user feedback. Table 2 depicts the bottom 5 configurations of the ranking. We
observed that bottom configurations had in general less confidence given the
effect of the genetic algorithm that tried to avoid these regions.

We also used the global confidence metric to filter and reorder at will the
ranking items. The following examples aim to show the kind of analyses that
are possible thanks to enriching the ranking with confidence metrics. Figure 9a
shows the product that was derived for the configuration with the highest global
confidence (82%). This configuration got a wmean of 3.27 and holds the rank
14,532. The configuration with the highest confidence level for configurations
that are liked (i.e., score > 4) holds the position 102 within our ranking. The
corresponding product is illustrated in Figure 9b. Similarly, we identify the con-
figuration with the highest confidence level for configurations that are disliked
(i.e., score < 2). It holds the rank 59,145 and it is shown in Figure 9c.
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Table 1: Top 10. Each configuration is defined by: wmean {gconf% (ndenc%, nsimc%)}

4.75 {4% (≈ 0%,17%)} 4.67 {5% (≈ 0%,20%)} 4.64 {8% (8%,10%)} 4.54 {16% (14%,23%)} 4.5 {5% (2%,13%)}

4.42 {33% (36%,32%)} 4.41 {43% (48%,27%)} 4.4 {6% (≈ 0%,23%)} 4.36 {48% (56%,23%)} 4.35 {37% (40%,30%)}

Table 2: Bottom 5 defined by: wmean {gconf% (ndenc%, nsimc%)}

1.5 {4% (2%,8%)} 1.5 {3% (1%,11%)} 1.33 {5% (≈ 0%,20%)} 1.33 {3% (≈ 0%,11%)} 1 {3% (≈ 0%,13%)}

a) gconf = 82%

Rank 15,532

b) gconf = 63%

Rank 102 - liked

c) gconf = 21%

Rank 59,145 - disliked

Fig. 9: Key paintings with high confidence levels (overall, liked only, disliked only)

7 Evaluation

To respond to RQ1 and RQ2 we evaluated our approach from different angles:
Controlled assessment: The objective of the controlled assessment is to

quantitatively study the error rates in how the scores were estimated in the
presented case study. In Section 5.2, we had already performed a 10-fold cross-
validation to empirically select an optimal value for the similarity radius and the
weighting approach. Now we also estimate the error rates using the whole data
set with real user feedback to draw both training and test sets. The goal is to
predict the score of a configuration and assess against the actual scores provided
by users. The computed resubstitution error is an optimistic case for evaluating
classification approaches. The mean absolute error in the case of resubstitution
is 1.0523 and the mean absolute error using 10-Folds average is 1.0913. These
results suggest that any prediction has a margin of error around 1. This means
that if the actual score of the painting is 4 (like), the margin of error is between
3 (normal) and 5 (strong like). We consider the mean absolute error values, in
conjunction with the confidence metrics of the rankings, to be a good perfor-
mance when attempting to capture collective understanding of beauty within
the boundaries of our landscape paintings SPL.
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Artist perspective: The artist obtained and analyzed the ranking and the
confidence metrics using the approach providing the following qualitative dis-
cussion. He claimed that the collective as a whole stated their scores in a very
coherent fashion according to the parameters of traditional and classical painting
principles of perspective and contrast. For example in Figure 9b, the brightness
in the sky found its counterpart in the brightness of the sea but only in the left
side because of the mountain on the right. People understood that they were
dealing with landscapes and they disliked the ones that tended to be flat or that
they did not respect some of these principles. The objective of the installation
was to explore his painting style in a feasible way to leverage user feedback. The
resulting ranking was very interesting to understand people sensibility about the
possible configurations. The ranking showed him liked configurations with high
global confidence that he never considered and that he liked them too. The re-
sults of the approach exposed him to novelty that, as added value, he considered
that they have some guaranties of success when exposing them to the public.
For example, before this exercise, whether he put mountains or sea but never
together in the same composition. He considered that he has learned about his
own painting style as well as about the perception of the people about it.

Individualized evaluation: Using the previous controlled assessment it was
not feasible to bring the whole collective back for evaluating the created ranking.
However, by conducting the experiment with only one person we can create a
ranking with his or her own feedback and then evaluate the validity of our
estimations with the person on site. The objective was to evaluate if the ranking
successfully discriminate between the liked and disliked for the perception of
each user. We selected 10 persons for this evaluation which had not seen the
paintings before. Each user was voting in a session of 20 minutes. In average this
duration corresponded to a data set of 16 populations (320 paintings). Once the
ranking was created we took 10 liked and 10 disliked that they were not shown
during the evolutionary phase. In concrete, we took the first 10 paintings with
a weighted mean score from 4.5 to 5 that had the highest global confidence.
In the same way, we took the first 10 with a weighted mean score from 1 to
1.5 that had the highest global confidence. After randomly shuffling these 20
paintings, we obtained an average of 91% accuracy in the prediction between
like and dislike. The results suggest that the predictions in the extremes of the
ranking are accurate in the case of individualized estimation.

8 Threats to validity
Despite of the promising findings of our study, the approach presents threats to
validity as we have made several design choices, which may introduce biases in
our results. In Phase 1 we should investigate different genetic algorithm operators
for the same case study to try to find the optimal operators and compare it
to other approaches not relying on genetic algorithms. In Phase 2, the main
threat in validity lies in the approach for computing the similarity distance
between two paintings. We chose to implement the presented distance function
algorithm while we could have relied upon more complex algorithms based on
image difference metrics or on distance matrices for each of the features. In
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addition, the methods for empirically selecting the similarity radius as well as
the approaches for weighting the scores could be further improved.

The principles and techniques of the presented approach are repeatable for
any case study dealing with user feedback on SPL product variants. However,
as discussed during the paper, this approach will not scale in phase 2 for FMs
that can produce large number of possible configurations. In this case it is not
feasible to compute and create ranking for all configurations. To solve this, in-
stead of calculating the weighted mean score for all the possible configurations
as we have done in the case study, we will investigate on non-euclidean centroid-
based approaches or filtering mechanisms to restrict the calculation to a feasible
amount of configurations.

Given that we deal with subjective assessments, the inherent subjectivity of
ratings is an important threat. Also, our approach considers the rates as numbers
in order to summarize the variant assessments for calculating the score means.
In rating scales, for example from one to five, depending on the person, the
distance from one to two may not be the same as the distance from two to three.
This non-linearity of the scores scale is related to personal and cultural factors.
The conversion of numerical values to nominal values [16] is an alternative for
the ranking creation phase that is worthy to explore and compare.

9 Conclusion
Leveraging user feedbacks in the context of SPLE is an emerging problem that
addresses an important aspect of products success: user expectations on prod-
uct variants. This paper presents an approach for estimating and predicting user
perception through the creation of a ranking of all the possible configurations
based on user feedbacks. We use computer-generated art as an extreme case of
subjective perception of a software product. This ranking, that we enhance with
confidence metrics for each ranking item, has the objective to serve as input for
the decision making process to select the products that have more guarantees of
collective acceptance by users. The approach contains two phases at which we
use 1) an interactive genetic algorithm for the initial data set creation and 2)
a tailored data mining interpolation technique for reasoning about the data set
to infer the ranking and the confidence metrics. We apply and validate the ap-
proach on an SPL-based computer-generated art system dealing with landscape
paintings. This case study exhibits the same challenges than other assessment
scenarios on user-specific qualities of a family of products: combinatorial ex-
plosion of possible configurations and limitation of resources for getting user
feedback. The results of the case study are promising and enhanced versions of
the approach will be applied to other case studies on SPLs where exploiting user
feedbacks is of special importance.
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