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Rapid head-related transfer function adaptation using a virtual
auditory environment

Gaëtan Parseihiana) and Brian F. G. Katz
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(Received 28 October 2011; revised 25 January 2012; accepted 25 January 2012)

The paper reports on the ability of people to rapidly adapt in localizing virtual sound sources in

both azimuth and elevation when listening to sounds synthesized using non-individualized head-

related transfer functions (HRTFs). Participants were placed within an audio-kinesthetic Virtual

Auditory Environment (VAE) platform that allows association of the physical position of a virtual

sound source with an alternate set of acoustic spectral cues through the use of a tracked physical

ball manipulated by the subject. This set-up offers a natural perception-action coupling, which is

not limited to the visual field of view. The experiment consisted of three sessions: an initial local-

ization test to evaluate participants’ performance, an adaptation session, and a subsequent localiza-

tion test. A reference control group was included using individual measured HRTFs. Results show

significant improvement in localization performance. Relative to the control group, participants

using non-individual HRTFs reduced localization errors in elevation by 10� with three sessions of

12 min. No significant improvement was found for azimuthal errors or for single session adaptation.
VC 2012 Acoustical Society of America. [http://dx.doi.org/10.1121/1.3687448]

PACS number(s): 43.66.Pn, 43.66.Qp, 43.66.Lj [NAG] Pages: 2948–2957

I. INTRODUCTION

The human auditory system decodes sound source loca-

tion using a set of acoustic cues that are contained in the

head-related transfer function (HRTF).1 The localization

cues can be divided into binaural disparity cues, principally

linked with the lateralization of sound sources, and spectral

cues, which are linked with elevation discrimination. The

procedure for creating virtual audio 3D sound using binaural

synthesis consists of processing an audio signal with the

HRTF for a given position and then presenting it using stereo

headphones.2 The HRTF varies according to morphological

factors (shape of outer ears, head dimensions, torso) thus

providing individual cues. It is well known that using non-

individual HRTF in virtual auditory environments (VAE)

results in perceptual distortions such as front/back confu-

sions, angular distortions in the vertical plane, and non-

externalized auditory images.3

The impossibility of measuring and employing the indi-

vidual HRTF for each and every potential listener in a com-

mercial use situation has prompted many studies on the

problem of individualization. Most of these studies focus on

scaling the HRTF to the individual using morphological cri-

teria,4,5 tuning of spectral cues,6 numerical computation7,8 or

subjective selection.9,10 While some proposals exist for the

adjustment of time difference cues to the individual,11 the

rapid individualization of the spectral components still poses

computational and technical problems.

Binaural synthesis processed using individual HRTF is

considered to provide high fidelity rendering of the auditory

scene, but even in the best conditions some artifacts

may remain due to the unnaturalness of the VAE. In order to

minimize these types of anomalies and to habituate the sub-

ject to the VAE, studies using binaural spatialization often

use trial sessions.12–14 This effect, often termed the “learning

effect” is a procedural learning that regroups the perform-

ance improvement due to familiarization with the task, the

stimuli, and the report method. In the present study, this

effect is used to consider the individualization problem in

the reverse sense. Instead of adapting the HRTF to the indi-

vidual, this study attempts to force the auditory system to

quickly adapt to a non-individual HRTF.

Naturally, the mammalian auditory system is able to

make use of sensory experience to calibrate certain aspects

during early experience and to make limited adjustments

during development in order to maintain accuracy and preci-

sion.15 Previous studies have demonstrated the ability of ani-

mal auditory systems to calibrate and adapt to major changes

in frequency, temporal sequence, sound level, and sound

localization.16 The first study highlighting the plasticity of

human sound localization system, by Young,17 presents a di-

ary of the subject/author who wore a “pseudo-phone” for a

period of 18 consecutive days, describing his feelings and

any changes in spatial auditory perception. The pseudo-

phone is an instrument for producing illusory auditory local-

ization by changing the relationship between the ears and the

actual direction of the sound. It consists of two ear trumpets

worn on the head, each connected to the ear canals on the

opposite side of the head via a sound-proof tube. The result

is twofold, an inversion of the ITD and a simplification of

the HRTF spectral cues due to the shape of the trumpet

replacing the pinnae. Young wore this device 1 hour daily

for the first 9 days, 2 hours daily for the following 6 days,

and continuously for 3 complete days. During the first days,

he reported a dissociation of visual and auditory localiza-

tions, right-left reversals, vague and double localizations,

and unlocalizable sounds. He noticed changes from reversed

a)Author to whom correspondence should be addressed. Electronic mail:

gaetan.parseihian@limsi.fr
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to normal localization when the position of the source became

known, typically when entering the visual field of view. After

18 days, there was no habituation to auditory localization

with eyes closed, whereas with eyes open all of the sounds

in a complex situation were normally localized. Upon removal

of the pseudo-phone, localization perception immediately

returned to normal and no subsequent disturbances in localiza-

tion were noted. A study by Hofman et al.18 on four subjects,

revealed that people with “modified pinnae,” which altered

their spectral elevation cues, steadily reacquired localization

abilities in the visual field of view after several weeks of pas-

sive adaptation. Moreover, it appeared that the auditory system

may retain the capacity to simultaneously decode multiple sets

of spatial cues, individual and modified (with pinnae mold

inserts) as once the molds were removed, subjects quickly

found their bearings, and returned to their previous perform-

ance ability. It should be noted that the use of inserts can only

reduce geometrical elements of the pinnae (e.g., the concha

cannot be made larger, only smaller), and so always shift reso-

nant properties of HRTF to higher frequencies. As such, this

study highlighted an adaptation of individuals to smaller ears,

but does not examine the case of bigger ears or frequency low-

ering of spectral cues. In a cross modal study, Zwiers et al.19

showed that spatially scaled vision (using compressing 0.5�
lenses for nine subjects) induced systematic and adaptive

changes in sound localization that restore the spatial calibra-

tion between the two modalities within 2–3 days of adaptation.

These changes were a compression of auditory localization,

which was most pronounced for azimuth and mainly restricted

to the visual field of the lenses. Outside the field of visual-

auditory interaction, sound localization was also affected, but

in contrast was expanded toward the visual field.

Studies on blind individuals have allowed researchers to

further investigate the role of vision and other senses on the

adaptation of the auditory system. In an attempt to demon-

strate that visual feedback might be essential for a full devel-

opment of human sound localization, Zwiers et al.20 showed

a spatial hearing deficit of blind people in the frontal hemi-

sphere. However, other studies21,22 have demonstrated that

vision is not essential and that other sensory input (e.g., tac-

tile and motor feedback) might be sufficient for the develop-

ment of sound localization in both azimuth and elevation.

Lessard et al.22 demonstrated that blind subjects can localize

binaurally presented sounds as well as sighted individuals in

the azimuthal plane. Lewald23 found poorer performance for

blind subjects in vertical localization but posed the problem

of the point of reference to extrapolate the indicated position

when using a pointing reporting protocol. His results indicate

that blind subject’s point of reference to indicate a source

position is not the center of the head. This result was con-

firmed by Zwiers et al.24 who found equal performance

when taking into account a modified point of reference

between sighted and blind subjects, being either head or

shoulder based. Although vision is consider the main sense

allowing the calibration of sound localization, these results

tend to demonstrate that other sensory modalities also play

essential roles in sound localization calibration.

In the context of virtual audio environments, the use of a

3D sound display synthesized with non-individual HRTFs may

be considered as “listening with the ears of someone else.” Pre-

vious studies have demonstrated that non-individual virtual

displays produce distorted spectral cues and non-adapted bin-

aural cues,3 inducing the same effect of the pinna-mold manip-

ulation used by Hofman et al.18 but in a virtual situation. One

difference between these two types of modifications is that

pinna insert molds18 or compressing lenses19 can be worn per-

manently for a few days while it is not feasible to continually

use a VAE in everyday life. Conversely, modifications can be

made which are not possible via physical modifications.

Studies by Shinn-Cunningham et al.25,26 using visual

feedback have shown that, in several sessions of 2 hours, lis-

teners can adapt to virtually distorted horizontal localization

cues. “Supernormal” cues were created by enlarging the

cues of a given HRTF in the front region and reducing those

corresponding to peripheral locations. With this transforma-

tion, a source from azimuth h was synthesized using the

HRTF that normally corresponded to position f(h). Three to

eight subjects completed several localization and adaptation

tasks with the same HRTF set. The spatial resolution was

initially enhanced for the frontal regions and degraded for

peripheral locations. With repeated training, subjects

appeared to adapt to the new relationship between the acous-

tic cues and positions in space leading to a reduction of the

minimum audible angle in the lateral dimension. Zahorik

et al.27 highlighted a rapid adaptation (two sessions of

30 min) to spectral indices of an HRTF using visual feed-

back. Twelve subjects listened to binaurally synthesized

stimuli in an immersive audio-visual training platform com-

posed of a Head Mounted Display and a head-tracking de-

vice. The learning task was similar to a localization test,

where the subject must first point their nose in the direction

of the perceived virtual source, which was presented once.

Feedback was provided afterwards by presenting a bright

light at the virtual sound source’s position, while the stimu-

lus was repeated. The subject was then required to point their

nose towards the bright spot, corresponding to the correct

position, before continuing to the next stimulus. Participants

repeated this task two times over four days. Results showed

an improvement in front/back discrimination where the pro-

portion of hemifield reversed responses decreased from 38%

to 23%. In contrast, there was no observable improvement in

elevation discrimination performance. It was noted that the

improvements appeared to be retained for at least four

months. Combining real and virtual learning, Honda et al.28

explored the effects of playing a virtual auditory game on

performance in a real sound localization task. The game con-

sisted of hitting a buzzing virtual honeybee with a tracked

plastic hammer. Participants were equipped with head

tracked headphones and the VAE was rendered with respect

to head movements. Real sound localization performance

was evaluated using an array of 36 loudspeakers positioned

at 30� intervals at elevations 0� and 630� with a radius of

1.2 m. Pointing responses were interpreted by an operator as

being the closest point on the loudspeaker grid. With seven

sessions of 30 min of this perceptual-motor training using

virtual audio and non-visual feedback, results revealed that

localization performance for real sounds was significantly

improved.
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The current study focuses on perceptual adaptation to

the spectral component of the HRTF over the entire sphere

in the context of virtual rendering with rapid training,

inspired by a preliminary study conducted on 10 subjects by

Blum et al.29 The aim is to quantify the adaptation effect

using a quick exploration of the spatial map by an auditory-

kinesthetic process. Each subject was placed in a VAE and

directly controlled the position of a virtual sound through the

use of a hand-held tracker. The principle is that the listener

associates the source position with the dynamic acoustic

cues used for binaural rendering through the constant and

innate awareness of one’s own hand position. This study

explores the effect of this multi-modal training platform tak-

ing into account both the similarity of the individual’s HRTF

to the training HRTF and the number of training sessions.

The goal is to determine the relative performance of a pro-

prioceptive/vestibular feedback in a training procedure of

sound localization. The results are compared to a control

group who used their individual HRTF in order to separate

procedural learning (where the participants merely become

familiar with spatial distortions introduced by the system)

from perceptual learning (where the participants’ actual per-

ceptions change).

II. METHODS

A. Subjects

A total of 24 adult subjects (5 women, 19 men, age

between 20 and 60 years) served as paid volunteers; none had

any known hearing deficit. All were naive regarding the pur-

pose of the experiment and the sets of spatial positions

selected for the experiment. Three were familiar with VAE

and with sound localization studies, and only one was experi-

enced with the use of his own HRTFs in VAE. The subjects

who took part in this study were the same as those who took

part in the associated previous study by Katz and Parseihian.31

B. Non-individual HRTF selection

The HRTFs used were comprised of a set of 7 HRTFs

selected from the 46 HRTFs of the public database

LISTEN30 using the method described in Katz and Parseihian.31

The HRTF were decomposed into spectral component (repre-

senting spectral cues) and pure delay (representing ITD cues).

Participant used a hybrid HRTF, where the modeled individ-

ual interaural time difference (ITD) based on head circumfer-

ence was combined with a selected spectral component. A

VAE quality classification test was used in order to rate the

different HRTFs for each subject, using a continuous scale

with extremes being “good” and “bad” by evaluating the ren-

dering of two predefined source trajectories. The first trajec-

tory was a circle in the horizontal plane with points at 30�

spacing. The trajectory began directly left and followed two

complete rotations around the subject. The second trajectory

followed an arc in the median plane (azimuth¼ 0�) from ele-

vation �45� in front to �45� at the rear with points at 15�

spacing. The trajectory commenced in front, proceeded to the

top and to the rear, and then returned along the same path to

the front. The stimuli source was a repeated noise burst, 0.23 s

in duration and shaped with a Hann function window. Subjects

had to judge each of the seven HRTFs sets on the scale from

“good” to “bad” for each trajectory. An overall judgment

rating was taken as the sum of the two trajectory judgments.

This rating served in selecting each subject’s non-individual

HRTFs in the experiment.

C. Design and procedure

To assess the effects of the training sessions on sound

localization performance, two different tasks were repeated

several times over the course of three days. An adaptation
session (A), designed like a game, where blindfolded sub-

jects had total control of a virtual sound source spatialized at

their hand position, permitted a rapid training using the natu-

ral interactivity with perception/action coupling. A classical

localization test (L) allowed the evaluation of the perform-

ance of the subject during each phase of the experiment. In

order to evaluate the effect of the similarity between the sub-

ject’s HRTF and the non-individual HRTF on the adaptation,

subjects began the experiment by a selection test which con-

sisted of perceptually classifying several HRTFs sets. For

details of the HRTF database and selection test, see Katz and

Parseihian.31 Following this, the 20 subjects using non-

individual HRTF were randomly divided into two groups;

half were assigned their highest rated HRTF (group good, G)

taken from the results of the selection test (see Sec. II B) and

for the entire experiment they heard sounds synthesized by

using this selected HRTF which was quite similar to their

own HRTF. The other half of the subjects were assigned

their lowest rated HRTF (group bad, B) from the selection

test (see Sec. II B) which meant that they heard sounds syn-

thesized by using this selected HRTF which was quite differ-

ent to their own HRTF). Four subjects with their individual

HRTFs available were included as a control group (C). To

evaluate the effect of time and repetition with regards to

HRTF adaptation, the experiment was performed over three

consecutive days. For each of the two test groups (G and B),

half performed one adaptation task (A) just the first day,

while the other half performed the adaptation task once each

day (i.e., three times). The control group performed the ad-
aptation task once each day. Each subject performed a total

of four localization tests (L1, L2, L3, and L4); once prior to

the first adaptation session to evaluate their initial perform-

ance and then after each adaptation session for the second

set of groups (C3, G3, and B3) or one per day for the other

groups (G1 and B1). Table I summarizes the configuration of

the experiment for each group.

TABLE I. Configuration of the groups of participants.

Group

type Nb HRTF type Day 1 Day 2 Day 3

G1 5 Good select. L1! A! L2 L3 L4

G3 5 Good select. L1! A! L2 A! L3 A! L4

B1 5 Bad select. L1! A! L2 L3 L4

B3 5 Bad select. L1! A! L2 A! L3 A! L4

C3 4 Individual L1! A! L2 A! L3 A! L4

2950 J. Acoust. Soc. Am., Vol. 131, No. 4, April 2012 G. Parseihian and B. F. Katz: Head-related transfer function adaptation
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For the entire experiment, binaural sound sources were

rendered using the LIMSI Spatialisation Engine,32 a real-time

spatialization engine in Max/MSP based on full-phase HRIR

convolution in contrast to the minimum phase HRIR approach

often used). The subjects were equipped with a stereo open

ear headphone (model Sennheiser HD570) tracked with a

6-DoF position/orientation magnetic sensor positioned on the

top of the headphone. They held a position-tracked ball in

their hand and interacted with the system using a foot pedal.

The position of the hand was calculated relative to the 6-DoF

head tracker shifted to the center of the head for the sound

rendering in the adaptation task and the pointing task in the

localization test. All phases of the experiment were conducted

in the same quiet room (35 dBA SPL background noise level)

with the listener seated in a swivel chair with their foot near

the response pedal. No headphone equalization was used, in

order to present a situation comparable to a real application

case where a novice subject uses his own headphones.

D. Adaptation task

The concept of the adaptation task (A) was to immerse

the user in a virtual audio environment that included a pro-

prioceptive feedback of the auditory spatial information. In

order to perform this training subconsciously, the task was

formulated as a game-like scenario, and as such the subject

remained unaware of the aim of the experiment. The game

consisted of the subject searching for animal sounds hidden

around him/her, scanning the space with the hand-held posi-

tion-tracked ball. The search feedback sound consisted of

alternating pink/white noise (50–20 000 Hz) with an overall

level of approximately 55 dBA measured at the ear. The

delay between the bursts decreased as the angular distance

between the ball and the hidden target position reduced (fol-

lowing a Geiger counter or sonar metaphor), from 3.0 s to

0.2 s, with a 5 ms onset/offset hamming ramp. Full spectrum

burst sounds were chosen in order to favor an adaptation to

the complete spectral cues of the HRTF. The “detector

sound” was spatialized at the ball center, with the virtual ren-

dering position updated every 50 ms with respect to listener’s

head position/orientation and the ball position. When the tar-

get position was found, the detector sound was replaced by a

random “animal sound,” still rendered at the ball position,

that the subject could then move about for several seconds.

The animal sounds were taken from various free sample data-

bases; their mean duration was 5 6 2 s. The position of the

hidden target was selected randomly from a list of 50 HRTF

measurement positions in order to ensure the subject explored

the entire auditory sphere. Subjects were instructed to per-

form the game task as entertainment. They were free to move

with the swivel chair in order to facilitate reaching rear posi-

tions, but they had to keep their foot near the response pedal.

The duration of the adaptation task was fixed to 12 min so

that subjects had time to find more than the half of the targets

and that they could explore the entire sphere.

E. Localization task

The localization task (L) consisted of reporting the per-

ceived position of a static spatialized sound sample using a

hand pointing technique validated by a foot pedal. This judg-

ment elicitation technique and method using a body part has

the ecological advantage of being egocentric and natural for

the user and is the best choice for experimental measurement

of 3D positions by blind subjects.33 Each subject was

instructed to orient him or herself straight ahead and to keep

their head fixed during the short sound stimuli presentation.

The stimulus was short to exclude head movement effects. It

consisted of a train of three, 40 ms Gaussian broadband noise

bursts (50–20 000 Hz) with 2 ms, Hamming ramps at onset

and offset and 30 ms of silence between each burst. This

stimulus was chosen following the study of Dramas et al.34

where the effect of repetition and duration of the burst on

localization accuracy was analyzed. Their results showed an

improvement of the accuracy between three repeated 40 ms

bursts and a single 200 ms burst. The overall level of the

train was approximately 55 dBA measured at the ears.

After presentation of the stimulus, each subject was

instructed to point his hand (ball in hand) in the direction of

the perceived sound source location and to validate the

response with the foot pedal. For holding the ball, no hand

was imposed, and the hand holding the ball could be

changed at will. The perceived orientation was calculated

between the initial head position/orientation when the stimu-

lus was played and the final hand position when the listener

validated the target. No feedback was given to the subject

regarding the target position.

A total of 25 positions (see Table II) were randomly pre-

sented with 5 repetitions each. This partial sphere included a

full 360� of azimuth, and �40� to 90� of elevation relative to

ear level. Subjects had to localize a total of 125 targets and

were naive with respect to the set of spatial positions

selected for the experiment. The mean duration of this task

was 10 min.

F. Spatial coordinates and data analysis

The analysis of localization performance, which was

originally recorded in standard spherical coordinates (azimuth

and elevation), was performed using the interaural polar coor-

dinate system (see Morimoto et al.35 In this coordinate sys-

tem, azimuth and elevation angles are transformed into lateral

and polar (or rising) angles, with the polar angle rotation axis

TABLE II. Lateral (h) and polar (/) angle of the 25 positions used for the

localization test (in interaural polar coordinate system, see Sec. II F).

Median Front Back

Lateral Polar Lateral Polar Lateral Polar

0 0 30 0 �30 180

0 �30 90 0 30 180

0 30 �90 0 �23 �158

0 90 �30 0 �8 140

0 150 23 22 44 166

0 180 8 �40 11 �140

0 210 �44 �14 �26 106

�11 41 10 107

27 74

�10 73
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being the interaural axis. The direction of a vector between

the head center and a point on the sphere is expressed by two

angles: the lateral angle and the polar angle. The angle

between the vector and the median plane is the lateral angle,

from �90� to 90�. The polar angle corresponds to rotation

around the interaural axis, from �90� to 270�, with 0� being

directly in front. This is a natural coordinate system for

human localization data since it allows for the rough separa-

tion of temporal cues, which are related to the ITD and are

represented by the lateral angle, from the spectral cues, which

are related to the HRTF and are represented by the polar

angle. Using the interaural polar coordinate system, all front/

back and up/down confusion errors are contained in the polar

angle. Localization errors in lateral and polar angles were ana-

lyzed by regarding the magnitude of the difference between

the target angle and the perceived angle.

III. RESULTS

A. Localization test

1. Lateral angle error

Summary results for lateral angle error are shown in

Fig. 1, indicating the evolution of mean error for each group

and for each localization test. Overall localization blur was

from 13� to 16� for the control group and from 17� to 25�

for the other groups. The control group (C3) exhibited better

performance relative to the other subject groups, which can

be explained by approximations employed in generating the

individualized ITD model used for the hybrid non-individual

HRTFs. Since the ITD model was not perfect, some

improvement on lateral performance after the adaptation ses-

sion could be possible. An improvement was found for group

G3, while no difference over the course of the four tests was

seen for groups G1, B1, or B3. An analysis of variance

(ANOVA) test showed that the difference of 5� between L1

and L4 for group G3 was marginally significant [F1,8¼ 4.82,

p¼ 0.06] and this improvement indicates a tendency of ad-

aptation to the non-individual ITD cues. An analysis of the

effect of the type of HRTF for the first test L1 (combining

results of the two groups with good HRTF (G1 and G3) into

a single group G and the results of the two group with bad
HRTF (B1 and B3) into a single group B highlights a signifi-

cant difference between the group C3 and groups G [F1,12

¼ 16.01, p< 0.005] and between C3 and B [F1,12¼ 15.75,

p< 0.005]. No significant difference was found between

groups G and B [F1,18¼ 2.25, p¼ 0.15)] for L1.

2. Polar angle error

Figure 2 shows the results for the polar angle error with a

representation combining boxplot, histogram, and the mean

magnitude error for each group and each localization test.

This type of representation has the advantage of com-

bining a boxplot (left side) containing traditional statistical

data [lower quartile (Q1), median (Q2), upper quartile (Q3)]

with a histogram (right side), representing the distribution of

the response errors. As the polar angle contains all front/

back and up/down confusions, no resolution or suppression

of these types of errors was performed in order to observe

their evolution on the distribution of the responses. For the

first test L1, the distribution for the control group C3 was

normal while the distribution of polar error for the groups

with non-individual HRTFs (G1, G3, B1, and B3) was multi-

modal and highlighted many confusions error. As the major

part of the histograms highlight a polar error which is not

uniformly distributed, a traditional ANOVA cannot be per-

formed. Instead, a Kruskal-Wallis test was performed.

For the first localization test, the mean errors were

approximately 55� for the control group and between 70� and

80� for the other groups. A Kruskal-Wallis test on the mean

error for all positions and repetitions for each subject between

only L1 and L2, combining groups (G1þG3 ! G, B1þB3

! B), demonstrated a significant difference between C3 and

G ½v2
3;24 ¼ 17:98; p<0:001�. Post hoc analyses (Tukey’s)

revealed significant differences between C3 and G for L1

(p< 0.001) and L2 (p< 0.005). Differences between C3 and

B were also observed ½v2
3;24 ¼ 17:02; p<0:001�; post hoc

analyses (Tukey’s) revealed significant differences between

C3 and B for L1 (p< 0.005) and L2 (p< 0.005). Smaller but

significant differences were observed comparing groups G
and B ½v2

3;36 ¼ 16:58; p<0:001� with p< 0.05 for L1 and

p< 0.01 for L2.

The evolution of error values over the four localization

tests indicated a significant improvement in performance for

the groups which performed three adaptation sessions (C3,

G3, and B3) and only a slight to moderate improvement for

the two groups which performed only one adaptation session

(G1 and B1). For the control group, most improvement

occurred after the first adaptation session (L1! L2) with an

improvement of 10�, and only a few degrees afterwards (L2

! L4). A Kruskal-Wallis test showed significant difference

between L1 and L2&L3&L4 ½v2
3;12 ¼ 8:93; p<0:05�. Evolu-

tion of performance for group G3 was constant throughout

the test (improvement of 17� on the mean and 23� on the

median overall) with a significant difference between L1 and

L4 ½v3
3;16 ¼ 11:48; p<0:01�, while group B3 improvement

appeared principally after the second learning session (L2

! L4) with an overall improvement of 15� on the mean and

24� on the median error. A Kruskal-Wallis test showed

FIG. 1. Mean magnitude lateral error for every group: (�) Good, (h) Bad,
(*) Control; (…) for G1 and B1 (one adaptation session), (–) for G3, B3

and C3 (three adaptation sessions).
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significant difference for group B3 between L1&L2 and L4

½v2
3;16 ¼ 15:25; p<0:005�. This is most evident through an

inspection of the histogram of response errors, as shown in

Fig. 2. The observation of the error distribution for groups

G3 and B3 showed a transformation from multimodal distri-

bution (in L1) to normal distribution (in L4) for G3 and a

compression near 15� of error for B3. It should be noted that

the performances of group G3 for the final test L4 was com-

parable to the initial performances of the control group,

C3:L1. A Kruskal-Wallis test between G3:L4 and C3:L1

showed no differences ½v2
1;7 ¼ 0:96�. Furthermore, final per-

formances of group B3 were quasi-comparable to the per-

formance of group G3 during test L2 ½v2
1;8 ¼ 0:32�.

A slight evolution of performance was observed for the

two groups with only one adaptation session (G1 and B1),

where a significant difference between tests L3 and L4 (due

to a concentration of polar error near 0�) was found for group

B1 ½v2
3;16 ¼ 11:07; p<0:05� and no significant difference was

found for the group G1 ½v2
3;16 ¼ 5:03; p<0:17�. During the

four localization sessions, there was an overall improvement

of 8� on the mean (9� on the median) for group B1 and 7� on

the mean (10� on the median) for group G1, comparable to

the learning effect seen with the control group of 10�.

A linear regression analysis was performed on the polar

angle responses. The mean and standard deviation across

subjects of the slope of the regression line and goodness-of-

fit criteria r2 for each group and each test are shown in

Table III. Since no correction or suppression of confusion

errors were applied on the data, regression slope lines were

far from the unity expected for a perfect localization of vir-

tual sound. The results also highlighted a large inter-subject

variability with a large standard deviation. Analysis of the

effect of the adaptation task on the slope of the regression

line showed a difference in improvement between the two

groups with three training sessions (G3 and B3) and the other

group (G1, B1 and C3). In effect, between the first and the

last localization test, the slope of regression line increased

by a factor of 3.27 for G3 and 3.13 for B3 whereas it only

increased by a factor of 1.05 for G1, 1.46 for B1, and 1.15

for C3. It can be noticed that the regression slope lines of

control group (between 0.52 and 0.61) are closer to unity

than regression slope lines of the other group (between 0.07

and 0.43), highlighting the difference between subjects with

individual HRTFs and subjects with non-individual HRTFs.

In summary, a significant difference between the

three groups was observed before the first training session

FIG. 2. Split boxplot-histogram of the magnitude of polar error by test for group C3 (top-left), G3 (top-middle), B3 (top-right), G1 (bottom-middle) and B1

(bottom-right). Boxplot and angular error scale at the left; mean values (�); histogram value legend color bar on the right.

TABLE III. Mean linear regression analysis and goodness-of-fit criteria r2. Variances shown in parenthesis.

Regression slope r2

Test C3 G1 G3 B1 B3 C3 G1 G3 B1 B3

L1 0.52 (.22) 0.28 (.23) 0.13 (.10) 0.08 (.03) 0.07 (.13) 0.24 (.14) 0.13 (.16) 0.05 (.06) 0.03 (.02) 0.02 (.03)

L2 0.60 (.24) 0.20 (.22) 0.12 (.17) 0.05 (.04) 0.08 (.11) 0.44 (.35) 0.10 (.13) 0.09 (.14) 0.03 (.05) 0.02 (.02)

L3 0.61 (.24) 0.35 (.21) 0.27 (.22) 0.06 (.06) 0.28 (.20) 0.40 (.27) 0.16 (.18) 0.18 (.17) 0.02 (.03) 0.11 (.17)

L4 0.60 (.29) 0.30 (.18) 0.43 (.12) 0.11 (.13) 0.23 (.18) 0.38 (.30) 0.12 (.11) 0.27 (.14) 0.05 (.09) 0.10 (.11)

J. Acoust. Soc. Am., Vol. 131, No. 4, April 2012 G. Parseihian and B. F. Katz: Head-related transfer function adaptation 2953

 06 D
ecem

ber 2023 09:44:31



highlighting the degree of degradation induced by the use of

nonindividual HRTF, with better performances for the con-

trol group and worst performances for the group who were

assigned their lowest rated HRTF. In terms of localization

improvement, the two groups with three adaptation sessions

(G3 and B3) significantly enhanced their performances and

reduced their median error by approximately 10� relative to

the control group (C3). The two groups with only one adap-

tation session (G1 and B1) enhanced their performance

somewhat, but this improvement was not superior in com-

parison with to the control group (C3) indicating that this

can be considered rather as a procedural adaption to the test

protocol.

3. Error type

Previous studies, such as Zahorik et al.,27 have quanti-

fied adaptation effects by analyzing the change in front/back

reversals before and after training sessions. A similar

approach has been employed here, with an analysis by error

type in more detail, as simple front/back type confusion

analysis is not truly appropriate in a full sphere localization

task. With the conventional definition of front/back and up/

down confusions (proposed by Wightman et al.13 and Wen-

zel et al.36), if the angle between the target and the judged

position is bigger than the angle between the target and the

mirror of the judgment about the vertical plane passing

through the subject’s ears (or, the horizontal plane passing

through the ears), the judgment is considered as a confusion.

Another definition, proposed by Martin et al.37 defines front/

back confusion according to two conditions. The first is that

both the azimuth of the target and the judged position do not

fall within a narrow exclusion zone of 15� (67.5�), at 0� ele-

vation and equal to 15� divided by the elevation’s cosine for

all elevations, symmetrical about the vertical plane dividing

the front and back hemispheres. The second is that the target

and the perceived positions are in different front/back hemi-

spheres. This definition is extended to up/down confusions

with the same two conditions on the elevation angle by add-

ing another exclusion zone of 15� around the horizontal

plane. This results in a response space divided in four zones:

one for no confusions (called precision), one for front/back

confusions (called front/back), one for up/down confusions

(called up/down) and one combining front/back and up/

down confusions (called combined). In the interauralpolar

coordinate system, all of these zones are contained in the po-

lar angle. Figure 3(a) shows a representation of these zones

in polar angle as a function of the target angle. With this

definition, if a target position at 0� in lateral and 8� in polar

angle is perceived at �8� polar angle, it is marked as an

up/down confusion whereas it is clearly in the localization

blur. In order to solve this problem, this study purposes a

new definition of the errors zones that reorganizes the zones

previously proposed to reduce the artifacts near quadrant

boundaries, based on a proposal by Yamagishi and Ozawa38

which is extended here to deal with multiple confusion error

types. Figure 3(b) shows error zones that are defined accord-

ing to a region around an error axis, defined here as a

zone of 645�. The value of 645� was found empirically by

examining histograms of magnitudes of polar errors across

all listeners and conditions inspired by the method used by

Middlebrooks.5 Errors along the principal axis are consid-

ered precision type errors, while errors outside of both the

front/back and up/down regions are considered combined
errors, as they cannot be attributed solely to either front/back
or up/down confusion errors. A comparison of Fig. 3(a) and

Fig. 3(b) shows a sub-estimation of combined errors in the

method of Martin et al.,37 and an overestimation of the other

types of error. Since this study aims to quantify the effect of

the training procedure in term of improvement of precision

error rate, the method proposed here seems to be more

adequate.

Figure 4 presents the results for polar angle responses

for three representative subjects from groups G3, B3, and

C3. The results of the C3 subject are quite accurate, with

few front/back confusions for L1 and some errors in the me-

dian plane. Front/back errors almost totally disappeared after

the first learning session while median plane localization

errors remain. The results for the B3 subject (with bad match

non-individual HRTF) are located mostly in the rear hemi-

sphere (polar angle between 90� and 270�) for the localiza-

tion test L1. During the course of the three training sessions,

this subject gradually reacquired the capacity to localize

some sources in the frontal region. The results for the G3

subject (with good match non-individual HRTF) were rather

poor for L1; the evolution of these results highlight the bene-

fit of the three training tasks, with final errors being mostly

for elevations below the horizon.

Results of the error type analysis are provided in

Table IV with the error distribution by type for each group

and each localization test. Ideally, there would be no confu-

sions and all errors would be of the precision type. For the

control group C3, all improvement occurred after the first

FIG. 3. Definition of the four different error type zones according to

(a) Martin et al. (Ref. 37) and (b) the proposed zone definitions for clearer

treatment of quadrant boundaries.
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learning session. The percentage of precision error for L1

was 54%, increasing to 66% for L2 and remained stable

(67%). Overall, the other types of errors decreased from

14% to 12% for front/back confusions, from 7% to 5% for

up/down confusions, and from 25% to 17% for combined

errors. The increase in precision type was therefore princi-

pally due to a decrease in combined errors. While group C3

had a proportion of precision errors between 54% and 67%,

the other groups (using non-individual HRTF) had a preci-
sion proportion of approximately 40% for the first test and a

maximum of 57% for the final test. The precision error rate

for group G1 increased by 7% between the first and last ses-

sion. This improvement was completely matched by a reduc-

tion in combined errors (from 32% to 25%), and no effect on

front/back and up/down confusion rates, which remained sta-

ble at 18% and 6% respectively. Performance of group G3

increased from 41% to 57% for precision error rates, which

was principally due to front/back confusion reduction (from

25% for L1 to 11% for L4), with other error types remaining

relatively stable. Group B1 had practically no evolution of

the different types of errors while group B3 exhibited an

increase in precision error rates (from 36% to 50%) reflected

by a reduction in all other error types (27% to 23% for front/

back confusion, 11% to 6% for up/down confusion, and 26%

to 20% for combined error).

B. Game task analysis

As the purpose of the adaptation task was not to pre-

cisely locate positions in space but just to create a game-like

interface for providing audio-kinesthetic feedback to adapt

subjects to the non-individual HRTF cues, no detailed data

was retained during this phase. Nevertheless, the total num-

ber of animals found in each section provides some indica-

tion about the difficulty performing the task and its

dependency to the type of HRTF (C, G, B) or the progress

between each session for groups G3, B3, and C3. The results

showed no significant effect of HRTF type on the average

FIG. 4. Evolution of polar angle response for representative subjects of groups G3, B3, and C3. The data are displayed in interaural polar coordinate system

for each phase of the experiment (indicated in the column heading).

TABLE IV. Distribution of error type (percentage) by group.

C3 G3 B3 G1 B1

Error Type L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4 L1 L2 L3 L4

Precision 54 66 67 67 41 46 53 57 36 37 48 50 43 45 46 50 40 41 39 43

Front/back 14 10 12 12 25 24 16 11 27 24 21 23 19 18 18 18 24 29 28 28

Up/down 7 7 5 5 8 5 7 7 11 10 9 6 6 6 7 6 11 7 11 8

Combined 25 17 16 17 27 25 25 25 26 28 23 20 32 31 29 25 25 23 22 21
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number of animals found with subjects finding a mean

of 28.4 6 6.1 animals in the first session of 12 min. An

improvement of approximately 6 more animals was seen for

the second session (mean of 34.7 6 4.8 animals found) but

this difference was not significant. Moreover, there was no

improvement between the second and third sessions (mean

of 35.1 6 6.4 animals found). This same evolution for the

three groups could be explained by a familiarization to the

task more than an effect of adaptation to the HRTF cues.

Moreover, subjects reported employing different strategies

in performing the task: some tried to find the most animals

possible while others spent more time experimenting with

the sound positioned in their hand, thereby finding fewer ani-

mals in the 12 min time limit.

IV. DISCUSSION

The purpose of this study was to explore the effect of an

audio-kinesthetic environment on rapid auditory map recali-

bration. An evaluation of the plasticity of the human audi-

tory system using a rapid audio-kinesthetic virtual auditory

environment demonstrated that at least two adaptation ses-

sions were required in order to obtain a significant improve-

ment of localization with non-individual HRTF. Effectively,

the results of the two groups with only one adaptation ses-

sion (G1 and B1) did not show any significant improvement

whereas results of the two other groups (G3 and B3) revealed

an improvement of the localization accuracy.

The majority of adaptation improvement was evident by

the observed decrease in polar angle error, linked to spectral

cues. At the same time, a slight improvement was seen in lat-

eral errors for participants with “good” HRTFs after several

sessions (group G3). This improvement in interpreting ITD

cues is probably due to an adaptation with regards to the

imprecision in the ITD model used for non-individual HRTF

synthesis. The same improvement was not found for subjects

using “bad” HRTFs, indicating possible difficulties in adapta-

tion to multiple inconsistencies in localization cues in such a

short time. The adaptation process to polar angle was effec-

tive for all HRTF groups with the same level of improvement

after three days of training (approximately 23� on the median

error). The differences between the two groups were main-

tained throughout the experiment with the same difference in

accuracy for the tests L1 and L4 (approximately 8�). At the

end of three adaptation sessions, performances of subjects

with “good” HRTFs achieved the initial performance levels

of control subjects with individual HRTFs.

In order to separate the effect of the adaptation task

from any learning effect of the protocol, these results should

be moderated by the results of the control group with indi-

vidual HRTFs. The improvement of the control group was

approximately 10� for polar error. This can be attributed to

the procedural learning of the protocol and rendering system,

since it appeared after the first adaptation session and there

was almost no change thereafter. The global polar improve-

ment of groups G3 and B3 was approximately 23� each,

implying that the improvement attributed to the adaptation

task alone would be 13�. As seen in Hofman et al.,18 there

was an improvement in localization accuracy due to a

training procedure. In contrast to that study, which presented

adaptation to modified pinnae after several days, the adapta-

tion in this study was achieved using a virtual environment

and three sessions of 12 min. For both non-individual HRTF

groups confusion errors were reduced. A reduction of all

confusion types was found for the “bad” HRTF group while

the “good” HRTF group principally reduced the number of

front/back confusions. This result is comparable to the

results of Zahorik et al.27 who obtained a reduction from

38% to 23% in front/back confusions after two training ses-

sions of 30 min with auditory, visual, and proprioceptive/

vestibular feedback.

Compared to previous studies, the general results of this

study is that naive subjects using individualized HRTFs are

slightly poorer than results presented by Wightman et al.,13

who reported 11% front/back confusions vs 14% in the cur-

rent study. Considering the performance of subjects using

non-individualized HRTF, the results of Wenzel et al.3

showed 31% front/back confusion rate (29% of which were

combined confusion errors) and 18% up/down confusion

rate (55% of which were combined confusion errors). Sepa-

rating the combined confusion errors, these results equate to

an error type distribution of 22% front/back confusion and

8% of up/down confusion, which is quite comparable to the

results obtained respectively by groups G3 and B3 in this

study: 22% and 25% for front/back confusions with 7% and

11% for up/down confusions. The exact method used to

define the error zones in previous studies differed from the

method used in the current study, especially for combined

errors, making precise comparisons impossible, but it is clear

that the results are highly comparable, which is sufficient for

the purposes of this analysis.

V. CONCLUSION

The results from the current study demonstrate that a

rapid perceptual adaptation to non-individual HRTF through

an audio proprioceptive and vestibular feedback is possible.

Moreover, it shows that the adaptation of auditory system

does not necessarily need visual feedback and can be prop-

erly achieved through other senses in the full auditory sphere

of perception.

This study only focused on three sessions of adaptation.

Regarding the results, it seems clear that more sessions would

lead to additional improvement. It is not certain how many

training sessions would be required to completely adapt to

the non-individual HRTFs, but it is possible to imagine that

after a certain number of adaptation sessions, localization

performance with non-individual virtual cues would coincide

with a free field listening situation. This would occur faster

for “good” match HRTFs, highlighting the benefit of HRTF

selection methods (see Katz and Parseihian31).

There are many applications where the use of virtual au-

ditory displays is hindered by the problem of front/back

reversals, such as with orientation and navigation tasks.

These results are significant for developers and users of VAE.

Whereas HRTF individualization to a given user requires

significant measurements and/or computational processing,

the method presented here gradually adapts the user to the
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non-individual display using a best selection HRTF as a start-

ing point. On the one hand, the combination of individualized

ITD cues (with the measurement of head circumference) with

a selected HRTF set (using a perceptual judgment) allows for

the creation of an optimized hybrid HRTF that matches the

subject. On the other hand, three or more training sessions

using a multimodal platform allow the user to reach the per-

formance of individualized HRTF, and additional training

can further improve precision. The use of a non-visual adap-

tation procedure enables this solution to be applied to visually

impaired users, allowing better acceptability and performance

of emerging assistive technologies based on spatial audio.
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F. Lepore, “Blind subjects process auditory spectral cues more efficiently

than sighted individuals,” Exp. Brain Res. 160(2), 194–202 (2005).
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