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Abstract

Simulation-based and experimental studies are crucial to produce 
factual arguments to solve theoretical and methodological debates 
in phylogenetics. However, despite the large number of works that 
tested the relative efficiency of phylogenetic methods with various 
evolutionary models, the capacity of methods to manage various 
sources of error and homoplasy has almost never been studied. By 
applying ordered and unordered methods to datasets with iterative 
addition of errors in the ordering scheme, we show that unordered 
coding in parsimony is not a more cautious option. A second 
debate concerns how to handle reversals, especially when they 
are regarded as possible synapomorphies. By comparing analyses 
of reversible and irreversible characters, we show empirically 
that three-taxon analysis (3ta) manages reversals better than 
parsimony. For Brownian motion data, we highlight that 3ta is 
also more efficient than parsimony in managing random errors, 
which might result from taphonomic problems or any homoplasy 
generating events that do not follow the dichotomy reversal/
convergence, such as lateral gene transfer. We show parsimony to 
be more efficient with numerous character states (more than four), 
and 3ta to be more efficient with binary characters, both methods 
being equally efficient with four states per character. We finally 
compare methods using two empirical cases of known evolution.
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Introduction

Phylogenies serve as a basis for most macroevolutionary 
studies. The reliability of phylogenetic trees depends 
partly on the characters used to construct them. 
Characters are the core of systematics, and questions 
such as “what is a good character?” or “how to 
code characters to best capture their evolutionary 
information?” are of critical importance for 
phylogenetic inference. Even though most recently 
published phylogenies have relied mostly or exclusively 
on molecular data, the phenotypic data on which we 
concentrate here are regaining a vital importance 
in systematics because some of the most promising 
recent methods to date the Tree of Life require use of 
morphological data. These are tip-dating, also known 
as total-evidence-dating (Pyron, 2011; Ronquist et al., 
2012) and the more recent total-evidence-dating under 
the fossilized birth-death process (Zhang et al., 2016). 
Phenotypic data are required in these cases because 
extinct taxa need to be placed in the phylogeny and 
for most of these molecular data are unavailable, given 
that the oldest uncontroversial DNA sequences are less 
than 1 million year old (Willerslev and Cooper, 2005; 
Prüfer et al., 2010), whereas metazoan body fossils 
that are sufficiently diagnostic to be easily placed in 
phylogenies date back to the Cambrian (e.g. Vinther 
et al., 2014), about 495–541 Ma (Gradstein et al., 
2012). Moreover, it may not be a sound methodology 
to omit the knowledge that morphological research has 
accumulated over several centuries. 
 Among little-investigated factors that can influence 
the outcome of phylogenetic analyses are the various 
kinds of errors that can creep in at various stages 
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of the process. Among these, scoring errors are a 
central problem of phylogenetic methods. Errors can 
produce incongruence between a character and the 
phylogeny, i.e. homoplasy, and hence, change the most 
parsimonious cladogram. The sources of coding and 
scoring errors that can inflate the apparent extent of 
homoplasy are potentially unlimited; these include, 
among others, typing errors in the matrix or erroneous 
interpretation of features (e. g. erroneous DNA 
alignment, data degradation). However, homoplasy 
can also result from difficulties of interpretation of the 
evolutionary process, as in lateral gene transfer, loss of 
morphological or molecular features, or convergence.
Errors can also creep into all other stages of the 
phylogenetic analysis, through problematic species 
delimitations, errors in Operational Taxonomic Units 
(OTU) specifications, and errors in ordering schemes. 
Such errors are certainly more common than generally 
believed. Errors in coding phenotypic characters are 
due, in part, to the subjective judgement and unique 
knowledge of the researcher. In molecular analyses of 
nucleotide sequences this problem can occur because 
of subjective judgement during alignment and through 
different interpretations of insertions and deletions. 
Finally, suboptimal coding can lead to information 
loss, for instance when a character is coded with too 
few character states, which fails to capture part of the 
phylogenetic information.
 Beyond plain errors, differences between 
phylogenies can reflect character treatment, which 
differs fundamentally in Maximum Parsimony (MP; 
Farris, 1970) and Three-taxon analysis (3ta; Nelson 
and Platnick, 1991; Nelson and Ladiges, 1992). The 
differences in how they deal with homoplasy originate 
from the particular way hierarchical characters are 
managed. The congruence between characters in MP 
is calculated by usually scoring the minimal number of 
transformations from a state to another, i.e. in unordered 
MP, without specifying the putative synapomorphy. 
Transformation events from any state to any other state 
can arise, regardless of their status as plesiomorphic 
or apomorphic. For instance, a clade can be supported 
in MP by a reversal, whereas the hierarchical coding 
of 3ta fails to offer such a support. Under 3ta, a 
character coded as (0(1)), is decomposed and can only 
provide three-taxon statements (3ts) composed of 
(A:0(B:1,C:1)), where A, B and C are terminal taxa. 
A 3ts of (A:1(B:0,C:0)) from an initial hypothesis of 
(0(1)) is meaningless in 3ta and represents a rejection 
of the 3ts (Nelson and Platnick, 1991). The differences 
in character representation between MP and 3ta cause 

significant differences in the way homoplasy and error 
are managed, and finally on the resulting cladogram. 
MP with a fully unordered coding is used in many 
phylogenetic studies on morphological datasets, 
especially in paleontology (e.g., Liu, 2016; Lu et al., 
2016). Model-based approaches such as Maximum 
Likelihood and Bayesian Inference are not treated in 
this paper because they are computationally much more 
demanding and would have necessitated reducing the 
number of taxa and characters, which would probably 
have decreased the statistical significance of our results. 
Such studies would need a different design that is better 
adapted to material (computing power) constraints. 
A study comparing MP and Bayesian Inference with 
adapted datasets is in preparation.
 Simulation-based systematics can help choose 
an appropriate phylogenetic inference method or a 
specific coding scheme. This branch of systematics 
relies on comparisons of the results of analyses of 
datasets simulated on known phylogenies; typically, a 
few parameters vary to make the results more general. 
A first attempt to empirically understand the differential 
behaviour of MP and 3ta using this approach was 
made by Grand et al. (2013). Their study rested on 
characters simulated under Brownian motion, allowing 
them to compare three cladistic methods of character 
treatment. They showed for intrinsically ordered 
characters that unordered parsimony is the method 
with the worst efficiency. Between ordered MP and 
3ta, 3ta provided the highest resolving power, but also 
the highest artefactual resolution. Rineau et al. (2015) 
performed more extensive simulations by comparing, 
on larger data sets in continuous Brownian motion, the 
impact of polarization, branch length and tree shape on 
phylogenetic performance. They showed that ordered 
MP always performed better than 3ta for characters 
with 10 states. The results were explained by the 
differences between MP and 3ta in their treatment of 
homoplasy and, more precisely, of reversals.
 We propose here an empirical study of the impact of 
homoplasy and scoring errors in phylogenetic studies 
with the same tools of experimental systematics. In 
order to complement the previous studies that our 
team performed on phylogenetic methods (Grand et 
al., 2013; Rineau et al., 2015), we deal here with the 
following interrelated issues:
1. The differential efficiency of MP and 3ta to coding 

variations. Our first analyses were made with an 
unrealistic number of states (10 per character) 
to exaggerate differences in performance. Even 
if morphological variation may be considered 



27Contributions to Zoology, 87 (1) – 2018

unlimited, morphological characters are often 
described using only two states. Molecular 
characters (DNA sequences) have four or five 
states (five when coding insertions and deletions). 
We can hypothesize that when the number of 
states is reduced to better reflect most empirical 
studies, 3ta loses less phylogenetic information 
than MP because of its hierarchical coding. Indeed, 
in the simulations of Grand et al. (2013), where 
the number of character states was lower (binary 
characters), 3ts had in all cases a higher resolving 
power than MP. We thus test character sets with 
two, four, six, eight and 10 states.

2. Following the coding of character states and their 
number, we test the resilience of methods to the 
addition of errors directly in the character coding, 
more precisely, in the ordering scheme. The aim 
of these experiments, by adding more and more 
errors to the ordering scheme, is to determine under 
which circumstances unordered parsimony becomes 
preferable to ordered parsimony and 3ta. Ordered 
MP and 3ta are supposed to become less efficient 
than unordered MP as the ordering scheme degrades.

3. Our first simulations in Rineau et al. (2015) used 
Brownian motion, and showed greater efficiency 
for MP than for 3ta. We here attempt to compare 
these results on Brownian motion, with generation 
of convergences and reversals, to simulations 
under a model of irreversible evolution with only 
convergences. A heated debate among systematists 
(Harvey, 1992; Nelson and Ladiges, 1996; Platnick 
et al., 1996; Farris and Kluge, 1998; Zaragüeta 
and Bourdon, 2007; Farris, 2012) focused on 
the theoretical justifications of how to deal with 
reversals arose. In MP, reversals are not treated in 
a special way; they are transitions between states 
like any other. In 3ta, only derived character states 
are relevant for clade support by clade ancestry. 
Reversals in 3ta may be interpreted on a tree but 
are never used to positively support a clade. Our 
simulations address this problem by providing 
empirical results with which to compare predictions 
based on the theory. 

4. We also assess the impact of random scoring 
errors in the matrix. Previously, this has been 
done infrequently (if at all) because earlier studies 
in experimental systematics have focused on 
molecular data, for which sequencing errors have 
not been of great concern. However, numerous 
problems may arise that are not correlated to 
the phylogeny at all, such as contaminations or 

alignment problems. In comparative anatomy, 
errors of interpretation by systematists are the most 
crucial problem. No datasets are exempt from such 
difficulties. Thus, we generated random errors in the 
data, which we termed “uncorrelated homoplasy” 
because it is uncorrelated to the true evolutionary 
tree. To increase the uncorrelated homoplasy ratio, 
we generated errors randomly with respect to their 
value and position in the initial matrix. We tested 
the effect of uncorrelated homoplasy through 
comparisons with datasets lacking uncorrelated 
homoplasy (with perfectly fitting datasets without 
homoplasy) or with others showing correlated 
homoplasy (with reversals and convergences). We 
test our hypothesis that 3ta may be more efficient 
at extracting phylogenetic information when such 
random errors arise.

5. Model-based simulations are relevant to the extent 
that they mimic genuine biological data. To assess 
the performance of phylogenetic inference methods 
through another approach, we analyse two empirical 
datasets for which the true evolutionary history is 
known without error. We used these two empirical 
examples to compare with results obtained through 
the simple evolutionary models we used in our 
simulations. The two examples detailed below 
are the known HIV transmission history, and an 
experimentally generated phylogeny of manuscript 
texts copied and recopied with typos.

 A synthesis of all these results allows us to compare 
the efficiency of MP (ordered or not) and 3ta in various 
situations that have not been examined before.

Material and methods

Simulated character sets

OG 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Figure 1. Ultrametric tree used in our simulations. The ran-
domly generated phylogeny comprises an ingroup of 20 OTUs 
and a single outgroup (OG) OTU.
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 Reference tree. The data sets were simulated on a 
randomly generated topology by Mesquite (Maddison 
and Maddison, 2011). The tree comprised 20 OTUs 
(Figure 1), plus an outgroup to root the trees (to 
polarize character trees in 3ta). Our tree is ultrametric, 
and the information about topology is supplemented by 
39 branch lengths for the ingroup and a branch length 
leading to the outgroup. The branch lengths are directly 
proportional to the expected variance of characters for 
the Brownian motion evolutionary model (Felsenstein, 
1985). Branches allow a visual quantification of 
transformations, and can be equated to evolutionary 
time (OTUs are of the same geological age for our 
simulations given that our tree is ultrametric) under 
Brownian Motion.
 Simulations and matrix coding. Continuous 
characters were simulated with Brownian motion on 
Mesquite. This simple model is very often used in 
evolutionary biology because it allows representation 
of characters with stochastic evolution, without 
selection pressure. This model is assumed in squared-
change parsimony (Maddison, 1991), among other 
comparative methods. Simulated characters are 
inherently ordered because their continuous value 
is discretized into several states (in this case, of 
equal amplitude). The stochastic nature of Brownian 
motion also constrains the character states to display a 
unimodal distribution. Discretization is thus arbitrary, 
and methods such as gap coding (Mickevich and 
Johnson, 1976; Almeida and Bisby, 1984; Archie, 
1985) are not especially helpful in this situation. First, 
100 matrices of 100 characters were modelled. The 

100*100 continuous characters were then discretized 
(into states with equal intervals). The discretization of 
each character into eight, six, four and two states allows 
us to test the efficiency of ordered MP, unordered MP, 
and 3ta with various numbers of states, for a total of 
500 matrices; this is our first test. 

The second test with Brownian motion addressed 
coding errors and, more precisely, errors in the 
ordering scheme. The simulation consists of 100 new 
matrices of 100 characters of 10 states (conditions 
used to test topology and polarization in Rineau et 
al., 2015), each with the coding of the true ordering 
reflecting the ideal situation for an analysis. Then, the 
true scheme was modified according to two alternative 
scenarios to introduce errors, as shown in Figure 2. The 
first scenario implied small errors: we produced 100 
matrices with a single permutation between adjacent 
states for each character (Figure 2, scenario 1), and 
then added permutations iteratively to a maximum of 
five permutations per character. The second scenario 
differed in the severity of errors; in this case, the 
permutations were between states at opposite extremes 
of the transformation series, which should be far worse 
for ordered parsimony and 3ta (Figure 2, scenario 2). 
Each scenario of five coding iterations plus the perfect 
(initial) ordered scheme led to a total of 1100 matrices, 
analysed in ordered parsimony, unordered parsimony, 
and 3ta.
 Another set of 100 matrices of 100 binary characters 
was generated with another evolutionary model, the 
asymmetrical Markov-k model. Parameters of the 

1

2

3

4

5

True
scheme

4321 0 8765 9 54321 9876 0

Scenario 1

43 21 0 8765 9 43219 8765 0

3 21 0 5 8764 9 54319 8276 0

3 21 0 5 8674 9 43719 8265 0

3 21 0 5 9674 8 53719 8264 0

43210 8765 9 43210 8765 9

Scenario 2

Figure 2. Two scenarios of errors in character ordering (in a character with 10 states) with five stages of degradation. Scenario 1 rep-
resents the case with slight permutation errors involving neighbours. Scenario 2 represents the worst case possible, with states dis-
placed as far as possible from their neighbours. Green and red states represent permuted states and arrows represent permutations.
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model were set to simulate irreversible characters by 
fixing the probability of going from states “0” to “1” at 
0.1 and the probability of going from states “1” to “0” 
at 0.0 (forbidden).
 These simulations tested only the effect of correlated, 
phylogeny-dependent errors and homoplasy. Finally, 
we took the 100 original matrices generated by 
Brownian motion with 100 characters and four states 
per character. We generated for each cell of each 
matrix a probability p=0.20 of change from the correct 
value generated under Brownian motion to a random 
value. This was done using the RAND function of 
Microsoft Excel 2013©. This allowed the generation 
of completely uncorrelated errors.
 Tree searches. All 1700 matrices of 100 characters 
were analysed with both MP (ordered and/or unordered 
when characters had more than two states) and 3ta. 
The result of each analysis was represented by a strict 
consensus tree whenever more than one tree was found. 
All analyses were undertaken using PAUP* 4.0b10 
(Swofford, 2003). In order to perform 3ta analyses, 
the matrices of 3ts with fractional weighting were 
generated using LisBeth 1.0 (Zaragüeta et al., 2012). 
All analyses performed on PAUP used the heuristic 
TBR algorithm with taxon addition and 50 random 
replicates after verification that this setting appeared 
to systematically find all or most of the shortest trees.
 Tree comparisons. The optimal trees resulting 
from the analyses were then compared to the initial 
reference topology (Figure 1). To obtain percentages 
of accuracy for each analysis, the “Inter-Tree Retention 
Index” (ITRI) introduced by Grand et al., (2013) was 
computed. Several methods have been developed 
to compare phylogenetic trees. However, most use 
unrooted trees (Robinson and Foulds, 1981; Estabrook 
et al., 1985) to calculate distances between trees. 
Phylogenetic information, i.e. relationships between 
taxa, is nevertheless represented by a rooted tree. The 
ITRI measures a degree of congruence by using 3ts 
as elementary phylogenetic assertions. The method 
differs from that advocated by Critchlow (1996) by 
using fractional weighting, a correction to eliminate 
3ts redundancy (Mickevich and Platnick, 1989; Nelson 
and Ladiges, 1992). The ITRI has also the advantage 
of differentiating true resolution (TR - a percentage 
of the true relationships: the relationships present in 
the reference tree that also occur in the obtained trees) 
from false resolution (FR - a percentage of the false 
relationships: the relationships that are not present in 
the reference tree that occur in the trees obtained by 
our searches). When necessary, we synthesized the 

general efficiency of an analysis using a standardized 
efficiency percentage, computed as (TR-FR+100)/2 
(TR and FR are percentages; the efficiency TR-FR 
is comprised between -100 and 100; added to 100 
and divided by 2, the efficiency is standardized in 
percentage). In such a measurement, an efficiency of 
50% is uninformative (the number of correct clades 
equals the number of wrong clades). A lower efficiency 
indicates more artefactual than correct resolution. 
However, in these analyses, we are interested only 
in comparing the relative efficiency of ordered MP, 
unordered MP, and 3ta.
	 Test	of	the	significance	of	the	results. For each set 
of 100 matrices, two means are computed, one for TR 
and another for FR. The Wilcoxon test with signed 
ranks allows us to compare the ITRI computed from 
the same matrices but analysed by different methods, 
and with different kinds of discretization. We selected 
this non-parametric test because none of the samples 
follows a normal law (as shown by a Shapiro-Wilk 
test), and the variances were uneven (shown by a 
Fisher test). Linear regressions were computed to test 
the effect of the number of states and the number of 
errors on ordering schemes. The false discovery rate 
procedure (Benjamini and Hochberg, 1995) was used 
to discard false positives because of the high number of 
tests. All tests were computed on R 3.0.3 and XLSTAT 
Pro 2014.2.

HIV character set

The first empirical comparison between parsimony 
and 3ta was made using the HIV molecular 
sequences (population sequences from the env V3 
and p17gag regions, known to be sufficiently variable 
for phylogenetic analyses) of Leitner et al. (1996), 
available from GenBank (Access numbers: from 
U68509.1 to U68521.1), for the ingroup. Two outgroup 
sequences were used, one African HIV dated from 1957 
(GQ431830.1) to ensure that the virion was outside of 
the ingroup, whose last common ancestor is dated from 
1981, and a SIV (Simian Immunodeficiency Virus) 
sequence from a macaque (AF041984.1), far more 
temporally distant from the ingroup. The sequences of 
439 pb were manually aligned (Online Supplementary 
Information SOM 1). Insertion and deletion events were 
coded as binary characters. The two matrices include 
14 taxa and 23 parsimony-informative characters (all 
unordered) with the HIV outgroup (29 with the SIV 
outgroup), and were analysed with parsimony on PAUP* 
4.0b10 (SOM 2 and 3) and in 3ta on LisBeth 1.0 (SOM 
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4 and 5), both in branch and bound. Some sequences 
included polymorphisms. In 3ta, polymorphism 
produces a repetition of terminal taxa in the character-
tree because a polymorphic terminal taxon is assigned 
to more than one terminal state. This repetition is caused 
by paralogy (Nelson, 1994; Fitch, 2000). Paralogy-free 
subtree analysis (Nelson and Ladiges, 1996; Zaragüeta 
et al., 2012), initially proposed for biogeographic 
paralogous taxa (created by the presence of taxa in more 
than one area), was used to deal with repeated terminal 
polymorphic taxa in the 3ta analyses.

Copied manuscript character set

The evolution of copied texts through time can be 
studied through theories and techniques very similar 
to cladistics (de Pinna et al., 2016). It is our second 
empirical comparison between parsimony and 3ta. The 
protocol of their generation is described in Spencer et 
al. (2004). A text used as an ancestral sequence was 
copied by volunteer scribes. Then, the previously 
handwritten copies were copied, and so on, thus 
generating a known phylogeny of the manuscripts. We 
aligned the words of the various text sequences by hand 
(SOM 6). The ancestral sequence contains 834 words 
(49 sentences). We coded a new character set revealing 
four types of possible events: (i) mutations (copying 
errors implying one or several letters of a single word; 
“ordinance” becoming “audience” is, for example, 
coded as a single event); (ii) permutations (“what, 
single-handed” becoming “single-handed, what”); 
(iii) fragmentation of a word into several (“gadflies” 

in “gad flies”); (iv) and insertions/deletions of words. 
The coding resulted in a parsimony and a 3ta matrix 
(respectively SOM 7 and 8). To limit search time (and 
keeping the matrix small enough to use a branch and 
bound algorithm for both methods), several OTU’s 
were randomly suppressed to produce the matrices 
for parsimony (PAUP) and 3ta (Lisbeth). The matrix 
contains 13 taxa and is rooted on the known ancestral 
sequence. It contains 88 informative characters.

Results

Ordering and number of states

number of 
states

Ordered MP Unordered MP 3ta

TR FR Efficiency TR FR Efficiency TR FR Efficiency

2 69.89 23.55 73.17 69.90 23.55 73.17 81.90 27.20 77.35

4 76.34 20.33 78.00 68.22 25.63 71.29 83.14 26.43 78.35

6 81.91 20.42 80.74 64.47 31.20 66.63 84.02 25.52 79.25

8 84.28 20.51 81.88 58.60 29.90 64.35 84.27 24.39 79.94

p-value . . 0.0387 . . 0.0139 . . 0.0032

intercept . . 71.23 . . 76.64 . . 76.56

slope . . 1.44 . . -1.56 . . 0.43

R² . . 0.92 . . 0.99 . . 0.97

Table 1. Impact of the number of states on MP and 3ta efficiency. Probabilities of the null hypothesis (no impact of number of states 
on efficiency) were tested through linear regressions.
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Figure 3. Impact of number of states in ordered, unordered MP, 
and 3ta on the efficiency of the methods. The difference in effi-
ciency between methods was assessed by iterative recoding of 
the same matrices with two, four, six and eight states. Orange: 
ordered MP; red: 3ta; black: unordered MP.
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Efficiency increases linearly with the number of states 
(from two to four, six, eight and 10 states) for ordered 
MP and in 3ta. In contrast, efficiency in unordered MP 
decreases linearly with the number of states (Figure 
3; Table 1). The efficiency of 3ta does not change 
exactly as MP. It is the most efficient method with 
binary matrices (77.3%, compared with 73.2% for 
MP). With four states, performance of both methods 
is similar (3ta: 78.3%, ordered MP: 78.0%) because 
MP efficiency increases quicker with additional states. 
Finally, MP becomes more efficient than 3ta when 
more than four character states are coded, although the 
difference between the methods is small (for six states, 
3ta: 79.2% and ordered MP: 80.7%). The differences 
between 3ta and ordered MP can be analysed more 
precisely: in most cases the TR is higher in 3ta than in 
ordered MP (81.9% vs 69.8% for binary coding). Only 
with at least eight states do we see an identical TR 
of 84.3%. However, the FR is always slightly lower 
(between 3 and 6%) in ordered MP than in 3ta. 

Ordering and errors

To test the impact of errors in the ordering scheme, the 
reference was unordered MP (efficiency: 69.0%). For 
the first set of errors (scenario 1, minor errors), ordered 
MP is always superior to unordered MP (about 18.3 to 
21.2% more efficient), with only a very slight decrease 
of 2.6% from the smallest to the greatest number of 
errors (Figure 4). For the second set of errors (scenario 

2, major errors), ordered MP becomes drastically less 
efficient than unordered MP between the second and 
the third error. The third to the fifth errors are dramatic 
in terms of efficiency, where ordered MP can lose a 
maximum of 42.3% efficiency. Linear regressions 
of these data show how efficiency decreases as the 
number of ordering errors increases (Table 2).

scenario 1 scenario 2

number of errors MP 3ta MP 3ta

0 90.14 86.47 90.14 86.47

1 90.17 87.36 77.26 71.73

2 88.83 86.63 77.94 49.41

3 87.39 85.86 51.83 44.02

4 87.34 82.35 49.7 43.37

5 87.56 80.36 47.81 44.02

p-value 0.0121 0.0203 0,.0048 0.0185

intercept 90.2 88.15 88.67 78.12

slope -0.65 -1.32 -9.15 -8.65

Table 2. Impact of errors in the ordering scheme on MP and 3ta efficiency, based on characters with 10 states. Probabilities of the null 
hypothesis (no impact) were tested through linear regressions. Two kinds of errors were tested: minor (scenario 1) and major (scenario 
2) errors. See Figure 2 for explanations of both scenarios. Unordered parsimony for these data yields an efficiency of 69.0%.

Scenario 1

Scenario 2
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Figure 4. Impact of ordering errors shown in Figure 2 on MP 
efficiency. The difference in efficiency between methods was 
assessed by iterative recoding of the same matrices with the 
various ordering schemes with increasing the number of per-
mutations. Scenario 1 shows MP’s behaviour with slight errors; 
scenario 2 shows the worst possible errors in the ordering 
scheme. Orange: ordered MP; red: 3ta. Unordered MP is con-
stant because the ordering scheme is not coded, being repre-
sented as a black dotted line.
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Irreversible characters

As shown in Figure 5A and Table 3, MP efficiency 
is significantly higher under a model generating only 
convergent characters than under a Brownian motion 
model (BM) generating convergences and reversals 
(78.6% and 73.2%, respectively; p-value: < 0.0001). 

3ta efficiency appears to be the same in both models (76 
to 77.3%, p-value: 0.2572). The loss of efficiency of 
MP results from a 20.2% drop in TR (in BM compared 
to irreversible characters), partly compensated by a 
loss of 9.3% of false resolution (FR). Reversals in 3ta 
create the opposite effect: an increase of true resolution 
of 9.2% and an increase of 6.5% of FR. Unordered 
MP was not tested (separately from ordered MP) here 
because the data used for this test are binary.

Uncorrelated errors

The control is here on BM with four states (78.0% 
efficiency for ordered MP, 71.3% for unordered MP 
and 78.3% for 3ta; Table 4). Uncorrelated homoplasy 
(errors randomly added to the data matrix) added to 
simulations under BM decreases efficiency of all 
methods (Figure 5B). Unordered MP scores are the 
worst (44.4%) in this context. Efficiency of 3ta also 
decreases to 49.2%, but its performance remains 
significantly (p < 0.0001) superior to ordered MP 
(46%). We highlight another interesting result: 3ta 
always yields a single most parsimonious tree in these 
specific simulations, though not always fully resolved 
(in all of the 100 analyses), whereas MP yields an 
average of three most parsimonious trees per analysis.

Reversal empirical test

BM irreversible 
model

Ordered MP 73.2 78.6

3ta 77.3 76.0

p-value Ordered MP/3ta 0.0004 0.0215

Table 3. Impact of reversals in the evolutionary model on MP 
and 3ta. An irreversible model (matrices modelled without 
reversals, with binary characters) is analysed with both meth-
ods and compared to Brownian motion with binary characters. 
A Wilcoxon test is used to test the significance of the difference 
of the results obtained with ordered MP and 3ta. Given that the 
characters used for this simulation are binary, there is no free-
dom in ordering scheme and hence, no difference between 
ordered and unordered MP.
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Figure 5. Impact of reversals (A) and randomly-generated errors (B) on phylogenetic reconstruction methods. A. Reversals. Left: the 
evolutionary model used is an irreversible model, generating only convergences, showing better performance of MP than 3ta (p-value: 
0.02153). Right: a standard Brownian Motion model is used, generating both convergences and reversals; 3ta performs better than MP 
(p-value: 0.0004). B. Randomly generated errors. Left: standard Brownian motion model (no significant difference between methods; 
p-value: 0.4402). Right: same model with random errors added; 3ta performs better than MP (p-value: <0.0001). Orange: ordered MP; 
red: 3ta; black: unordered MP.
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Empirical tests

All characters are unordered in the analyses of empirical 
datasets. In the HIV example, 3ta is more efficient 
than unordered MP with both outgroups (Table 5). 3ta 
efficiency is 96.3% for the HIV outgroup and at 57.6% 
for the SIV outgroup. It is between 17.6% and 5.0% 
more efficient than MP, which shows an efficiency 
of 79.1% with the HIV dataset, and 52.6% with SIV. 

With the recoded dataset from Spencer et al. (2004), 
the results are more similar between methods (Table 
6) and the dataset seems almost equally well handled 
by both methods. MP is slightly more efficient than 3ta 
with a higher TR and a lower FR, and an efficiency of 
92.7% versus 91.7% for 3ta. 

Discussion

Effect of the number of states

When comparing ordered and unordered MP using 
data generated through BM (Figure 3), our results 
show a linear correlation between the number of states 
and the efficiency of all methods, with contrasting 
tendencies (Table 1). The efficiency of ordered MP 
(and 3ta, to a lesser extent) increases with the number 
of states (when the ordering scheme is correct). This is 
expected because the phylogenetic information content 
of character states increases linearly with the number 
of states if the latter are ordered (i.e. a binary character 
can support only one clade, but a ternary ordered 
character will support two nested clades). However, 
this is not true for unordered states because in the worst-
case scenario in which the number of states equals 

Random error test

BM BM with  
random error

Ordered MP 78.0 46.0

Unordered MP 71.3 44.4

3ta 78.3 49.2

p-value Ordered MP/3ta 0.7002 > 0.0001

Table 4. Impact of homoplasy by random errors on phylogenetic 
reconstruction on ordered MP, unordered MP and 3ta. Random 
errors are generated on matrices generated with Brownian 
motion on four states and compared to analyses of the same 
matrices without random error. A Wilcoxon test is used to test 
the significance between ordered MP and 3ta.

VIH phylogeny

Number of trees RI TR FR Efficiency

MP VIH 49 (95 steps) 0.69 58.2 0 79.1

VIS 156 (217 steps) 0.64 38.6 33.5 52,5

3ta VIH 1 0.74 97.1 4.6 96,2

VIS 1 0.85 54.9 39.9 57.5

Manuscripts phylogeny

Number of trees RI TR FR Efficiency

MP 2 (185 steps) 0.68 100 14.6 92.7

3ta 1 0.76 99.8 16.5 91,6

Table 5. Empirical test of cladistic analysis by unordered MP and 3ta of HIV virion. The analysis is made with two alternative out-
groups, a close HIV and a much more remote SIV group. Results present the number of trees for each analysis, the number of steps for 
MP (the concept being meaningless in 3ta), the retention index (RI), and the efficiency composed of TR and FR.

Table 6. Empirical test of cladistic analysis by MP and 3ta of copied manuscripts. Results present the number of trees for each analysis, 
the number of steps for MP, the retention index (RI) of the characters on the obtained tree, and the efficiency composed of TR and FR.
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the number of OTUs, an unordered character has no 
phylogenetic information content, whereas an ordered 
character has a maximal information content (it would 
specify a fully-resolved tree, if not contradicted by 
other characters). Thus, splitting characters into many 
states should not be undertaken when relationships 
between character states are poorly constrained. On 
the contrary, when relationships between states appear 
clear, as for linear morphoclines, maximizing the 
number of ordered character states will maximize the 
general efficiency of MP to retrieve the correct tree.
 Previous results on the comparative efficiency 
of the two ordered methods, MP and 3ta, have been 
contradictory (Grand et al., 2013; Rineau et al., 2015). 
Our simulations show a relationship between the 
number of states and the efficiency of both methods, 
which explains the contradictory results in previous 
studies. MP is more efficient than 3ta when the number 
of states per character is higher than four (Figure 3); 
this was the case for the study of Rineau et al. (2015), 
which simulated characters with 10 states each. With 
four character states, as in most molecular studies, 
ordered MP and 3ta have the same ability to find the true 
phylogeny (p-value: 0.4402). However, 3ta performs 
better than MP with binary characters, which is the 
most common situation in paleontological studies, with 
4.2% more efficiency (p-value: 0.0004). This explains 
why Grand et al. (2013) found more favourable results 
for 3ta, because most of their characters contained three 
or fewer states. In simulations with binary characters, 
the artefactual resolution is always significantly 
higher in 3ta than in MP (3.6 to 6.1% higher; Table 1). 
This difference in resolution reflects the fact that the 
number of most parsimonious trees is always lower 
in 3ta, leading to a more resolved strict consensus. 
Nevertheless, 3ta retains more correct phylogenetic 
information than MP with decreasing number of states. 
The true resolution at eight states is equivalent; 2.1% 
better in 3ta with six states, 6.8% better with four 
states and 12% better with binary characters. The true 
resolution decreases in MP with decreasing number 
of states mostly because resolution decreases. To sum 
up, the 3ta seems to be able to deal with information 
of binary or ternary characters, while MP might better 
capture the information contained in the ordering 
scheme of characters with more than four states.

Errors in ordering schemes

The objective of the second set of simulations was to 
compare the performance of ordered and unordered 

methods when the ordering scheme contains errors 
(Figure 4; Table 2). Adding errors to the coding 
scheme of simulations under Brownian motion 
decreases the efficiency of both ordered MP and 
3ta, as expected, but not to the same extent. The 
comparison with unordered MP shows that ordering 
characters strongly constrains the hypothesis. To 
investigate precisely the change in efficiency in the 
relationship with the number of errors, the analyses 
were performed on characters with 10 states. 3ta 
under BM with more than four states is always less 
efficient than MP, so ordered and unordered MP are 
emphasized in this discussion. Errors of ordering 
can vary in many ways. In the first scenario, when 
errors are minor (Figure 2), ordered MP has always 
a strong advantage, as compared to unordered MP 
(approximately 20% more efficient). In the second 
and worst-case scenario, ordered MP efficiency 
decreases dramatically when three or more inversions 
are present (six or more states are wrongly placed 
in the scheme), and becomes less powerful than 
unordered MP. Thus, even with one or two dramatic 
errors (inversions) in the coding scheme, ordered 
MP remains more efficient than unordered MP. More 
than half of the character-state positions (one of the 
worst-case scenarios when ordering states) need to 
be mistaken to make ordering disadvantageous with 
MP. With 3ta, results are always slightly worse than 
for ordered MP, with the advantage of the ordering 
scheme being lost, in the case of severe errors, with 
two (rather than three) or more inversions between 
states (Table 2). This poor efficiency of 3ta in this 
case might be partly due to the high number of 
character states used here (10), a behaviour already 
highlighted by Rineau et al. (2015). This result was 
expected because in 3ta hypotheses of homology 
are phylogenetic arguments addressed to support 
a phylogenetic hypothesis. If the arguments are 
massively inconsistent, one of the main theoretical 
premises of the method is violated.
 Thus, several subtle errors in the ordering scheme 
are not enough to suppress the advantage of ordered 
analyses. For this advantage to be lost, the ordering 
scheme must be severely flawed. An example would 
be using a similarity criterion where in reality genetic 
determinants cause a discontinuous evolution that 
does not yield clines, such as merosity in flowers (the 
fact for floral pieces to be organized in multiples), in 
which case going from three axes to six is probably 
easier in certain clades than going from three to four 
axes (Decraene and Smets 1994).
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they fit the tree, compares in performance with MP. 
If 3ta is unable to manage reversals in phylogenetic 
reconstructions, the method should have a drastically 
lower efficiency in the presence of reversals than in 
irreversible evolution. Our results (Figure 5A; Table 
3) falsify this assumption because MP efficiency 
collapses when adding reversals in the evolutionary 
model, whereas 3ta efficiency remains stable (p-value: 
0.2572 between 3ta with and without reversals in the 
evolutionary model). This result might be linked with 
the fact that in 3ta reversals increase the number of 
incompatible 3ts, whereas under MP reversals increase 
the number of evolutionary steps. Supernumerary steps 
may distort the entire character, whereas 3ts divide the 
character into minimal parts that can be independently 
retained or rejected. Our results show for the first time 
that the main criticism against 3ta may be empirically 
unfounded; in the absence of reversals, performance 
of 3ta should have been best, but that is not what we 
observed. 
 Conversely, with an irreversible evolutionary 
model, MP performs statistically better than 3ta 
(2.6% better, p-value: 0.0215). The explanation 
for this phenomenon is probably the divergence of 
character representation between steps (instance of 
transformations between states) and 3ts (statement of 
kinship relationship based on a derived state). Take the 
example of a homoplastic character state that support 
two clades in a tree that implies a convergence. These 
two clades in MP are supported by independent steps. 
It does not matter where these convergent transitions 
supporting both clades are situated on the topology. In 
3ta, the closer the clades are to each other, the higher 
the number of 3ts will support the tree. The example 
on Figure 6 illustrates the difference between MP 
and 3ta. Regarding only the character X, both trees 
A and B are equivalent under MP, as the character 
distribution implies two steps on both topologies. 
The hierarchical 3ta character (a, b, d, e, (c, f)) is 
completely incompatible with the phylogeny A ((a, 
(b, c)))), (d, (e, f))). On this character, no 3ts can be 
retained. Regarding only that character, this phylogeny 
is less optimal than the second phylogeny B (a, ((b, 
c), (d, (e, f)))), which is compatible with one 3ts a, 
(c, f), because of the proximity between the taxa that 
bear the derived state. The criterion for choosing a 
phylogeny in MP is to minimize the number of steps. 
In 3ta, it is to choose the most congruent phylogeny, 
the one which agrees with the maximum number of 
phylogenetic hypotheses represented by 3ts. While the 
supernumerary transformation steps are the same in 

Effect of evolutionary reversals and convergences

The aim of this set of simulations was to test the 
efficiency of cladistic methods on phylogenies 
constructed with a model forbidding reversals (but 
convergences were allowed). These results were then 
compared to those obtained by analysing datasets 
constructed with a model that allows reversals. We 
aimed to test their differential performance because 
proponents of MP (Harvey, 1992; Kluge, 1994; Farris 
et al., 1995; Farris and Kluge, 1998; Farris, 2012) and 
3ta (Nelson, 1996; Nelson and Ladiges, 1996; Platnick 
et al., 1996; Siebert and Williams, 1998; Nelson et 
al., 2003; Williams and Ebach, 2005; Zaragüeta and 
Bourdon, 2007) have crystallized heated debates on 
how methods must manage reversals on a theoretical 
basis. The handling of reversals in 3ta and MP reflects 
great differences in how characters are conceptualized 
in these approaches. Taxic homology used in 3ta 
differs in the treatment of plesiomorphies from the 
transformational homology used in MP (Carine and 
Scotland 1999; Scotland 2000; Brower 2014; Farris 
2014). For 3ta proponents, systematists propose 
putative hypotheses of synapomorphy. The root of 
a character may or may not be a state; in the former 
case, it is a plesiomorphy (Nelson, 1994). At a defined 
taxonomic level of an analysis, 3ta may consider a loss 
as uninformative because it is neither a homology nor 
a synapomorphy (Rineau et al., 2015). However, the 
most common way to deal with homology is that used 
in MP, in the context of transformational homology. 
If 0 is a plesiomorphy and 1 an apomorphy, the 
transformation from 0 to 1 supports a clade. However, 
MP also supports a clade if another transformation 
appears in the tree from 1 to 0. Moreover, MP may 
support both transformations at the same time, for 
different clades. Thus, evolution of the characters as 
in matrices (MP) or their nested status (3ta) need to be 
carefully assessed under both approaches. 
 One of the main arguments used against 3ta was its 
inability to recognize ‘reversals’ (Farris et al., 1995; De 
Laet and Smets, 1998; Farris and Kluge, 1998; Farris 
et al., 2001; Farris, 2010; Farris 2012). Critics have 
called reversals plesiomorphic character-states that 
are considered synapomorphies at less inclusive nodes 
through the minimization of the Manhattan distance 
implemented in MP. Simulations with irreversible 
evolution were made to provide new empirical data 
relevant to the theoretical discussions on reversals and 
3ta. Their purpose was to verify how 3ta, which does 
not modify proposed hypotheses of homology so that 
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standard evolutionary models, homoplasy is always 
of evolutionary significance. In evolutionary models, 
errors are always considered only as convergences and/
or reversals. In these final simulations we added random 
errors to matrices produced by BM. These random 
errors simulate errors unrelated to evolution, such as 
human errors. These include errors of interpretation 
of the DNA alignment, errors of interpretation of 
structure due to taphonomical problems (Sansom 
et al., 2011), erroneous character coding, or simply 
mistakes when scoring cells in a matrix (such as 
ambiguity of the sequencing at a particular position, 

both topologies under MP, there is a ‘node attraction’ 
between clades sharing homoplastic convergent states 
in 3ta. This may reflect the difficulty of 3ta to deal with 
convergent features, especially when they are far from 
each other on the tree.

Random errors, homoplasy and phylogenetic inference

The purpose of our final set of simulations was to propose 
an alternative to the standard experimental simulations 
usually performed to compare phylogenetic methods 
(Wright and Hillis 2014; Goloboff et al., 2017). In 
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Figure. 6 Example of differential behaviours between MP and 3ta. The example shows two phylogenies, A and B, and a character X. 
Character X is represented in a matrix in MP and through a hierarchical character (a, b, d, e, (c, f), with (c, f) as a derived character 
state. In MP, the optimization of both trees always leads to two steps, regarding only character X; they are both suboptimal. In 3ta, the 
optimal tree is chosen as the structure retaining the maximum number of hypotheses (i.e. 3ts resulting from the character decomposi-
tion). Tree A is completely incompatible with character X, as no 3ts are retained. Regarding only character X, tree B is a better phylog-
eny as it retains one 3ts from the initial character. In 3ta, 3ts tend to ‘attract’ nodes that independently acquire a derived state, whereas 
this phenomenon does not occur in MP. 
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this issue significantly better than MP. In systematics 
based on phenotypic data, human errors are added to 
other sources of homoplasy such as convergence and 
reversals, and should be better taken into account in 
future studies.

Empirical studies

The first set of analyses on HIV virion supports our 
conclusions drawn from the simulations. The analyses 
using the nearest HIV outgroup show 3ta to be much 
more efficient than MP (Table 5). The main reason 
for the low performance of MP is certainly due to the 
high number of optimal trees (49 MPT), as shown in 
all our previous simulations. However, we note that 
the true tree is included neither among the 49 MP 
trees, nor concerns the single 3ta tree. With a farther 
outgroup (SIV), both methods decrease in efficiency, 
but 3ta remains more efficient than MP. However, 3ta 
efficiency seems to decrease more quickly with a more 
distant outgroup (38.7% decrease against 26.5% for 
MP). This sharp decrease may reflect difficulties of 3ta 
in dealing with distant outgroups with long branches, 
as shown by Rineau et al. (2015). These results may 
also reflect the different ways in which MP and 3ta 
use outgroups. In 3ta rationale, outgroup rooting 
is better used to root trees of character states. This 
strategy is more sensitive to outgroup choice than the 
MP handling because it assumes the outgroup to bear 
only plesiomorphic states, an unrealistic supposition. 
Finally, we show with 3ta analyses that a small number 
of informative characters (23) is sufficient to infer 
correctly a phylogeny when the polarization is reliable 
(outgroup criterion here).
 The dataset on manuscript characters favours MP, 
which reaches its highest efficiency in this study 
(92.7%). 3ta shows slightly less efficiency (91.6%), 
because the true tree contains polytomies (Spencer et 
al., 2004). Given that our results are synthetized by a 
strict consensus, the fact that MP retains more optimal 
trees than 3ta is advantageous here. Given that 3ta 
yields a less optimal, fully resolved tree, polytomies 
(uncertainties) are not represented, pushing up the 
score of false resolutions.

Conclusion

We used simulations here to propose new empirical 
arguments to fuel methodological discussions on 
character coding and phylogenetic methods and to 

or a measurement error on a structure). Problems 
of homoplasy generating events that do not follow 
the dichotomy reversal/convergence, such as lateral 
gene transfer (generating homoplasy when forced on 
a hierarchical topology), can be ranked under these 
“random errors” (a phylogenetic network becomes 
partially random from a hierarchical point of view). 
The differences between errors in the matrix and 
genuine homoplasy – phylogenetically structured 
homoplasy such as convergences and reversals – have 
been little investigated, but this topic is relevant to 
compare methods in different situations. For example, 
the interpretation of characters in DNA sequences must 
be a little less sensitive than comparative anatomy to 
interpretative human errors, although other sources 
of error, such as alignment ambiguity or sequencing 
errors, may be common. The impact of such errors 
on phylogenetic analyses needs to be minimized by 
using methods that do not over-interpret the dataset. 
Differences in efficiency were detected following 
addition of interpretative errors to the dataset (both 
with BM and with perfectly congruent datasets 
without convergences or reversals). Even though MP 
and 3ta lose efficiency when 20% of random errors 
are added, 3ta is 3.2% more efficient than ordered MP 
in the presence of such errors to reconstruct the true 
phylogeny (Figure 5B; Table 4).
 The fact that reversals are never used to support 
clades in 3ta may limit over-interpretation of their 
evolutionary significance. 3ta integrates into its 
definition the possibility of error, defining homology 
as only “the relationship among parts of organisms 
that provides evidence for common ancestry” (de 
Pinna 1991; Brower and de Pinna 2012, 2014). MP, 
in contrast, will maximize phylogenetic information 
through minimization of supernumerary steps. Using 
this method means assuming that if a hypothesized 
synapomorphy is rejected, the method might 
generate several other synapomorphies (implying 
supernumerary evolutionary steps) to fit inconsistent 
character-states, which may lead to an over-
interpretation of the original characters and an increase 
of false resolution.
 Homoplasy generated by interpretative errors 
and all types of human errors may be crucial in 
phylogenetic reconstructions given that such errors 
may not be uncommon in empirical datasets (e.g. 
Marjanovic and Laurin 2008, 2009). The comparison of 
phylogenetic methods should address their robustness 
to such errors in the data. We highlight for the first 
time through simulations the capacity of 3ta to handle 
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3ta. Alternatively, 3ta may succeed better than MP at 
sorting primitive absence from losses. 
 Our final simulations assessed the impact of 
random errors (not correlated with the phylogeny) 
that might be explained by errors that have nothing 
to do with evolution, such as mistakes, interpretation 
errors, alignment problems and taphonomical losses 
(Sansom et al., 2011). In our simulations, the first to 
include this new parameter (as far as we know), 3ta 
is also more efficient than MP, possibly because of 
the over-interpretation of inconsistent data by MP. 
This new source of error should be better integrated 
in future model-based simulations for experimental 
systematics because it can be a parameter of critical 
importance (e.g., Marjanovic and Laurin 2008, 2009). 
Recent simulation-based studies of phylogenetic 
methods typically include probabilistic methods 
such as Bayesian inference and maximum likelihood 
(Goloboff et al., 2017 and references therein). All 
probabilistic methods implement transformational 
homology. Consequently, they might react to human 
error in a way similar to MP, but this need to be 
assessed. 
 Lastly, empirical studies put into perspective the 
fact that the ability of 3ta to retain fewer optimal trees 
may be advantageous or not, depending on the real tree. 
The greater resolution provided by 3ta proved useful 
to deal with the HIV dataset, but disadvantageous 
with the manuscript dataset, in which MP performed 
slightly better.
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