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Highlights
Identical genes do not ensure identical
processes during neural development,
partly owing to the intrinsic noise in
molecular processes.

Noisy neural development may result
in either invariable or variable adult
structure and function.

Developmental noise and variability
contribute to robustness to
perturbation.

Evolutionary robustness and develop-
mental robustness share some of the
same principles.
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As in all biological systems, neurons and their networks must balance precision
with variability. Phenotypic precision and phenotypic variability can both occur
with remarkable robustness, where robustness is defined as the ability to
tolerate perturbation. Variability in genotype–phenotype mapping produces
phenotypic variability despite identical genetic information. The resulting vari-
ability among genetically identical neurons can contribute to the robustness of
brain development. Similarly, variability of genetically identical individuals can
contribute to evolutionary robustness. We discuss here shared principles of
developmental robustness and evolutionary robustness, and highlight scenar-
ios where such principles result in neural networks that achieve robustness of
precision or variability.

From Variability to Robustness in Brain Development and Evolution
Precision in neuronal differentiation and connectivity is a remarkable outcome of neural
development. Neuron subtypes, their ratios, distribution, and synaptic connections are all
highly reproducible. However, the outcome of neural development is, in fact, not always
precise. Examples abound of genetically identical individuals with variable nervous systems,
from worms to humans. For instance, genetically identical C. elegans or grasshoppers exhibit
anatomical differences in their connectivity that were already described in the 1970s [1,2]. The
brains of monozygotic human twins also show considerable structural differences [3], and it
remains unclear to what extent this is due to environmental factors or inherently imprecise
development. Similarly, peripheral nervous system innervation of the left and right sides of
human fetuses exhibit differences that have been attributed to inherently imprecise develop-
ment [4]. These observations showcase variability despite identical genes, suggesting that non-
heritable factors play important roles in generating variability during neuronal development.

The outcome of neural development is selected not only for optimized function but also for
robustness. The robustness of a system is defined as its ability to tolerate perturbation (Table 1).
Imagine, for instance, an enzyme that functions optimally but loses all activity if any of its amino
acids are changed by mutation. By contrast, imagine another enzyme that is somewhat less
efficient but can tolerate the majority of single amino acid exchanges without significant
reduction in its activity. In any species with a mutation rate higher than zero, the latter enzyme
has a selective advantage because it is more robust. Robustness to excessive variation may
contribute to the evolvability of biological systems. This is because robustness allows the
accumulation of mutations (cryptic genetic variation [5]), and thus eventually ‘evolutionary
innovation’, with minimal effects on fitness in the intervening time (reviewed in [6–8]), although
the generality of this idea has been questioned [9]. Importantly, the robustness of the phe-
notype of an organism to perturbation is due in large part to developmental processes that can
tolerate random genetic mutations and unpredictable environmental perturbations. This has
historically been described as ‘canalization of development’ [10]. The relationship between
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Table 1. Operational Definitions and Examples for Key Terms

Term Definition Examples

Stochastic (or ‘truly random’) process A process in which at any point in time the precise
state or value is (i) unpredictable and neither depends
on (ii) previous values or states of the system, nor on
(iii) an inherent bias of the system. We use the term
stochastic synonymously with random.

Dice roll. For each roll of a ‘fair’ dice, the probability of each of
the six outcomes is exactly 1/6 and does not depend on
previous throws of the dice.
The meiotic segregation of chromosomes. The distribution of X
and Y chromosomes is 1/2 and does not depend on previous
‘drawings’. Notably, there are factors that bias this outcome
and there remains doubt as to what extent biological
processes in general are truly stochastic. See noisy process.

Noisy (imprecise, non-deterministic
or probabilistic) process

We define as ‘noisy’ a process in which at any point in
time the precise state or value is unpredictable.
However, in contrast to a truly random process, there
might be a dependency on previous states of the
system or an inherent bias. We use noisy
synonymously with imprecise, non-deterministic, and
probabilistic.

Growth cone filopodia extension/retraction dynamics are
unpredictable, but are typically biased towards the ‘leading
edge’.
Dscam splice variants are non-predictable, but may not have
equal probability for all variants.

Deterministic process A process in which any future state or value of the
system is precisely predictable. Hence, a deterministic
process always produces the same outcome.

Transcription of the same DNA sequence will deterministically
yield the same RNA sequence, given identical conditions and
no error rate. To the extent that the error rate increases, the
process can become noisy. Note that a deterministic outcome
depends on the exact state or value under consideration: given
a large number of dice throws, the average outcome will
deterministically converge to 3.5. Two sister cells may
stochastically attain either fate A or B, but the process can
deterministically ensure that exactly one cell becomes A and
one cell becomes B.

Variable outcome We define the outcome of process as variable if that
outcome is unpredictable and different when
repeated.

Variability can originate from stochastic or noisy processes.
Rolling a dice leads to variable outcomes that are stochastically
distributed (1,2,3,4,5,6). Noisy growth cone filopodia
dynamics lead to variability in the direction of growth.

Robust (or canalized) outcome Robustness is the property of tolerating perturbation.
Both precision or variability can be robust. We use
robustness of precision synonymously with
Waddington’s canalization.

The precise expression or function of a protein can be robust to
mutation, in other words many (possibly most) mutations only
quantitatively change expression or function levels. These
changes may be subthreshold with respect to its
consequences or gradually affect a higher-order process.
Dscam splicing in neurons and V(D)J recombination in immune
cells create variability. The variability as such can be robust to
genetic or environmental perturbation. Waddington’s classic
concept of canalization is restricted to robustness of precision,
in other words constancy of outcome in the wild type, which is
often reduced in Drosophila mutants.
developmental processes and phenotypic robustness is often difficult to describe because of
nonlinearities inherent in the molecular and cellular processes underlying development [11].

Evolutionary robustness requires variability among individuals. Individuals are the outcome of
development, and this outcome can be variable or precise, and both can be robustly so (i.e.,
both variability and precision among individuals in the population can be robust to perturbation).
Similarly, developmental processes can be deterministic or noisy, and both robustly so
(Table 1). However, invariant outcomes do not necessarily require deterministic developmental
mechanisms. As we will discuss in the first section, some neural network features may need to
be precise, but the developmental processes generating them may need to be noisy to achieve
that precision. In this case, variability among neurons may be crucial to achieve developmental
robustness, similarly to how variability among individuals is crucial for evolutionary robustness.



Therefore, in both developmental and evolutionary contexts, noise in a preceding step can lead
either to a precise or to a variable outcome in the subsequent step.

The differences between monozygotic twins, and between left and right peripheral innervation
patterns, suggest that noisy development underlies variable outcomes even in the absence of
germline mutations. Hence, developmental processes can be noisy as a result of genetic or
non-genetic causes. Phenotypic variability of circuit function owing to heritable genetic differ-
ences is subject to evolutionary selection. However, can phenotypic variability result from
identical genes and noisy development, including somatic, non-heritable genetic differences?
In the second section of this Opinion we discuss how variability itself might be evolutionarily
selectable during neural development.

In the following two sections we therefore ask two questions. First, how does phenotypic
variability in neural development arise even when genes are identical? Second, what are the
possible evolutionary consequences of this type of phenotypic variability?

Developmental Sources of Variability Despite Identical Genes
Intrinsically noisy developmental processes can lead to either variability or precision in the
outcome. We have previously discussed the contribution of genetically encoded noisy devel-
opmental processes in brain wiring [12]. Our core argument was that synapse-specific brain
wiring is achievable through molecular functions that not only tolerate noise but actively utilize it.
Prominent examples include dendritic self-avoidance based on stochastic filopodial growth
and noisy splicing of a cell adhesion molecule [13,14]. Mechanisms based on noise may be part
of a multistep developmental process that also includes molecular functions, such as synaptic
matchmaking, that do not utilize noise but must tolerate it. Roger Sperry’s influential chemo-
affinity theory [15] is the foundational framework for the latter type of molecular functions.
Chemoaffinity has since then been extended by many elegant studies that revealed functions of
‘connectivity molecules’ that function as ‘Sperry molecules’ to various degrees [16–18]. By
contrast, a framework of rules focuses on the principle that is executed through molecular
actions [12]. Importantly, developmental rules (such as self-avoidance or lateral inhibition)
govern both noisy (as opposed to only ‘noise-tolerating’) and deterministic molecular mecha-
nisms, exactly as physical laws govern both noisy and deterministic behaviors of matter. To
understand the evolution of variability and robustness, we need to understand developmental
rules that operate on noisy molecular mechanisms and cellular dynamics.

Phenotypic outcomes can be highly precise not only as a result of deterministic processes but
can also be due to intrinsically stochastic processes. A good example of the latter is the
precisely controlled number of neurons in C. elegans, where exactly 302 neurons result from
developmental cell competition that does not allow the prediction of which cells will die in the
process [19]. Similarly, photoreceptor neurons in the fly eye differentiate following a non-
deterministic cell-sorting process that does not allow one to predict which cells will become
neurons and which cells will die; nonetheless, the number of cells of a single eye facet (called an
ommatidium) is invariable, and the precision of optical axes within and across ommatidia is
astounding [20]. Thus, when does developmental noise lead to invariable phenotypes, and
when does it lead to phenotypic variability?

First, we need to consider that neural circuits, like any biological structure, grow based on
algorithmic information. An algorithm is defined as a series of steps where the output of
preceding steps becomes the input of the following step. Algorithmic information, as opposed
to total endpoint information (i.e., blueprints), is defined by the rules applied at each step, and



not by the precise input/output values. This is the basis for developmental flexibility. During fly
eye development, for instance, half the cells can be continuously experimentally killed through
continued expression of an apoptosis inducer in progenitor cells. Remarkably, a morphologi-
cally normal eye and precise eye–brain wiring develop, and this technique is routinely used in fly
laboratories to generate homozygous mutant eyes [21,22]. This is because, during eye
development, stochastic recruitment and cell killing are an integral part of the rules. We note
that the noisy, flexible nature of eye development also manifests itself in apparent genetic
redundancy: two mutations that independently increase cell death or reduce the accuracy of
patterned cell sorting through different mechanisms may result in a disrupted outcome, while
each mutation alone may lie within the margins of what noisy, flexible development can still
compensate for.

Algorithmic growth not only accommodates stochastic processes but can even make such
processes an integral part of the algorithmic rules [12]. The extent to which variability in
phenotypic outcome is under evolutionary selection can determine the extent to which noisy
development is ‘preserved’. In the case of the fly, the optical axes between the individual single
eye facets (ommatidia) of the compound eye and the precision of the underlying wiring of
photoreceptor axons in the brain must be precise for spatial vision to function. By contrast, the
precise number of ommatidia per complex eye is variable and is likely under much less selective
pressure. Hence, the same underlying noisy growth leads not only to astonishing precision in
the geometry of the fly eye and the underlying brain wiring pattern, but also to a significantly
variable number of component eye facets between individual flies. Perhaps even more remark-
ably, the sizes of the left and right eyes of the same fly, while highly correlated, are nonetheless
not identical [23].

Another aspect to consider is that, in many respects, individual neurons operate as autono-
mous agents during neural development. Neurons grow axonal growth cones and dendritic
branches through local decision-making processes in an unknown environment. Each branch
of the dendritic tree grows without knowledge of a branch at the other end of the tree, let alone
the branches of other trees. Similarly, the axonal growth cone individually responds to what it
encounters in the environment. This allows local decisions in the face of an obstacle, loss of
branches, and imprecision in the molecular environment. Each of the autonomously acting
agents can be considered to be a player in a game with set rules. Each player makes individual,
noisy, and local decisions, even in genetically identical left and right brain hemispheres, but
following the same rules.

To illustrate this point, consider molecule families such as the highly variable Drosophila Dscams
and vertebrate protocadherins. For both types of molecules specific isoforms are expressed
noisily in a cell-autonomous fashion, such that only a few of potentially thousands of possible
variants areexpressed in each neuron. This variable identity allowsa neuron todistinguish self from
non-self. Self-avoidance based on noisy filopodial extension dynamics and neuronal dendrite
recognition of self leads to spread-out growth of its dendritic tree [13,14]. We would argue that the
functionally significant dendrite spreading is under evolutionary selection, while the precise
location of individual branching points is not. Dendrite spreading is based on a developmental
rule-set consisting of iterated noisy filopodial growth, self-avoidance, and branching. The process
leads to robustness of stereotypicallyspread-outdendritic trees (which are functionally important),
butvariability in the precise branching pattern (which is not). In fact,Dscam and protocadherins are
not only examples of molecules that execute developmental rules based on noisy processes in an
algorithmic fashion, but are also prime examples of evolutionary selection for variability per se, as
discussed in the second section of this article.



In contrast to Dscam and protocadherins, several cell adhesion molecules have been shown to
function with remarkable specificity in the matchmaking of specific synaptic partners, including
sidekick-2 [24] in the mouse retina, teneurins in the fly olfactory system [25], and Syg-1/Syg-2 in
a C. elegans motor neuron [26]. Interestingly, none of these mutants affect the ability of a
neuron to make synapses per se, and in the absence of each of these molecules synapses are
formed in varying numbers with other, often incorrect, partners. We would argue that these are
examples of molecular adhesion that bias the probabilistic nature of synapse formation – a
developmental rule based on a noisy process. In terms of algorithmic growth, this biasing
typically occurs towards the end of the synaptic specification process. Interestingly, sets of
molecules have been identified in gene expression profiles that are sufficient to predict synaptic
partners in C. elegans [27,28] and Drosophila [29]. While it is tempting to interpret these
molecules in terms of ‘lock and key’ for a synaptic code, genes that computationally predict
partnerships may not function as part of the developmental algorithm at all, in the same way as
the expression of a neurotransmitter in a presynaptic cell and its receptor in postsynaptic cell
does not dictate their connectivity.

Is noisy development really essential to create robustness in the outcome? As discussed
above, dendritic growth based on self-avoidance is robust because of (i) noisy filopodial
exploration, and (ii) local decisions of dendrites when to ‘self-avoid’. However, at least in
theory, robustness could still be achieved with deterministic filopodial exploration, but not
without local decision-making, as discussed below. We must therefore consider how a
deterministic model could work, and when noisy development may be advantageous or even
be required for robustness (Figure 1A–C).

Biological examples show that stochastic filopodial dynamics provide a substrate for synapto-
tropic growth towards a brain region with more synaptic partners; similarly, stochastic filopodial
dynamics provide the substrate for self-avoidance to generate dendrite spreading [30–32]. In
theory, however, a deterministic filopodial ‘probing program’ could work, provided that it
probed all possible directions evenly, by searching every N degrees rotationally in a 360�

circle (Figure 1C). Provided that the growing dendritic tree can operate as an autonomous
agent, such a theoretical deterministic behavior would allow similar flexibility when hitting
obstacles or during growth towards regions with increased synaptic partner availability.
However, we are not aware of neuronal examples where deterministic axonal or dendritic
filopodial probing of an unknown environment occurs. On the other hand, examples abound of
axonal and dendritic growth based on non-deterministic, flexible, and robust development
[33–35]. An interesting question concerns what is ‘easier’ to encode – in terms of information
cost – and what is more robust in the face of perturbation through mutation: a deterministic
algorithm or an algorithm that employs intrinsically stochastic processes?

Arguably, random exploration is the ideal way for an axon or dendrite to evenly explore an
unknown environment. Any deterministic algorithm designed to both comprehensively and
evenly explore the environment may come close to, but never fully achieve, the random ideal. If
intrinsically noisy molecular processes create random exploration, this may be less costly to
genetically encode than a deterministic program that ensures both even and complete
exploration (Figure 1). A random process creates a precise Gaussian distribution around
the mean, ‘majority’ behavior (Figure 1A,B). The importance of the width of this distribution
(i.e., noisiness) becomes clear when a selection pressure or perturbation is applied. Consider
the case of an exploring axonal or dendritic arbor whose target may be closer or further away. If
filopodial exploration is precise (the distribution narrow), the likelihood of missing the target
increases (Figure 1A). By contrast, a noisier (wider) random distribution will increase the
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Figure 1. Developmental Robustness. (A) Directed growth of axonal or dendritic arbors may occur with little random
filopodial exploration deviating from the mean. The filopodial distribution is narrow, the cost is low (yellow area), and the
probability of identifying a target deviating from the mean is reduced (black connection bars on the right). (B) Directed
growth with a wide random distribution of filopodial exploration. The cost is higher (yellow area) and the probability of
identifying a target deviating from the mean is high. (C) Directed growth with deterministic ‘circular exploration’. The cost is
highest (yellow area) and the probability of identifying a target deviating from the mean is not much higher than in (B).
probability of finding the target (Figure 1B). Increasing this probability through a deterministic
process may come at a much higher cost (Figure 1C). Hence, there are good theoretical
reasons why, and empirical examples of how, (neuro-)developmental processes utilize noise to
minimize cost and create robustness in the face of uncertainty or perturbation.

Lastly, an important question to consider in this context is: what is the source and nature of
noise during neural development? An obvious source of noise is apparent at the molecular level.
Molecular noise can be defined as ‘stochastic fluctuations inherent to biochemical processes
due to the discreteness of molecules and their random collision’ [36]. For example, molecular
noise is an essential feature of the bacterial chemotaxis network, and explains individually
variable behavior in bacteria [37]. In addition, somatic genetic mutations during development
can create clones of cells that are genetically different from each other. For instance, human
monozygotic twins show somatic genetic alterations such as copy-number variation [38,39] as
well as epigenetic changes such as DNA methylation and histone acetylation [40]. These
somatic genetic differences are stochastic, non-heritable by nature, and can create phenotypic
differences such as disease susceptibility or distinct behavioral personality traits. Mechanisms
that create somatic genetic diversity, such as transposable element mobilization, are highly
active in the human brain, as well as in the brains of other species including insects and rodents
[41,42]. The retrotransposon LINE-1 alone may have the potential to render every neuron in a
mammalian brain genomically unique [43].



In summary, identical genes do not encode identical processes or outcomes during neural
development. Noisy developmental processes can change both the genome of each individual
cell as well as the behavior of two genetically identical neurons. Noise thereby contributes to
both variability and robustness in the developmental outcome. In the next section we discuss
how phenotypic variability in neural development can be an evolutionarily selectable property.

Evolution of Robustness, Robustness of Evolution
We have thus far argued that intrinsically noisy developmental processes can contribute to both
robustly variable and invariable phenotypic outcomes. Noisy processes actively facilitate
robustness in the contexts of algorithmic development and neurons that operate as
‘autonomous agents’ during development. The evolutionary selection of a noisy process is
therefore plausible if robustness is advantageous. Robustness of invariable outcomes is
relatively easy to understand: if a developmental process can achieve, for instance, a precise
fly eye anatomy and visual map wiring even though half of the cells may die during development,
then this is an advantageous, and selectable, type of robustness.

Phenotypic variability is similarly easy to understand if selection of individual phenotypic variants
means selection of genotypic variants. However, as we have seen, variable phenotypic out-
comes can also result from identical genes, based on intrinsically noisy developmental pro-
cesses. From an evolutionary perspective, only genetically encoded variants are selectable.
Individual phenotypic variants resulting from intrinsically noisy development of identical
genomes are invisible to the all-seeing eye of natural selection because they are not heritable.
Or are they?

Phenotypic variability has been investigated in genetically identical individuals of species that
reproduce through parthenogenesis, for example the grasshopper [1] and the clonal marbled
crayfish [44]. Isogenic batch-mates of this clonal crayfish reared under identical conditions
exhibit a large degree of variation in coloration, growth, lifespan, reproduction, behavior, and
number of sense organs. The fact that variation was also found with respect to fluctuating
asymmetry strongly indicates the intrinsically stochastic developmental component of the
phenotype of an individual. Strikingly, the marbled crayfish is a highly robust, highly fecund,
and fast-spreading species that appears to adapt well to a variety of ecological niches.

In clonal species, the selective advantage of phenotypic variability is obvious: if selection
pressure for (or against) some specific phenotypic variant increases, other variants with the
same genome survive. However, the observation that the same genotype can produce different
phenotypes (even under identical environmental conditions) implies that different genotypes
can produce overlapping phenotypes. As shown in Figure 2, if genotype–phenotype mapping
is precise (the distribution is narrow), a single mutation (from genotype A to genotype B in
Figure 2) will result in failure for all individuals (be it neurons or animals). By contrast, a noisier
(wider) stochastic distribution will allow a certain (sometimes precise!) number of individuals to
succeed. A simple hypothetical illustration of this would be two mice where one has a promoter
mutation that lowers the isoform variability of a protocadherin, leading to faulty dendritic self-
avoidance. Because the rules that govern these developmental events utilize noisy processes,
and are robust by their very nature, these manifestly different genomes can nonetheless each
generate a distribution of phenotypes, some of which are indistinguishable (Figure 2). Thus,
even under strong selection pressure, more than one of these genotypes can give rise to a
phenotype that enhances fitness and will thus pass a selection bottleneck (Figure 2). Therefore,
at least a degree of genetic diversity will be maintained, and the population can in principle
recover faster than would be expected if a given genotype only gives rise to one phenotype. The
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Figure 2. Evolutionary Robustness. (Top graph) Two genotypes A and B with precise genotype–phenotype mapping.
(Bottom graph) The same two genotypes with noisy genotype–phenotype mapping. Greater variation (wider distributions)
around the same mean may allow more individuals (grey area under red curve) to survive selection pressure (yellow area).
advent of CRISPR-mediated genome-editing technology should allow formal testing of this idea
in genetically identical animals. If this hypothesis is correct, then CRISPR-mediated genome
editing of a given naturally occurring allele to another should shift the mean population value of a
phenotype under the control of the edited gene, but there will still be individuals who have the
same phenotype while carrying different alleles.

A study of individual left versus right walking preference in Drosophila demonstrates that
preference variability – rather than the actual walking preference – is the heritable trait [45].
Specifically, the authors found that individual flies repeatedly preferred to walk to the right or to
the left – or showed no preference – when given a free choice in a Y-maze. The population thus
displayed variation across a handedness-preference mean. When ‘left-handed’ (or ‘right-
handed’) flies were crossed with each other, the offspring regenerated the entire range of
handedness behavior, with no change in the mean handedness of the population. Remarkably,
QTL mapping identified a developmental synaptic connectivity gene whose function affects the
variability of walking handedness across the population, but not the mean population perfor-
mance. What is perhaps more remarkable is that the gene identified as a locus of handedness
variability – encoding a protein of the teneurin family – is often cited as a prime example of a
molecule that mediates invariable and deterministic synaptic matching in the fly olfactory
system [25]. Interestingly, a recent study provided a quantitative characterization of wiring
variability in the fly olfactory system [46]. The authors identified imprecisions due to inherently



Outstanding Questions
To what extent is reproducible preci-
sion in neural circuits the result of noisy
development?

How precise is genotype–phenotype
mapping for brain wiring; in other
words, how variable can neural circuit
wiring be given identical genes?

To what extent does variability based
on identical genes contribute to evolu-
tionary diversity?
noisy development (which they call ‘noise’) or due to plastic changes (e.g., homeostatic
compensation, which they call ‘signal’). However, as discussed here, we note that such
variability in the outcome may in some cases also be advantageous for the fly or the population.

Similarly, another recent study provides an exquisite example of an intrinsically noisy neuro-
developmentalprocess inDrosophila inwhich both variable and invariant outcomesco-occur [47].
In this case, the same progenitor cells can produce motor neurons predictably with high precision
and glial cells withhighvariability. Theauthorsmakea strong casethat this coordinated ‘hardwired
motor neuron generation and flexible glia production’ contributes to the robust development and
evolution of neural circuitry. In sum, while it is obviously true that the individual variants resulting
from non-genetic variation are not selectable, variability itself is. This idea has also been formulated
as a bet-hedging strategy: the same genotype ‘bets’ on possible selection pressure with a
distribution of phenotypes [48]. From the perspective of neural development, intrinsically sto-
chastic processes can produce a wide range of phenotypically selectable variability in circuit
connectivity and behavior from a narrower range of pre-existing genetic variants. Hence, individ-
uals from more genotypes can be successful if non-genetic variation is larger during development.

Concluding Remarks
We have discussed how noise, variability, and robustness are intimately linked in neural
development, exactly as they are in evolution (see Outstanding Questions). Specifically,
reproducible precision can be the outcome of noisy development in particular when robustness
is a selective advantage (first question). Conversely, the genotype–phenotype map will allow for
variability if that variability itself represents a selective advantage (second question). Hence,
both noisy development and variability in the outcome can contribute in different ways to
evolutionary diversity (third question).

Our discussion draws an analogy between developmental and evolutionary robustness. In the
example summarized in Figure 1, larger variation in filopodial exploration leads to increased
‘wiring success’. In this example, the noisy entities are the filopodia and the robust outcome is
dendritic growth [31]. At a level higher, the variable entity can be neurons and the robust
outcome is network behavior, as shown for rhythms in small neural circuits, for example [49]. In
the case of phenotypic variability of neural circuits and animal behavior, the robust outcome is
population behavior (Figure 2). As such, neural development may be no different from other
developmental processes, but it is the variability and robustness of neural development that
most profoundly influence personality! Thus, as Jean-Jacques Kupiec argues [50] – much as
random genetic mutation constrained by natural selection underlies the origin of species –

molecular noise, including random somatic mutations, constrained by simple developmental
rules, may underlie the origin of individuals.
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