
HAL Id: hal-01837099
https://hal.sorbonne-universite.fr/hal-01837099

Submitted on 22 Oct 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

The dynamics of Southern Ocean storm tracks
Christopher Chapman, Andrew Mcc Hogg, Andrew Kiss, Stephen Rintoul

To cite this version:
Christopher Chapman, Andrew Mcc Hogg, Andrew Kiss, Stephen Rintoul. The dynamics of Southern
Ocean storm tracks. Journal of Physical Oceanography, 2015, 45 (3), pp.884 - 903. �10.1175/JPO-D-
14-0075.1�. �hal-01837099�

https://hal.sorbonne-universite.fr/hal-01837099
https://hal.archives-ouvertes.fr


The Dynamics of Southern Ocean Storm Tracks

CHRISTOPHER C. CHAPMAN*

Research School of Earth Sciences, and ARC Centre of Excellence for Climate System Science, The Australian National University,

Canberra, Australian Capital Territory, and CSIRO Wealth From Oceans Flagship, Hobart, Tasmania, Australia

ANDREW MCC. HOGG

Research School of Earth Sciences, and ARC Centre of Excellence for Climate System Science, The Australian National University,

Canberra, Australian Capital Territory, Australia

ANDREW E. KISS

School of Physical, Mathematical and Environmental Sciences, University of New South Wales Canberra at the Australian

Defence Force Academy, Australia, and ARC Centre of Excellence for Climate System Science, The Australian

National University, Canberra, Australian Capital Territory, Australia

STEPHEN R. RINTOUL

CSIRO Wealth from Oceans Flagship, and Antarctic Climate and Ecosystems Cooperative Research Centre,

University of Tasmania, Hobart, Tasmania, Australia

(Manuscript received 22 April 2014, in final form 17 December 2014)

ABSTRACT

The mechanisms that initiate and maintain oceanic ‘‘storm tracks’’ (regions of anomalously high eddy

kinetic energy) are studied in a wind-driven, isopycnal, primitive equation model with idealized bottom to-

pography. Storm tracks are found downstream of the topography in regions strongly influenced by a large-

scale stationary meander that is generated by the interaction between the background mean flow and the

topography. In oceanic storm tracks the length scale of the stationary meander differs from that of the

transient eddies, a point of distinction from the atmospheric storm tracks.When the zonal length and height of

the topography are varied, the storm-track intensity is largely unchanged and the downstream storm-track

length varies only weakly. The dynamics of the storm track in this idealized configuration are investigated

using a wave activity flux (related to the Eliassen–Palm flux and eddy energy budgets). It is found that vertical

fluxes of wave activity (which correspond to eddy growth by baroclinic conversion) are localized to the region

influenced by the standing meander. Farther downstream, organized horizontal wave activity fluxes (which

indicate eddy energy fluxes) are found. A mechanism for the development of oceanic storm tracks is proposed:

the standing meander initiates localized conversion of energy from the mean field to the eddy field, while the

storm track develops downstream of the initial baroclinic growth through the ageostrophic flux ofMontgomery

potential. Finally, the implications of this analysis for the parameterization and prediction of storm tracks in

ocean models are discussed.

1. Introduction

Storm tracks, regions of localized, enhanced eddy ki-

netic energy (EKE), are a long known and well-studied

feature of the midlatitude atmosphere (Blackmon 1976;

Chang et al. 2002). In atmospheric storm tracks, strong

anomalous vortices preferentially form and grow by the

baroclinic instability process (Hoskins and Valdes 1990)
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and decay downstream of their genesis regions with

characteristic time scales known as the ‘‘baroclinic life-

cycle’’ (Lindzen and Farrell 1980). Storm tracks are

found near the cores of the midlatitude jet streams

(Blackmon 1976) but show zonal asymmetry. In the

Northern Hemisphere, there are two distinct storm

tracks: one over the North Pacific basin, another over

the North Atlantic basin (Hoskins and Hodges 2002).

The storm tracks in the Southern Hemisphere are found

primarily over the South Atlantic and Indian Ocean

basins, although the zonal asymmetry of the EKE fields

is not as strong as that of the Northern Hemisphere

(Hoskins and Hodges 2005).

As improvements in observations and numericalmodels

have enabled the regional variations in the Southern

Ocean’s eddy field to be explored, it has become clear that

the strength of the eddy field is not homogenous but is

concentrated in particular regions, sometimes referred to

as eddy ormixing ‘‘hot spots’’ (Morrow et al. 1994;Hughes

and Ash 2001; Hughes 2005; Morrow et al. 2010; Naveira

Garabato et al. 2011; Venaille et al. 2011; Thompson and

Sallée 2012; Chapman 2014). Several recent studies have

argued that these hot spots may be similar to atmospheric

storm tracks (Williams et al. 2007, hereinafter WWH07;

Thompson and Naveira Garabato 2014; Bischoff and

Thompson 2014). The connection between atmospheric

storm tracks and regions of enhanced EKE in the ocean

was first made explicit by WWH07, who applied a tempo-

ral high-pass filter to altimetry-derived sea surface height

fields to producemaps of the EKE in the SouthernOcean.

Areas of high EKE were noted in the southwest Indian

Ocean (particularly in the region coincident with the

passage of Agulhas rings), south of New Zealand where

flow is steered by the Campbell Plateau, westward of the

Pacific–Antarctic Rise, and through Drake Passage.

As motivation for this study, we present a similar

analysis to WWH07 in Fig. 1, using 5 yr of velocity field

output of the eddy-resolving Ocean General Circulation

Model for the Earth Simulator (OFES) of Masumoto

et al. (2004), temporally high-pass filtered to produce

a time-averaged map of EKE density, as in WWH07.

Regions of high EKE density likened to storm tracks by

WWH07 can be seen in Fig. 1b, as well as downstream of

the Kerguelen Plateau region. Almost all storm-track

regions away from western boundary currents are found

downstream of large topographic features (labeled)

(Thompson and Sallée 2012).
The purpose of this study is to explore the dynamics of

storm tracks in the Southern Ocean and to develop

a physical mechanism that explains their formation near

large topographic features and the extension of high

EKE farther downstream.

FIG. 1. The 5-yr time-mean (a) current speed and (b) transient EKE in the Southern Ocean calculated from output of the OFES model.

Note the logarithmic color scale. The approximate longitude of large topographic features is labeled.
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a. A review of the dynamics of atmospheric storm tracks

The persistence of high EKE in certain geographical

regions presented a quandary tometeorologists studying

the phenomenon: if the storm tracks are formed by

baroclinic instability, and baroclinic eddies act to reduce

the background meridional temperature gradient, how

can storm tracks regionally persist? Additionally, the

maximum EKE is often found downstream of the most

baroclinically unstable regions. Numerous studies have

sought to describe the influence of external forcing on

storm-track structure. Storm tracks are known to be

influenced by thermal forcing caused by the land/ocean

temperature contrast at continental boundaries (Hoskins

and Valdes 1990; Wilson et al. 2009; Kaspi and Schneider

2011), byorographically induced stationarywaves (Simmons

and Hoskins 1979; Lee andMak 1996; Kaspi and Schneider

2013), and by the background flow (Hartmann 1983; Son

et al. 2009). The relative importance of each individual

forcing is still a matter of debate (Chang et al. 2002).

The fact that atmospheric storm tracks form down-

stream of regions with strong local surface forcing gives

some hints to their dynamical origins. Topography and

surface heating are known to strongly influence the posi-

tion and orientation of jets (Held 1983) and destabilize the

flow when subject to small-amplitude perturbations

(Robinson and McWilliams 1974; Pedlosky 1987, section

7.13). Surface forcing can also lead to the development of

stationary and resonant Rossby waves (Held 1983).

Large-scale stationary waves have been shown to signifi-

cantly influence the initiation of atmospheric storm tracks

and their zonal extent (Kaspi and Schneider 2013).

The propagation or advection of individual eddies

cannot explain the zonal extent of atmospheric storm

tracks or the appearance of growing baroclinic distur-

bances in regions with low baroclinicity (Orlanski and

Chang 1993; Chang and Orlanski 1993). Two studies

provide an explanation. The first (Simmons andHoskins

1979) showed, using an idealized primitive equation

model and a set of simplified, quasi-analytic calcula-

tions, that baroclinic eddies could develop downstream

of a localized finite-amplitude perturbation independent

of the propagation of the initial disturbance (so-called

downstream development). There were significant dif-

ferences between the downstream development excited

by a finite-amplitude perturbation and those that grow

from unstable small-amplitude perturbations. For

example, the growth rate of the finite-amplitude down-

stream eddies was about twice that of the fastest-

growing mode computed from a linear stability analysis.

The second study (Chang and Orlanski 1993) used

a primitive equationmodel with an idealized configuration

to show that the downstream development of Simmons

and Hoskins (1979) occurs through the dispersion of eddy

energy downstream because of the ageostrophic pressure

flux (explained further in section 3). Decaying eddies emit

energy that propagates downstream at the approximate

Rossby wave group velocity and can be used by other

eddies to grow, even in regions of low baroclinicity. En-

ergy is passed from one eddy to another in the down-

stream development process. Danielson et al. (2006)

presented an example of this effect in an analysis of cy-

clone development over the North Pacific using atmo-

spheric reanalysis data. A single wave packet emanating

from the Asian mainland caused two cyclones to develop

as it propagated across the ocean.

Taken together, Simmons and Hoskins (1979) and

Chang and Orlanski (1993) provide a compelling phys-

ical mechanism for the formation and persistence of

atmospheric storm tracks. Large-scale forcing provides

a localized environment for the development of baro-

clinic disturbances. The initial disturbance propagates

downstream and emits eddy energy as it decays, which

can cause further baroclinic development downstream

of the initial forcing region.

b. Storm tracks in the Southern Ocean

WWH07 found that the oceanic EKE hotspots shared

several similarities with atmospheric tracks: baroclini-

cally unstable regions were found upstream of the maxi-

mum EKE, and the eddy forcing had a similar overall

impact on the mean jets. However, WWH07 noted sev-

eral differences between atmospheric and oceanic storm

tracks. Specifically, the length scale of the transient eddies

relative to the large-scale forcing (discussed below) and

the fact that the time-mean flow in the Southern Ocean is

not always zonal. Additionally, the transient eddies in

atmospheric storm tracks are mobile (Danielson et al.

2006), moving as a coherent vortex in an eastward di-

rection while growing and decaying. However, in the

Southern Ocean, many high EKE regions do not show

coherent eddy propagation (Venaille et al. 2011), and

phase speeds are very small and sometimes negative

(Chelton et al. 2011; Klocker and Abernathey 2014).

Until recently, most studies have focused on the large-

scale distribution of EKE (e.g.,Meredith andHogg 2006).

However, some recent work has focused on the observed

inhomogeneity of the Southern Ocean’s eddy field.

Venaille et al. (2011) investigated the hypothesis that the

controlling mechanism of mesoscale eddies is baroclinic

instability acting locally on the mean state, finding that

neither the magnitude nor the dominant length scales of

the eddy field could be explained by local factors alone.

They concluded that the eddy field is, at least partially, set

by nonlocal effects, such as eddies or energy propagating

into a region from afar. This result is supported by
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O’Kane et al. (2014), who demonstrated in an eddy per-

mitting GCM that baroclinic disturbances generated in

the subtropics were able to propagate and influence the

eddy field long distances from their genesis regions.

In an analysis of an eddy-resolving GCM, Thompson

andNaveiraGarabato (2014) found that regions with high

transient eddy activity were located downstream of sig-

nificant standing meanders, which form where the mean

flow is steered by submarine topography (Hughes 2005;

Sokolov and Rintoul 2007). Bischoff and Thompson

(2014) used a primitive equation model with idealized

topography (an isolated bump) to investigate how to-

pography can act to localize EKE. Their results showed

that a single, strong jet, forced to deviate from a zonal

path by topography, forms both a standing meander and

a high EKE region downstream of the hill, reminiscent

of Southern Ocean storm tracks described by WWH07.

The elevated EKE field extends far downstream of the

meander and the associated baroclinically unstable region.

In a similar arrangement to atmospheric storm tracks,

Bischoff and Thompson (2014) show that the standing

meander induces a region of elevated baroclinic instability,

attributable to increases in the isopycnal slope, localized

upstream of the peak EKE. Similar work by Abernathey

and Cessi (2014) compared the local cross-stream heat

transport in an ocean model with and without a meridio-

nally oriented topographic ridge. They found that the

standingmeander due to the ridge acted to concentrate the

eddy activity and meridional heat flux downstream of the

ridge, while in the flat-bottomed experiment, eddy activity

was homogeneously distributed throughout the domain.

The mechanism controlling the downstream extension of

the EKE field was not addressed in either study.

Oceanic storm tracks may be important for ocean

dynamics, as regions of high EKE can significantly ac-

celerate or decelerate the mean jets by Reynolds stress

divergence (Hughes and Ash 2001; WWH07). Storm

tracks may also influence the cross-stream exchange of

tracers. Sallée et al. (2008), using simulated Lagrangian

drifters applied to surface velocity fields derived from

satellite altimetry, found a correlation between EKE

and cross-stream eddy diffusivity k that was strong

enough to suggest a simple parameterization of k by

EKE. Thompson and Sallée (2012) showed both in

a quasigeostrophic (QG) channel model of the Southern

Ocean with idealized topography and in flow fields de-

rived from satellite altimetry that regions of enhanced

EKE were correlated with regions that more readily

permit Lagrangian particles to cross-latitude lines, al-

though they emphasize that aspects of the mean flow are

also important in setting the meridional transport.

However, other studies that have attempted to elucidate

the precise relationship between EKE hotspots and

eddy diffusivity have shown that, by itself, EKEmay not

be a good indicator of strong mixing regions (Jayne and

Marotzke 2002; Shuckburgh et al. 2009).

c. Goals of this study

In this study, we investigate the role of topographi-

cally generated stationary waves in setting the shape and

intensity of oceanic storm tracks. We propose a mecha-

nism, based on those used to describe atmospheric storm

tracks, to explain the initiation and downstream exten-

sion of oceanic storm tracks. Our work can be seen as an

extension of the recent work of Abernathey and Cessi

(2014) and Bischoff and Thompson (2014), as we are

concernedwith the zonal, downstreampersistence of the

elevated EKE outside of the baroclinically unstable re-

gions, as well as the initiation of the storm track.We also

examine the sensitivity and zonal extent of the storm

track to changes in the shape of the topography.

Oceanic parameter regimes differ significantly from

those of the atmosphere, and it is unclear whether the

atmospheric models can be applied to oceanic storm

tracks. Transient ‘‘synoptic’’ eddies in the atmosphere

have length scales ;1000km in the midlatitudes (Barnes

andHartmann 2012), which are similar to the length scale

of forced, stationary waves (Held 1983). The variability of

the Southern Ocean is generally associated with two dy-

namical phenomena: mesoscale eddies, which are gov-

erned by nonlinear dynamics, and Rossby waves, which

are primarily linear. Mesoscale eddies have short length

scales, generally;2pRd1, where Rd1 is the first baroclinic

Rossby deformation radius, generally 10–30km (Chelton

et al. 1998) in the Southern Ocean. Linear Rossby waves

are a larger-scale phenomenon, with wavelengths in the

Southern Ocean of ;300km (Hughes 1995).

We employ a suite of numerical experiments using

a primitive equation model and idealized bottom topog-

raphy. In section 2, the model and experiment design are

explained, while section 3 explains in detail the wave

activity flux diagnostic to be employed. In section 4, the

model output is described, andwediscuss the dynamics of

the oceanic storm track in section 5, drawing on the ex-

perimental results and employing the wave activity flux to

develop a dynamical framework to explain the initiation

and downstream development of storm tracks. Last, the

implications of this work are explored in section 6.

2. Experimental setup

a. The numerical model

We employ the Generalized Ocean Layer Dynamics

(GOLD)model (Adcroft et al. 2008;Hallberg andAdcroft

2009), version Siena, which is an updated version of the

Hallberg isopycnal model (Hallberg and Rhines 1996).
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This model solves the Boussinesq primitive equations

using density as the vertical coordinate. The experi-

mental setup is similar to that of Ward and Hogg (2011):

a zonally periodic b-plane channel with a zonal length of

Lx 5 4800km, meridional width of Ly 5 2400km, and

free-slip boundary conditions on the northern and

southern walls. We use 10 adiabatic layers with a total

depth of 4000m and set the stratification such that the

largest baroclinic deformation radius at initialization is

Rd1 5 30km. The grid spacings Dx, Dy 5 0.2Rd1 (6 km)

are set to ensure that the flow resolves the mesoscale.

The Coriolis parameter under the b-plane approxima-

tion f 5 f0 1by with f0 5 21 3 1024 s21 and b 5 1.5 3
10211m21 s21, is representative of Southern Ocean

latitudes. Horizontal biharmonic viscosity, with a co-

efficient of AH 5 1 3 1010m4 s21 is used to ensure nu-

merical stability, and a quadratic bottom drag with

a dimensionless coefficient of CD 5 33 1023 is applied.

The model is driven by a zonally uniform, zonal wind

stress with a truncated sinusoidal profile, with nonzero

values found across the central 80% of the channel

width. As inWard andHogg (2011), the peakwind stress

is 0.1Nm22. After spinup to a statistically steady state

(which typically takes 25–30 yr of model time), the nu-

merical experiments are run for a further 30 yr to gen-

erate a sufficiently long time series to produce reliable

statistics.

b. Bottom topography

The topography is an isolated bump with variable

height and zonal length scale. The topography takes the

form of a sinusoid, where the height of the topography

above the ocean floor at z 5 24000m is given by

h(x, y)5

8>><
>>:

0 jx2 xoj, jy2 yoj.lx/2, ly/2

Ho cos

�
p
x2 xo
lx

�
cos

 
p
y2 yo
ly

!
jx2 xoj, jy2 yoj#lx/2, ly/2

,

where Ho is the maximum height of the topography; lx,

ly are the respective topographic length scales in the

zonal and meridional directions; and xo, yo are the co-

ordinates of the center of the topography. In this study,

both the zonal length lx and the height of the topogra-

phy Ho are varied. The individual experiments un-

dertaken using isolated topography are shown in Table 1.

The topographic length scales are significantly larger

than the first deformation radius, that is, lx, ly � Rd1 .

The reference experiment has a zonal length scale of

lx 5 600km and a height of Ho 5 2000m.

The center of the bump is located just south of the

center of the domain at yo 5 Ly/2 – 200km. This choice

has been made in order to ensure that only one of the

multiple quasi-zonal jets that form in the channel is

influenced by the bottom topography. When the to-

pography was placed in the center of the domain, we

found that both zonal jets would be steered by the to-

pography, resulting in a convoluted standing wave field

downstream of the bump that complicated the following

analysis without adding further insight.

Our topographic profile is an idealization of the large-

scale bathymetric features in the Southern Ocean. At

the smallest zonal extent considered, the idealized to-

pography is reminiscent of features with narrow zonal

extent, such as the Macquarie Ridge. As lx increases so

that lx ’ ly, the topography becomes more reminiscent

of features like the Kerguelen Plateau. As the topogra-

phy achieves its largest zonal extent, it can be thought of

as an idealization of long, zonally oriented bathymetric

features such as the Southeast Indian Ridge, similar to

the study by Witter and Chelton (1998).

3. Diagnostics and wave activity

In this section, we describe the main diagnostics used

in this paper and introduce the wave activity flux of

Takaya and Nakamura (2001). This diagnostic is related

to the Eliassen–Palm flux (Plumb 1985; Bühler 2014),
which is in turn related to specific terms in the eddy

energy budget.

a. Computation of transient eddies and EKE

To define an eddying quantity, we use the standard

Reynolds decomposition. For a given field a, the angle

brackets hai denote an averaging operator used to

TABLE 1. Topography parameters for the idealized numerical

experiments.

Experiment lx (km) ly (km) Ho (m)

1 300 1200 2000

2 (reference) 600 1200 2000

3 1200 1200 2000

4 1800 1200 2000

5 2400 1200 2000

6 1200 1200 1000

7 1200 1200 3000
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specify the ‘‘mean’’ field. ‘‘Eddies’’ are deviations from

the mean.

We follow WWH07 by applying a temporal low-pass

filter (a finite impulse response Blackman filter; Smith

2003, p. 292), which is taken as the mean flow h�it. The
cutoff period is set to 180 days.1We assume that any flow

variable a can be decomposed into mean and eddy

components, where the transient eddies are defined

relative to the low-pass filtered mean flow:

a05 a2 hait . (1)

Thus, the transient EKE density in the kth isopycnal

layer, with density rk, is defined as

EKEk5
rk
2
(u0ku

0
k 1 y0ky

0
k)5

rk
2
u0 � u0 , (2)

where u5 (u, y) is the velocity vector.

b. Wave activity

Takaya and Nakamura (2001) derive a quasigeo-

strophic, phase-independent conservation law for wave

activity of the form:

›M

›t
1$ �W52D , (3)

where M is the generalized wave activity, defined as

M5 r
A1 E

2
, (4)

and $ is the three-dimensional gradient operator. Here,

A5 q0q0/2j$hqitj, where q is the quasigeostrophic po-

tential vorticity. The quantity A is thus the eddy ens-

trophy divided by the background potential vorticity

gradient, which is equal to the pseudomomentum

(Plumb 1985). The equation E5 e/(jhuitj2 cp) describes

the total eddy energy density e (kinetic plus potential),

normalized by the phase speed of the eddies cp [called

‘‘waves’’ in Takaya and Nakamura (2001)], relative

to the speed of the mean flow jhuitj. The term D repre-

sents the nonconservative dissipation terms. When

›M/›t. 0, the eddying flow increases its magnitude at

the expense of the mean flow.

The vector W represents the wave activity flux. In

isopycnal coordinates, the components of W are

W5 r

2
64 Wx

W y

Wr

3
755

r

2jhuitj

8>>>>>>>>>>>><
>>>>>>>>>>>>:

huit
 
y0gy

0
g2c0

g

›y0g
›x

!
2 hyit

 
y0gu

0
g1c0

g

›y0g
›y

!

huit
 
2u0gy

0
g1c0

g

›u0g
›x

!
1 hyit

 
u0gu

0
g1c0

g

›u0g
›y

!

f 20 r0
g0

"
huit

 
2y0g

›c0
g

›r
1c0

gy
0
g

!
1 hyit

 
2u0g

›c0
g

›r
1c0

g

›u0g
›r

!#

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

1MhCuit . (5)

The gradient operator is written as $5 (›/›x, ›/›y,

1/s0›/›r), where the constant s0 term (defined below) is

moved from outside of the gradient operator to ensure

that all components of W have the same units. More

details of the derivation are given in the appendix.

In Eq. (5), hCuit is the low-pass filtered (mean) phase

velocity of the perturbations in the direction of huit. The
quantity c0

g is the geostrophic streamfunction, which in

isopycnal coordinates is related to the Montgomery

potential f by c0
g 5f0/f0 (Berrisford et al. 1993). The

parameter g0 is the gravitational acceleration, while the

subscript ‘‘g’’ refers to geostrophic quantities. The var-

iable r0 is some reference density, s0 5 ›z0/›r is the

background thickness density, and z0 is the isopycnal

layer interface depth. The constant s0 represents the

‘‘reference’’ state, which is perturbed in forming the

quasigeostrophic equations. The first term on the right-

hand side of Eq. (5) is the wave activity flux due to

the stationary disturbances, while the second term on

the right-hand side is the wave activity flux due to the

propagation of disturbances.

The phase independence of M and W means that, un-

like eddy energy budgets or the Eliassen–Palm flux, this

wave activity is not dependent on the choice of averaging

operator. The lack of either spatial or temporal averaging

is an important consideration, as a spatially averaged

diagnostic cannot represent propagation in the direction

of the averaging operator, while time averaging precludes

the representation of stationary disturbances.

In formulating Eq. (3), Takaya and Nakamura (2001)

invoked the quasigeostrophic approximation, which is

applicable to the Southern Ocean. Although we use

1We have tested a variety of cutoff periods, and, provided that the

cutoff period is less than;1.5 yr, the results are qualitatively similar.
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a primitive equation model that solves the non-

quasigeostrophic equations, the experimental design

mimics a Southern Ocean parameter regime, with

a Rossby number Ro of ;0.05 and Richardson number

Ri of ;200; both conditions for the validity of the qua-

sigeostrophic approximation [Ro� 1 and (RiRo)21 � 1]

(Berrisford et al. 1993) are met away from topography.

Although linear dynamics are assumed in the derivation of

Eq. (5), the wave-activity flux has been used successfully

in the analysis of nonlinear eddies (Danielson et al. 2006).

c. Physical description of the wave activity flux

As the wave activity flux is not a familiar tool in

oceanography (Bühler 2014), we now review the dynami-

cal interpretation ofW using an ‘‘argument by analogy’’ to

compare the individual terms in Eq. (5) to those that arise

in energy budget calculations more familiar to oceanog-

raphers. Although Takaya and Nakamura (2001) also

provided a detailed physical interpretation of the wave

activity flux, their approach assumes a familiarity with at-

mospheric dynamics and does not make explicit compar-

ison with the energy budget.

Energy budget calculations, which track changes be-

tween mean and eddy kinetic and potential energies

(PEs), give similar insight to wave activity fluxes

(Danielson et al. 2006). Energy budgets are used com-

monly in oceanography to identify important physical

processes (Aiki and Yamagata 2006; Aiki and Richards

2008; Hughes et al. 2009), although they are generally

presented in a global integral form rather than the local

forms used in this paper. Plumb (1983) has demon-

strated that the energy cycle has limited utility as a di-

agnostic tool: individual terms within the energy budget

are nonunique, and mathematical manipulation of the

energy equations can lead to energy fluxes being in-

terpreted as energy conversions (and vice versa). In-

deed, Plumb (1983, p. 1685) warns that ‘‘. . . one cannot

place any absolute significance on individual flux or

conversion terms; these terms only have their allotted

meaning in the context of a particular scheme.’’ Hence,

a wave activity flux may be a preferable tool for the di-

agnosis of local dynamics.

The wave activity M of Eq. (4) is a weighted sum of

total perturbation energy. It has been shown by Plumb

(1985) and Takaya and Nakamura (2001) that, in the

WKB limit, the wave activity propagates at the Rossby

group velocity, which is also the propagation speed of

energy emitted by Rossby waves. Son et al. (2009) and

Danielson et al. (2006) have shown that M correlates

strongly with regions of elevated eddy activity. These

studies suggest the use of eddy energy as an analogy to

explain the wave activity, although the two should not be

considered equivalent.

We define the mean and eddy kinetic energies as

Km 5 0:5jhuitj2 and Ke 5 0:5ju0j2, respectively. De-

termination of the time evolution equations for the

quasigeostrophic mean and eddy energy is found in

numerous sources (e.g., Pedlosky 1987, section 3.21).

The mean energy budget is [ignoring small cross terms

as in Orlanski and Katzfey (1991)]

�
›Km

›t
1 huit � $HKm

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
MKE Tendency/Advection

1$H � (huithu0u0it 1 hyithy0u0it 1 huithpit)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
MKE Flux

5 (hu0u0it � $Hhuit 1 hy0u0it � $Hhyit)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
EKE/MKE

1 hwithbit|fflfflfflfflffl{zfflfflfflfflffl}
MPE/MKE

1 huit � hFit|fflfflfflfflfflffl{zfflfflfflfflfflffl}
External work

, (6)

where w is the vertical component of velocity, p is the

dynamic pressure, z is the depth, b is the buoyancy, and

F is the nonconservative body force. The term

$H 5 (›x, ›y) is the horizontal gradient operator. We

have used geometric height z as the vertical coordinate

for simplicity in the derivation. The extension to iso-

pycnal coordinates is more involved and can be found in

Bleck (1985) and Aiki and Yamagata (2006), but does

not change the result significantly. The time evolution

equation for the eddy kinetic energyKe can be written as

�
›Ke

›t
1 (huit 1 u0) � $HKe

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

EKETendency/Advection

1 $H � (hu0p0it)1
›

›z
(hp0w0it)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

EKEFlux

5 2(hu0u0it � $Hhuit 1 hy0u0it � $Hhyit)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
EKE/MKE

1 w0b0|ffl{zffl}
EPE/EKE

1 u0 � F0|fflffl{zfflffl}
External work

. (7)
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Following Plumb (1983) and Gent and McWilliams

(1990), we use a local available potential energy di-

agnostic that is able to represent both eddy and mean

potential energies spatially and temporally. The eddy

potential energy (EPE) can be defined as

Pe5
b0b0

›hbit/›z
, (8)

with the definition of the mean following from the de-

composition of the total potential energy, that is, Pm 5
Ptotal 2Pe. The eddy potential energy budget is thus�

›Pe

›t
1 (huit 1u0) � $HPe

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

EPETendency/Advection

5 (2w0b0)|fflfflfflfflffl{zfflfflfflfflffl}
EPE/EKE

2

�
b0u0 � $H

� hbit
›hbit/›z

��
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

EPE/MPE

, (9)

with a similar expression for the mean PE:�
›Pm

›t
1 huit � $HPm

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
MPETendency/Advection

1

�
$H �

�
hu0b0it

›hbit
›z

��
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

MPE Flux

5

�
b0u0 � $H

� hbit
›hbit/›z

��
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

EPE/MPE

2 (hwithbit)|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
MPE/MKE

. (10)

The terms within energy budgets have simple physical

interpretations. Terms that appear in two equations that

have opposite sign but are otherwise identical are

interpreted as a conversion of energy from one form to

another. Conversion terms on the right-hand side of

Eqs. (6), (7), (9), and (10) are annotated with the energy

pathway. In our study, we are primarily concerned with

the conversion of mean potential energy (MPE) to eddy

potential energy described by buoyancy flux [term la-

beled EPE / MPE in Eqs. (9) and (10)] and the con-

version of eddy potential energy to eddy kinetic energy

by buoyancy production [term labeled EPE / EKE in

Eqs. (7) and (9)]. Taken together, these two terms are

frequently associated with the production of EKE by the

baroclinic instability process.

The fluxes of each energy type are also annotated in

the energy budgets above. We are primarily concerned

with the flux of EKE, written as $H � (p0u0). Physically,
this term represents the rate of work done by the pres-

sure fluctuations. As the geostrophic component of the

flow is nondivergent and parallel to the streamfunction,

only the ageostrophic flow contributes to this flux of

energy, such that

$H � (p0u0)5$H � (p0u0a) , (11)

where u5 ug 1 ua, and ua is the ageostrophic velocity.

Energy flux vectors are discussed extensively in Pedlosky

(1987, section 6.10).

1) HORIZONTAL COMPONENTS OF W

The components of the wave activity flux W in the

horizontal direction have two forms. The first form

represents the transport of momentum due to the per-

turbation correlations. These terms take the form of

perturbation momentum correlations:2
4 huit(y0gy0g)1 hyit(2u0gy0g)
huit(2u0gy0g)1 hyit(u0gu0g)

3
5 .

Following Takaya and Nakamura (2001), these terms

are related to the flux of perturbation momentum by the

mean flow. Comparing these terms to the first conver-

sion term within the mean and eddy kinetic energy

budgets [Eqs. (6) and (7), labels EKE/MKE], it can be

seen that the divergence of this wave activity flux term

corresponds to conversion from mean to eddy kinetic

energies through shear production.

The other terms that contribute to the horizontal wave

activity flux have the form

2
666664
2huit

 
c0
g

›y0g
›x

!
2 hyit

 
c0
g

›y0g
›y

!

huit
 
c0
g

›u0g
›x

!
2 hyit

 
c0
g

›u0g
›y

!
3
777775 .

These terms are slightly more difficult to interpret.

Following Orlanski and Sheldon (1995), who show that

if the perturbations are small-amplitude waves traveling

in the x direction with phase speed cp, we write

c0
g

›y0g
›x

’2

2
4 1

huit 2 cp
1

by

f0(huit 2 cp)

3
5p0u0a . (12)

Similar expressions can be derived for the other terms

with the same form in W. Although Eq. (12) is only

approximate, it serves to illustrate the relationship be-

tween the wave activity flux and the ageostrophic fluxes

of pressure. Comparing Eq. (12) with the flux term in the

EKE budget of Eq. (11), we can see that the second term

that contributes to the horizontal wave activity flux is

related to the transport of EKE by the pressure work

done by the ageostrophic flow, scaled by the phase speed

of transient eddies relative to the mean flow.
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The horizontal wave activity flux can be thought of as

analogous to the flux of KE. The first term in the hori-

zontal component of W is related to the flux of pertur-

bation momentum by the mean flow, while the second

term is related to the flux of EKE by the pressure work

due to the ageostrophic flow.

2) VERTICAL COMPONENTS

The first term in the vertical component of W has the

form (in z coordinates):

huit
 
2y0g

›c0
g

›z

!
2 hyit

 
u0g
›c0

g

›z

!
,

which with application of the hydrostatic equation

›p/›z52b becomes

f21
0 [2huit(y0gb0)1 hyit(u0gb0)] .

This term is a covariance of the perturbation buoyancy

and horizontal velocity and constitutes a measurement

of the eddy buoyancy flux. The eddy buoyancy flux ap-

pears in the potential energy budgets [Eqs. (9) and (10)]

as the conversion from EPE to MPE. Vertical wave

activity fluxes represent regions where the energy is

being converted between the background PE reservoir

to the local EPE field, which can be used to identify

regions of baroclinic eddy growth.

The final term in the vertical component of the wave

activity can be shown to be related to the vertical flux of

EKE because of the pressure work, as described above

for the second term that contributes to the horizontal

components of W. This term plays no role in this study,

as is explained below.

3) ISOPYCNAL COORDINATES

In isopycnal coordinates, the physical interpretation of

the horizontal components of W does not require signif-

icant modification. However, the term that corresponds

to the EKE flux due to the ageostrophic pressure flux is

replaced by ageostrophic flux of Montgomery potential:

p0u0a/f0u0a .

The vertical components of W also have a similar in-

terpretation in isopycnal coordinates as in z coordinates.

First, in an adiabatic fluid, such as our model, the iso-

pycnal velocity _r vanishes, as diabatic terms are required

to force fluid parcels across isopycnals. As such, there is

no cross-isopycnal flux of EKE due to pressure work.

The term that can be interpreted as the flux of buoy-

ancy in z coordinates is instead interpreted as the hori-

zontal mass flux:

2(y0g,u
0
g)b

0 /
g0
ro

(y0g, u
0
g)s

0 ,

where s is the isopycnal layer thickness density ›z/›r,

which is often referred to as just ‘‘thickness.’’ Horizontal

thickness flux plays the same role in the baroclinic in-

stability process in isopycnal coordinates as heat or

buoyancy flux plays in z coordinates: acting to either

steepen or relax isopycnal slopes (Gent andMcWilliams

1990; Grotjahn 2003). Thus, like in z coordinates, the

vertical component of W is a useful tool for diagnosing

regions of baroclinic energy conversion.

d. A note on vertical averaging

Throughout this paper, we report numerous vertically

averaged quantities. In isopycnal coordinates, all verti-

cally averaged quantities are thickness weighted. For

a quantity ak in layer k, the vertical average is

a5 �
N

k51

skak �
N

k51

sk ,

,
(13)

where N is the number of layers, and sk is the layer

thickness.

4. Model results

a. Basic state

The time-mean basic state for the reference experi-

ment (zonal topographic length scale lx 5 600 km) is

shown in Fig. 2. The mean fields from these experiments

are qualitatively similar to other experiments listed in

Table 1. The time-mean zonal velocity (Fig. 2a) shows

two strong zonal jets. The jet in the northern part of the

domain is not significantly influenced by topography,

while the jet to the south of the domain is strongly

steered. East of the topography a standing meander

forms, which is most clearly seen in the meridional ve-

locity field (Fig. 2b). The standing meander has a wave-

length of approximately 550km (confirmed by spectral

analysis),which is close to the expected wavelength ob-

tained using appropriate values for huit in the Rossby

wave dispersion relationship (Held 1983).

The transient EKE field computed by the method

described in section 3a is shown in Fig. 2c. Two storm

tracks are evident: the northern storm track follows the

core of the northern jet and does not vary with longi-

tude, and the southern storm track forms downstream

of the topography, peaks and slowly decays, which is

reminiscent of storm tracks in the Southern Ocean (see

Fig. 1b). We restrict our attention to the topographi-

cally influenced storm track to the south. Both the
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mean flow and the EKE field are approximately

equivalent barotropic.

The kinematics of the storm track are investigated by

averaging themeridional velocity and the transient EKE

between latitudes that bound the storm track (between

y 5 700 km and y 5 1350km), shown in Fig. 3. The av-

eraged meridional velocity (Fig. 3a) forms a stationary

wave train that commences immediately downstream of

the topography, with a wave crest being found at x ’
2800km, close to the edge of the hill. We have compared

the spatial pattern of y produced in our model with

simple, barotropic linear calculations described in Held

(1983) (not shown) and found agreement in the wave-

length of the stationary meander and its meridional

propagation, although this required some tuning of the

friction parameter in the linear model.

In contrast, the transient EKE (Fig. 3b) does not peak

until ;1000km downstream of the topography and

slowly decays farther to the east. To measure the length

of the storm track, we have modified the procedure of

Kaspi and Schneider (2013). We define the start of the

storm track as the maximum of the meridionally aver-

aged transient EKE. To determine the downstream ex-

tent of the storm track, the meridionally averaged EKE

is smoothed using a Gaussian filter with a very large

standard deviation (300 grid points or 1800km). The point

at which the unsmoothed EKE falls below the smoothed

EKE is declared the terminal point of the storm track.

Storm-track lengths are estimated by this method for ex-

periments 1 through 5.

Figure 4a shows the storm-track length and the ampli-

tude of the stationary wave as a function of lx. In each

case, we see that as the topography becomes longer, both

the wave amplitude and the storm-track length decrease,

although there is an exception at lx 5 600km, where the

wave amplitude is at its maximum. This value of lx is

approximately equal to half the wavelength of the stand-

ing meander, implying near resonance. The relationship

for both quantities is weak; although lx varies by a factor

of 8, the resultant change in the wave amplitude is only

a factor of 2, with similar scaling for the storm-track

length. We also compute the storm-track intensity for

each experiment by meridionally averaging the (time av-

eraged) EKE over the storm track (Fig. 4b, 1 symbols).

We find no dependence of this quantity on the length scale

of the topography. Themaximum zonal velocity at a point

just upstream of the topography (Fig. 4b, m symbols) is

also not sensitive to varying lx.

The effect of topography height on the storm-track

length and intensity was also investigated. As summarized

FIG. 2. Time-mean, vertically averaged (a) zonal velocity, (b) meridional velocity, and

(c) transient EKE for the reference experiment (expt 2 shows zonal topographic length lx of

600 km). Solid black lines show topographic height above themodel ocean floor at z524000m

[contour interval (CI) is 200m].
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in Table 1, the height of the bump is varied from 1000 to

3000m, while the zonal length has been held constant at

1200km. Surprisingly we find no significant changes or

trends in either storm-track length or intensity as we

varied the height of the topography. This result is in

contrast to previous work on atmospheric storm tracks

by Son et al. (2009), who found weak sensitivity of

storm-track intensity to changing topographic height

FIG. 3. Transects of time-mean, vertically averaged (a) meridional velocity and (b) EKE

(solid), with topographic height above the model ocean floor (dashed) for the reference ex-

periment (topography length lx of 600 km). Dotted vertical lines indicate the start and end of

the storm track as determined by the method described in section 4.

FIG. 4. (a) Amplitude of the stationary meander (stars) and storm-track length (solid circles)

and (b) maximum zonal velocity just upstream of the topography (triangles) and EKE spatially

averaged over the storm track (plus signs) as a function of zonal topographic length lx.
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(although the result is strongly dependent on the state of

the upstream jet).

b. Spatial scales of the standingmeander and transient
eddies

In the midlatitude atmosphere, there is very little

length scale separation between standing and transient

eddies (Kaspi and Schneider 2013). This lack of scale

separation affects the dynamics of the storm-track ini-

tiation and downstream development. However, in the

ocean there is thought to be substantial scale separation

between standing and transient eddies (WWH07). In

this section, we calculate the length scales present in

each eddy component.

For each experiment we compute the wavelength of

the standing meander using a fast Fourier transform. The

wavelength is approximately equal for each experiment,

being;5506 50km. This is as expected, as downstream

of the topography, the stationary Rossby wave wave-

number will be set by the dispersion relationship:

K25
b

huit
, (14)

where K5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 1 l2

p
is the total wavenumber.

To determine the spatial scale of transient eddies, we

use a series of adjacent bandpass filters applied in the

spatial domain. The filter cutoff wavenumbers are

specified on total wavenumberK, defining an annulus in

two-dimensional wavenumber space, where the internal

radius corresponds to the low wavenumber cutoff and

the outer radius corresponds to the high wavenumber

cutoff. The passbands are chosen to ensure that their

area in wavenumber space is equal, a procedure similar

to discrete wavelet analysis (Farge 1992). Applying the

filter in the spatial domain with passbands of equal area

ensures that the results of each filtering operation can be

directly compared. We use passbands that cover at least

three adjacent wavenumber bins, which enable sufficient

resolution at small wavenumbers.

Each bandpass filter is applied at every time step, and

the EKE is integrated over the storm track to give

a measure of the relative contribution that the scales

within the passband make to the total energy of the

storm track. The time average EKE scale decomposition

for the reference experiment [experiment (expt) 2)] is

presented in Fig. 5. Results do not vary substantially

between experiments. There is a significant peak in

Fig. 5, indicating that EKE is concentrated at length

scales of ;190 km, which is approximately equal to

2pRd1 (since Rd1 ’ 30km in this model).

The calculations show a clear scale separation be-

tween the standing and transient eddies. This scale

separation has implications for the dynamics of oceanic

storm tracks, which will be discussed in the next section.

5. Storm-track dynamics

To investigate the dynamics of the storm tracks, we

employ the generalized wave activity defined in Eqs. (3)

and (5). Recall from section 3 that the wave activityM is

analogous to eddy energy, while the wave activity flux

W is useful for identifying regions of baroclinic eddy

growth and the flux of EKE. To compute the wave ac-

tivity flux, geostrophic velocities are calculated by esti-

mating the derivative of the Montgomery potential using

centered differencing. To compute the contribution of

the propagating eddy component, MhCuit in Eq. (5), we

use the method of Lee and Cornillon (1996) for tracking

propagating features to determine the phase speed in the

alongstream direction. We find that hCuit is generally

small, and the propagating component has negligible

impact on the total M budget. As such, we present the

results only for the stationary component of W.

The time-mean horizontal components of W are

shown as vectors in Fig. 6 along with the transient EKE

for experiments with increasing lx. The result for lx 5
300 km is presented in Fig. 6a, lx 5 1200km in Fig. 6b,

and lx 5 2400km in Fig. 6c. In each case, horizontal

wave activity fluxes show convergence just downstream

of the topography in regions where dEKE/dx . 0 and

upstream of the maximum of EKE. There is no evidence

of wave activity flux upstream of the topography en-

tering the storm-track region, although there is some

evidence of wave activity flux from the northern storm

track entering the southern storm-track region. This

result suggests that the wave activity is mostly generated

locally in the lee of the topography.

FIG. 5. Energy/length scale decomposition for the reference

experiment (expt 2, lx of 600 km).
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Within the storm-track regions farther downstream of

the topography, wave activity flux vectors are well or-

ganized in the zonal direction, although there is some

meridional flux of wave activity due to the influence of

the standing wave. This meridional flux becomes greater

as the zonal topographic length scale decreases, as does

the amplitude of the standing meander (see Fig. 4).

There is no strong, two-dimensional convergence or

divergence of the horizontal wave activity flux down-

stream of the peak EKE, a result similar to those of

Orlanski and Chang (1993).

a. Storm-track initiation

Recall from section 3 that the vertical component of

the wave activity flux Wr can be used to diagnose the

conversion of mean potential energy to eddy potential

energy by the baroclinic instability process. Plotted in

Fig. 7a is the time-mean, vertically averaged Wr for the

reference experiment (lx 5 600 km) downstream of the

topography (x . Lx/2). In Fig. 7, regions of positive

vertical wave flux (which correspond to regions of en-

hanced baroclinic energy conversion) are found at x ’
3000km and x’ 3400km, while there is a narrow region

of negative flux at x ’ 3250km. To determine a mecha-

nism for the localized influence ofWr, we add to Fig. 7a

contours of meridional velocity, which show the phase

lines of the stationary meander.

Integrating the vertically averaged, time-mean Wr

and y meridionally between latitude bands that ap-

proximately bound the northern and southern edges of

the storm track at y5 700 and 1500 km (Fig. 7b), we find

two distinct regions where Wr is greater than zero be-

tween x’ 2700 and 3100km and again between x’ 3300

and 3500km. The EKE (Fig. 7c) rises from a minimum

at the end of the topography at x ’ 2900km until it

reaches its maximum value at x’ 4000 km. In this EKE

growth region, we also find large, positive (upward) Wr

flux and the strongest stationary meander amplitudes.

As the meander amplitude decreases, so too does the

EKE growth and the vertical flux of wave activity.

Downstream of the maximum EKE, Wr ’ 0.

The analysis of Wr indicates that strong mean PE to

eddy PE conversion occurs downstream of the topog-

raphy. This region also coincides with a region of

d(EKE)/dx . 0, indicating baroclinic eddy growth down-

stream. Outside of the region strongly influenced by the

standing meander, there is little evidence of strong mean

PE to eddy PE conversion, indicating that baroclinic eddy

growth is occurring primarily in the standing wave region.

This result suggests that in this model, the storm track

is initiated by the stationary meander in the vicinity of

the topography, yet the standing wave has minimal in-

fluence in the development of the storm track down-

stream of EKE growth region. This result is consistent

FIG. 6. Time-averaged, vertically averaged transient EKE (colored contours) with time-

mean vectors of the horizontal components of the wave activity flux (arrows) for experiments

(a) 1 (lx 5 300 km), (b) 3 (lx 5 1200 km), and (c) 5 (lx 5 2400 km).
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with the results of both Bischoff and Thompson (2014)

and Abernathey and Cessi (2014). Both of these studies

used an eddy decomposition procedure to show that the

standing meander acts to steepen isopycnals through

anomalous, upgradient heat flux and that the process

occurs upstream of the maximum EKE. Our comple-

mentary metric tells the same story. These results are

contrary to those of Kaspi and Schneider (2013), who

found that in an atmospheric GCM the shape of the

storm track was strongly influenced by the standing

wave, even outside the region of initial transient eddy

growth region.

b. Downstream development and maintenance

We now seek to understand the dynamics of the storm

track downstream of the EKE growth region, where,

although d(EKE)/dx . 0, the EKE remains anoma-

lously high. Referring to Fig. 6, we see that within the

storm-track regions, horizontal wave activity flux vec-

tors are primarily oriented in the zonal direction and

coincide with the regions of high EKE. As EKE de-

creases downstream of its peak, so too does the wave

activity flux. We explore the connection between the

downstream development of the storm track and W

further in Fig. 8, where we plot the vertically averaged

zonal component of W, meridionally averaged across

the storm-track latitudes (y 5 700 km to y 5 1500km),

together with the EKE for experiments 1 through 5. In

each case, Wx is correlated with the EKE, in several

cases matching the shape of the downstream EKE curve

closely.

Both EKE and Wx decay downstream of the peak

EKE, with ›Wx/›x’, 0 and ›(EKE)/›x. In a steady

state (›/›t/0), there is a local balance of wave activity

flux divergence and dissipation, which can be shown

time averaging Eq. (3) and assuming that ›hMit/›t’ 0:

h$ �Wit 52hDit , (15)

that is, the maintenance of elevated wave activity (or

EKE) against frictional dissipation in the absence of

external forcing requires convergence of wave activity

transport. Hence, in our simple system, it appears that

wave activity propagates into the downstream storm-

track regions by the ageostrophic flux of Montgomery

potential, where it is converted to EKE. In a steady

state, the wave activity flux convergence balances the

nonconservative dissipation andmeridional flux of wave

activity out of the storm-track region.

To determinewhich physical process is responsible for

the propagation of wave activity downstream, we have

computed the components of the wave activity flux

corresponding to theReynolds stresses andEKEflux via

FIG. 7. (a) Time-mean, vertically averaged vertical wave activity flux (colored contours),

meridional velocity (solid lines; CI 5 0.05m s21), and topographic height (dotted lines; CI 5
100m); (b) wave activity flux (solid) and meridional velocity (dashed) meridionally averaged

between y 5 750 and 1500 km (indicated by dotted horizontal lines in (a); and (c) time-mean,

vertically averaged EKE (solid) and bottom topography (dashed) meridionally averaged be-

tween y 5 750 and 1500 km. Data shown for the reference experiment (expt 2, lx 5 600 km).
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the ageostrophic Montgomery potential flux. For all

experiments, it is found that the ageostrophic Mont-

gomery potential flux is dominant in the region down-

stream of the EKE maxima.

The analysis provided in this section indicates that the

mechanism for the development of transient baroclinic

eddies downstream of the baroclinically unstable re-

gions induced by the stationary meander in our model is

the downstream dispersion of EKE by the ageostrophic

Montgomery potential flux. Chang and Orlanski (1993)

identified EKE as the dominant factor in the down-

stream development in atmospheric storm tracks and

our analysis suggests that the same process may be im-

portant in the Southern Ocean.

c. A physical mechanism for oceanic storm tracks

Analysis of the results of our numerical experiments

using our wave activity flux diagnostic has revealed that

the storm track can be divided into two regimes. The two

regimes are presented schematically in Figs. 9a and 9c:

(i) a ‘‘growth regime’’ immediately downstream of the

topography, characterized by the EKE rapidly

growing downstream and vertical wave activity flux,

with d(EKE)/dx . 0; and

(ii) a ‘‘downstream development regime,’’ found down-

stream of the growth regime, characterized by

slowly decaying EKE and predominantly horizontal

wave activity flux, with d(EKE)/dx , 0.

The transition from the growth regime to the down-

stream development regime occurs at d(EKE)/dx 5 0.

The dominant physical processes in each regime are

revealed by the wave activity flux. Using this analysis we

propose a mechanism to explain the physics of the

oceanic storm-track behavior as follows:

(i) The interaction of the mean eastward jet with the

topography acts to induce a forced, stationary

Rossby wave.

(ii) In the growth regime, the stationary wave acts to

increase the horizontal eddy mass flux in a manner

that converts energy from the mean PE field to the

eddy PE field. The energy conversion is diagnosed

by the presence of upward wave activity flux vectors.

Baroclinic eddy growth occurs in this environment.

(iii) Eddies grow downstream until they reach their

maximum strength. Storm-track eddies flux energy

into the downstream development regime by the

ageostrophic flux of Montgomery potential, diag-

nosed by the presence of horizontally oriented

wave activity flux vectors.

(iv) The storm track develops downstream of the

growth regime into the downstream development

regime due to the continued, convergent flux of

EKE by ageostrophic Montgomery potential. This

process maintains the storm track well downstream

of the region where eddy growth is due to the

baroclinic conversion.

FIG. 8. Meridionally and vertically averaged, time-mean, transient EKE (dashed) with time-

mean zonal component of the wave activity flux (dotted–dashed) and topography (solid) for

(a) expt 1 (lx 5 300 km), (b) expt 2 (lx 5 600 km), (c) expt 3 (lx 5 1200 km), (d) expt 4 (lx 5
1800 km), and expt 5 (lx5 2400 km).Maximum topographic height is 2000m (scale not shown).
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This mechanism closely mirrors those mechanisms

identified by Simmons and Hoskins (1978) and Chang

andOrlanski (1993). Themechanism for the initiation of

the storm track is similar to the mechanism identified by

Bischoff and Thompson (2014).

6. Discussion and conclusions

a. Summary

In this paper, we have discussed oceanic storm tracks:

localized regions of anomalously high eddy kinetic en-

ergy. In the Southern Ocean, storm tracks are found in

regions downstream of where Antarctic Circumpolar

Current jets interact with large topographic features

(WWH07). This phenomenon and its importance in me-

diating the zonally asymmetric meridional exchange of

tracers in the Southern Ocean (Thompson and Sallée
2012) have motivated a series of idealized numerical ex-

periments using parameters representative of the

Southern Ocean and idealized, isolated topography to

shed light on the physical mechanisms that control the

onset, downstream development, and eventual termina-

tion of oceanic storm tracks, as well as to determine the

influence of topographic shape on storm-track formation.

Each of our numerical experiments forms a storm

track downstream of the topography that dissipates

slowly downstream. We find that varying the height of

the topography has little effect on either the storm-track

intensity (as measured by integrated EKE) or the storm-

track length. Varying the zonal length scale of the to-

pography has a weak effect on the storm- track length

but no clear influence on the storm-track magnitude. In

all numerical experiments, a stationary meander that

has the characteristics of a stationary Rossby wave is

generated downstream of the topography. There is

a moderate spatial scale separation between the stand-

ing meanders and transient eddies, the former having

a wavelength of ;550km (consistent with the scales

expected from the Rossby wave dispersion relation) and

the latter having a length scale of ;190 km, approxi-

mately equal to 2pRd1 . This result is in contrast to the

atmospheric case where there is no clear scale separa-

tion between the stationary and transient disturbances

(Kaspi and Schneider 2013).

The dynamics of the storm tracks are investigated

using the wave activity flux of Takaya and Nakamura

(2001) that enables the diagnosis of the relative contri-

butions of eddy heat flux and ageostrophic fluxes of

FIG. 9. Schematic of the proposed mechanism for oceanic storm-track formation: (a) zonal

transect showing the basic structure of the EKE (red) and standing wave field (green) as re-

vealed by the numerical experiments; (b) zonal transect showing the horizontal (red) and

vertical (green) wave activity flux; and (c) plan view indicating the growth regime of the storm

track, where eddies grow by baroclinic conversion, and the downstream development regime

where ageostrophic Montgomery potential flux–induced energy transport dominates. Topog-

raphy is indicated by the brown hill.
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Montgomery potential in a manner that is not de-

pendent on the choice of averaging operator. The ver-

tical wave activity flux shows eddy mass fluxes, and

hence baroclinic instability, in the region immediately

downstream of the topography. The spatial distribution

of these fluxes is correlated with stationary wave phase

lines, leading us to conclude that the region of enhanced

baroclinic energy conversion is ‘‘forced’’ by the time-

mean flow and occurs upstream of the peak storm-track

EKE. Downstream of the maximum EKE, the hori-

zontal wave activity flux becomes organized in the zonal

direction, indicating that the downstream maintenance

of the storm track is carried out by eddy-induced ageo-

strophic zonal transfers of Montgomery potential, sim-

ilar to the situation described in Chang and Orlanski

(1993).

Using these results, we propose a physical mechanism

for the formation of storm tracks in the SouthernOcean,

shown schematically in Fig. 9. The interaction of the

Antarctic Circumpolar Current jets with large topo-

graphic features in the Southern Ocean leads to the

formation of stationary meanders (Hughes 2005). The

finite-amplitude perturbations to the mean flow caused

by these waves modify the ocean environment to be

locally baroclinically unstable, enabling the growth of

strong, nonlinear transient eddies, a result consistent

with Bischoff and Thompson (2014) and Abernathey

and Cessi (2014). Eddies born in the growth regime

disperse EKE downstream by ageostrophic Mont-

gomery potential fluxes. As this energy propagates into

the downstream development regime, new eddies grow,

maintaining the storm track. This process is similar to

the mechanisms described by Simmons and Hoskins

(1979) and Chang and Orlanski (1993) and provides

a simple conceptual framework for understanding the

formation and persistence of storm tracks in the ocean.

With this conceptual framework, the apparent in-

sensitivity of the storm track to the shape of the topog-

raphy is to be expected, as the shape of the storm track is

governed by eddy–eddy interactions that take place

downstream of the topography and the initiation region.

Our mechanism posits that the downstream de-

velopment of oceanic storm tracks occurs because of the

downstream dispersion of EKE due to ageostrophic

Montgomery potential fluxes. In contrast to the com-

monly assumed mechanism (described in WWH07) of

individual eddies forming in the regions of high baro-

clinicity and then propagating downstream into the re-

gions of low baroclinicity, our mechanism posits that

both the growth and decay of eddies occurs in the low

baroclinicity regions, which, if true, would have impli-

cations for the parameterization of eddy tracer flux.

Unlike in the midlatitude atmosphere (Danielson et al.

2006) and the subtropical oceans (O’Kane et al. 2014),

the propagation of coherent eddies does not significantly

contribute to the downstream development of the storm

track.

In contrast to the study of atmospheric storm tracks by

Kaspi and Schneider (2011, 2013), we find that the shape

of oceanic storm tracks in our idealized model does not

depend on the amplitude of the standing meander,

which varies with the changing topographic length scale.

In fact, while the growth regime would not exist without

the presence of the standing meander, the ‘‘extension

regime’’ exists well downstream of the standing mean-

der’s influence. It is unclear why this difference in be-

havior is observed, but it is likely that the scale

separation between standing meander and transient

eddies plays a role.

b. Implications and further work

As alluded to in Simmons andHoskins (1979), the fact

that large-scale flow features, such as the stationary

meanders discussed in this article, are the primary origin

of oceanic storm tracks has implications for their pre-

diction and parameterization in coarse resolution

models that are unable to completely resolve the tran-

sient eddies themselves. Although the length scales of

the transient eddies are generally too small to be resolved

by numerical simulations designed for long time scale in-

vestigations (such as the CMIP ensemble of GCMs), to-

pographically induced stationary waves have sufficiently

large length scales to be resolved by coarse-resolution

models. The work undertaken here represents an im-

portant first step toward using the larger-scale stationary

waves to parameterize the zonally asymmetricEKEfields.

For example, if tracer flux is primarily downgradient in the

growth regime and upgradient in the ‘‘downstream de-

velopment regime’’ (WWH07), one could conceivably

design a parameterization scheme using knowledge of the

bulk parameters and the standing meanders.

Future workwill concentrate on analysis of the growth

of eddies in the downstream extension of the storm

tracks to determine how the energy flux affects their

growth rate and an analysis of their statistical properties

for use in future parameterizations.
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APPENDIX

Derivation of the Wave Activity Conservation Law
in Isopycnal Coordinates

The linearized PV equation on a b plane is given by

›q0

›t
1 huit � $Hq01 u0 � $Hhqit 5Forcing2Dissipation,

(A1)

where the quasigeostrophic PV in isopycnal coordinates

is (Berrisford et al. 1993)

q5=2
Hc1by2

 
f 20 r0
g0s0

!
›2

›r2
c . (A2)

To form an evolution equation for total perturbation

energy e, we multiply Eq. (A1) by 2c, as in Pedlosky

(1987), while to form the equation for the time evolu-

tion of perturbation enstrophy A, Eq. (A1) is multi-

plied by q0/2j$hqitj. Noting that the wave activity M is

proportional to [e/(hjujit 2 cp)]1A, the resulting QG

perturbation energy and enstrophy equations are

added together. Assuming WKBJ-like conditions, where

the mean flow components vary more slowly in x and y

than the perturbation components, we follow the ma-

nipulations of Takaya and Nakamura (2001) and move

the constant term s0 outside the $ operator to give

Eqs. (3) and (5).
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