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Abstract

We consider excursions for a class of stochastic processes describing a population
of discrete individuals experiencing density-limited growth, such that the popula-
tion has a finite carrying capacity and behaves qualitatively like the classical logistic
model [20] when the carrying capacity is large. Being discrete and stochastic, how-
ever, our population nonetheless goes extinct in finite time. We present results
concerning the maximum of the population prior to extinction in the large popula-
tion limit, from which we obtain establishment probabilities and upper bounds for
the process, as well as estimates for the waiting time to establishment and extinction.
As a consequence, we show that conditional upon establishment, the stochastic logis-
tic process will with high probability greatly exceed carrying capacity an arbitrary
number of times prior to extinction.

1 Introduction

1.1 Population Variability Analysis, a Cautionary Tale

Consider the time series in Figure 1, which gives the number of individuals in a hypo-
thetical population. Time is measured such that the expected age of first reproduction is
one time unit, so the figure seems to show a population experiencing several generations
(which might be years, or even decades, for large mammals e.g., [19]) fluctuating about
a carrying capacity of about seventy individuals, followed by a rapid decline. If this were
a population of interest, how should we respond to such census data? Is this cause for
alarm?

In this particular case, the answer is no. The above time series is actually showing a
population returning to carrying capacity after an excursion caused only by demographic
stochasticity. The prognosis for the population is actually quite good (Figure 2): it
persists for hundreds of generations (the duration of the simulation), making even larger
fluctuations above carrying capacity.
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Figure 1: Census of a (simulated) population; one time unit is the expected first age of
reproduction

This sort of behaviour is actually typical of trajectories of the simulated process, a
birth and death process with density dependent mortality, and Markov transition rates
() =tk and ¢ =d(1+E)k 1

e kr1 = and ¢ p 1 = (1+2)k (1)
which will either rapidly go extinct, or make many excursions well above carrying ca-
pacity prior to extinction. As such, to assess the viability of a population, we need
to understand more than the mean behaviour of the population dynamics (and, as we

discuss below, even the standard deviation can lead to misleading conclusions): we need
to understand the stochastic fluctuations in long term.

1.2 Stochastic Logistic Processes

The process (1) is an example of the density-dependent population processes introduced
in [15]. In what follows, we will investigate a class of density-dependent population
processes that are “logistic-like”, in the sense that in the large population limit, the
process evolves in time according to Verhulst’s logistic equation [20] or Kolmogorov’s
generalization thereof [14]. We’ll call these stochastic logistic processes.

To be precise, we consider families of continuous time Markov chains, indexed by a
“system-size” parameter n € Ny = {0,1,2,...}, which is proportional to the carrying

capacity — one can think of it as measuring the size of the habitat. These processes,
X () have transition rates

o =AY =AEk and gf) = u” = u(E)k (2)

n
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Figure 2: Census population size, simulated via the Markov Chain with rates (1), b = 2,
d=1,n=050.

for non-negative, continuous functions A\(z) and p(z), which we assume to be continu-
ously differentiable and bounded on compact sets. For ease of notation, we will suppress

(n) (n)

the exponents and write A\;,” = A and p;;” = py in what follows.
In [15], it is shown that if %X(”) (0) = ¢ and x(t, z) is the solution to
&= (Mz) — p(z))z (3)

with initial condition z(0,z0) = xo, then the rescaled process z(™(t) = 1x M)(t) con-
verges to x(t,zg). To be precise, for any fixed T" > 0,

lim sup |z (¢) — z(t,20)| =0 a.s.

n—00 t<T

This implies that the process with rates (1) approaches — over finite time horizons — a
deterministic limit satisfying the logistic equation,

x'zr(l—f)x
K

where r =b—d and kK = g — 1. Moreover, provided b > d, the carrying capacity « is a
stable fixed point for the dynamics.

We want the deterministic process (3) to be competitive in the sense of [14], so the
individual birth rate A\(x) and death rate p(z) will be required to be decreasing and
increasing functions of the population density z, respectively!. Further, we want (3) to

In [14], Kolmogorov actually makes the weaker assumption that the net per-capita growth rate



have bounded trajectories and a unique stable fixed point, and that z = 0 be a repeller
for the dynamics. We thus assume there is a value k > 0 such that A(z) — p(z) > 0 for
0 <z <k, AM(k) = u(k), and A(z) — pu(z) < 0 for z > k. We will allow the possibility
that A(w) = 0 for some w > 0; by the above, we must have w > k; e.g., for a birth and
death process with density dependent fecundity,

i =b(1 =)k and g, =dk,

we would have w = 1, whereas for the process with density dependent mortality, (1),
w = 00.

1.3 Fluctuations in Stochastic Logistic Processes

Based on Kurtz’s theorem, we might thus reasonably assume that the paths of stochastic
processes remain close to the corresponding unscaled carrying capacity, xn. Indeed,
one can show [16, 3] that in the large n limit, the fluctuations |z(™ () — z(t, zo)| may
be described by a diffusion process which, as ¢ — oo, relaxes to a quasi-stationary
distribution that is approximately Gaussian with mean 0 and variance ﬁﬁ’(g)‘ The
latter is asymptotically much smaller than the carrying capacity. Nonetheless, since 0 is
the only absorbing state of the Markov chain, over a sufficiently long time horizon the
stochastic logistic process will necessarily have at least one large fluctuation: it must
eventually hit zero. We thus have our first indication that the first and second moments
are insufficient to understand the long-term dynamics of a stochastic logistic process.

In what follows, we will develop an alternate approach, which allows us to give
a more complete description (an approach to fixation probabilities in the same spirit
as ours has recently appeared in [5], but their “continuous view” implicitly assumes an
initial number of individuals that tends to infinity as n — oo). We shall demonstrate the
perhaps counterintuitive result that, even starting from a single individual, in the limit
as n — 00, a stochastic logistic process has a non-zero probability of greatly exceeding
carrying capacity (e.g.,to more than double the carrying capacity for the model (1)).
To be precise, there is a “potential barrier”, n > &, defined in the next section, such
that as n — oo, the probability z(™ (t) reaches any ¢ < n tends to a non-zero limit that
is independent of ¢.

Moreover, once the population is established (which for present purposes, means
reaching a population size of m,, individuals for any fixed sequence {m,} such that
m, — o0) then with high probability (i.e., with probability approaching one as n — c0)
it must have at least one fluctuation far above carrying capacity prior to extinction.
Furthermore, having attained such a high value, it will, as n — oo, return there an
arbitrary number of times. On the other hand, we shall also see that there is a sharp
bound on such fluctuations: for any ¢ > 5, the probability that z(™ (t) reaches ¢ is
exponentially small in n.

A(z) — p(x) is decreasing; we make this stronger assumption to ensure that f(z) =In % is increasing,

which is crucial to our results. One can easily construct examples where the former holds, but not the
latter, e.g., Mz) =b+e" ", p(z) =d(1+z)+e* " forb>d>0and k=2 — 1.



Having established that the process will greatly exceed carrying capacity many times,
we address the natural question of how long this will take, how long the process will
remain at or above some high level, and the time between returns to a high level. To
understand these in context, we will also derive the expected time to first reach carrying
capacity, and the time to extinction, conditioned on whether or not the process reaches
carrying capacity first. The time to extinction has been addressed previously in varying
degrees of rigour, but with conflicting conclusions [2, 10, 17]; the other results, are, to
our knowledge, novel.

Our results also provide an elementary proof for the observation that the probability
that a density-limited population successfully invades an unoccupied territory, in the
limit as carrying capacity tends to infinity, is essentially the survival probability of a
suitably chosen branching process. This has previously been asserted without proof
and defended heuristically, e.g., [11, 7, 21] or rigorously proven rigorously via coupling
arguments, e.g., [2, 6, 18].

While our approach lacks the intuition for the path-wise behaviour obtained via
coupling with a branching process, in addition to its simplicity, it has the advantage of
allowing us to make assertions about the behaviour of the logistic process for population
sizes considerably larger than those for which the coupling remains exact (with high
probability, the stochastic logistic process and the branching process will diverge once
the population size has exceeded O(y/n) individuals, see [2]). As such, we can make
observations about the maximum of the logistic process without having to resort to
more technical large deviations arguments, can consider results over the lifetime of the
population, rather than being limited to a compact time interval, and can avoid the
“stitching-together” of various limits that coupling approaches demand.

2 Results

With the exception of our first result on invasion probabilities, where will introduce our
mathematical framework and the definitions necessary to state subsequent results, all
proofs are deferred to the appendix. We start by introducing the notation by which we
express our results.

2.1 Notation

Let X be a stochastic logistic process, as defined in the previous section. For any
non-negative integer m, let

T = inf {t >0: XMW) = m}

and
h((J:lb) (m) = ]P)m {Tén) < Tb(n)} )

where P, indicates the probability conditional on X (0) = m (similarly, we will write
E,, for the expectation conditional on X (0) = m). Thus, hgnb) (m) is the probability



that, starting from m, the process hits a prior to hitting b. A priori, if A, = 0, then
Tgﬁl = oo and hgng(m) =1forb>m>a.
More generally, for any set of nonnegative integers A, let

7" = inf {t >0: XMt e A} ,

be the first hitting time of A, and for any nonnegative m, let

be the first return time to m (note that for X ™ (0) # m, T(n_i)_ = Ty(,?)). Let Nf:)(t) be

m
the number of visits of X to m prior to time ¢, and let ST(,?) (t) be the total time spent
in state m prior to time ¢.
Our results will be asymptotic in n, for which we will use Hardy-Vinogradov notation,

so f(n) ~ g(n) if

im M =
3 gn) ~
and f(n) < g(n) if
lim sup @ <1,
n—oo  g(m)

whereas f(n) < g(n) if there exists a constant C' such that

[f(n)] < Clg(n)]

for all n.

2.2 Invasion Probabilities

Given that any population is doomed to eventual extinction, we will define a successful
invasion to be one in which starting from (a small number) m individuals, the population
achieves some positive fraction of carrying capacity. As we will see below, this implies
that it will with high probability also reach (and exceed) carrying capacity, and will have
a species lifetime exponential in n (whereas species that fail to reach carrying capacity

will on average go extinct in finite time < 1). The probability of invasion starting from

0, Lun] (m), for any ¢ € [0, k], and our first task is to understand

m individuals is thus 1 —

the function h((:b) (m).
By looking at the process X (™ (t) only at its jump times (i.e., at the embedded

Markov chain), it is clear that for a < m < b, the probabilities h((:b) (m) satisfy a recur-

rence relation

Am

h(n) —
b (m) Am + Hm

a,

B (m 4+ 1) + ) (m 1)



with boundary conditions hfﬁb) (a) = 1 and h(n)(b) =0 ( Am)\rum and Am“rum are the
probability that, given there are m individuals prior to a given jump, that jump is a
birth or death, respectively). This recurrence may be solved to yield

b—1

k Hk 1 .
(n) _ =m L1lj=1 )\,
hafbb (m) - b—1 k ij , (4)
k=a Hj:l E
(we set Z J 1 l)f] = 0 and H] 1 /;J = 1). A standard reference for such results is
[12].
Now, |
b L u(d)
H K H % Z?zl In ML)
SN A ’
so setting
1ym oG
V(")(m) _Jn > k1 In ME) if m > 0, and
0 if m=20,
we may write
b—1 nv(n)(k)
€
h‘(lnb) (m) = o=t nV (k)
k (&

(5)
Let f(z) =In 43,

so f is an increasing function and f(z) < 0 for < k. For our choice
of f we then have

VO (k) = iif (2).

and (see Lemma A.1),

/ flz)de < V(g

k
/ (o) da+ > <f< ) f(O)).
In particular, for + < w, as n — oo

VO (in) o V(1) = /0 ) do

and the latter has a unique minimum at s

Since f is increasing and f(x) > 0 for all z > k&, either w < oo, or there exists
Kk < ¢ < oo such that

/Cﬂa:)dx:

whereas fo x) dz is positive for ¢ > ¢ and negative if ¢ < (. Let

n = minf{w, ¢},



i.e.,n is either the largest population density at which the birth rate is positive, or the
least density at the same height in the potential well as zero, whichever is least. n will
be a key quantity in our analysis.

We are now in a position to use the following discrete analogue to Laplace’s method?
to obtain asymptotic estimates of the infinite sums in in terms of the maximum of V' (z).
Since V(x) is concave, its maximum over any interval [, 5] (0 < o < 8 < 1) occurs at
one of the endpoints « or 3, whereas the minimum at « is the unique local (and thus
global) minimum.

Proposition 1. Let a,, and by, be sequences of non-negative integers such that < — «
and bﬁ — B, and suppose that ¥ (x) and g(z) are, respectively, a continuously differ-
entiable function and a continuous function on an open interval containing [o, (], and
that €, is a sequence of functions on the set of integers {an,an + 1,...,by}, uniformly
converging to 0. Suppose further that that there exists v such that ¥ (vy) > ¥ (x) for all
x#y€ o, Bl

(i) If either v = a and '(a)) < 0, or v = 8 and Y¥'(B) > 0, then setting ¢, = a,, or

bn, respectively, one has

bn—1 en) e (5)
] BN sy L 9(F) et/
> (1+en(k))g <n> ()

n
k=an

(11) If ¢ is twice continuously differentiable and ¢'(y) = 0, and either v € («, 8) and
P'(v) <0, ory € {a, B}, ¥'(7) >0, and |2 —~| < ﬁ (cn as previously), then

anlu + en(k))g <""> (%)

k=an

Q(V)BRMV) |¢2~n(:)| if v € (0475); and

g(y)em ) (%4— m> otherwise.

. L _ — /=) MO0)
Applying this with ¢ (z) = V(x), g(z) = XMaz) 1(0)° and

en(i) = eV OV ()3 (1) 1) _4

2While it is appealing to observe that

iZa +enlig (£) e

is essentially the Riemann sum for

B
| s a,

«@
and then invoke the continuous form of Laplace’s method, Proposition 1 shows that whilst the discrete
and continuous results are identical for an interior maximum, they do not agree when v has its maximum
at one of the endpoints, thus invalidating this “proof”.



yields
Corollary 1. Let a,, and b, be as above. Then,
(1) If V(B) < V(«a), then

bp—1 (

Z VR /;(
k=an )\(an)

(ii) If V() < V(B), then

bil enV(")(k) o H (%) A0) env(%)
= OO

(iii) In particular, if a, = o(n), then a =0 and, if B < n, then

b — w(0)\ "
Zl V() (k) <A(0)>
e ~
1 — #0)

Applying Corollary 1 to the numerator and denominator of (2.2) gives us our first
result on invasion probabilities, namely that the large excursions of §1.1 are the rule,
and not the exception, for density limited populations:

Proposition 2 (Invasion Probabilities). Let {m,} be a sequence of positive integers
such that m, < n (we allow m,, =m),

h(()r,bl_)Lnj (mn)
<H58§> ’ if0<it<mn, and
_>‘(L> Mn _ Len) (6)
_ A(e) 1(0) ! © _( #(0) nV (-~ .
1 (1) X0) 17‘258; (1 (—)\(0)> ) e ( ) if L >mn.

Remark 1. Unfortunately, while LL—:J — ¢t as n — oo, unless ¢ is integral, it is not

Len]
generally the case that env( n ) — e

n<wgvcm»>~V®me,

n

V() If V is continuously differentiable, then

—v (L)) . : e .
n(V(L) ( » >> is bounded. However, one can easily show that if ¢ is rational, say
, %, e q;ql}, whereas

if ¢« is irrational, the set of points {¢ — [¢n] : n € Ny} is dense in [0, 1].

SO €

L= % for p and g relatively prime, then ¢ — |tn] takes all values {0



Thus, for any 0 < ¢ < 7, the hitting probability is independent of ¢, and equal to
the probability of extinction for the pure birth and death process with rates A\ = A(0)k
and pr = p(0)k. Moreover, if m,, — 0o as n — oo, the process hits ¢+ with probability
approaching 1, whereas at ¢ = 7, this probability is reduced by a constant factor, while
X () exceeds n with an exponentially small probability.

Example 1. In our example with density dependent mortality, (1), n > 2x: for x > 0,
In(z) <z -1, s0
p(x) u(z) — Az)
< 1=
7= X @)

with the inequality strict except at x = k. Then, if 0 < ¢ < 2k

L P naw =P (L
/Of(:c)dx<>\/0:c /ﬁ:d.fC—A<2l, H)L.

Thus, the right hand side is less than zero and n > 2x. Thus, depending on the model,
fluctuations to twice carrying capacity are possible, though not generically: one can
easily construct examples where n < 2k, e.g.,take a process with density dependent
fecundity, with birth and death rates A (1 — %) k and pk respectively.

1
= X(m - K’)v

An intuitive understanding of these results can be obtained by observing that the
stochastic logistic process is essentially equivalent to a random walk on Ny with the
potential nV (™ absorbed at 0. Recall that when in state k, the random walk in nV ™
increases by 1 with probability

Pk = T v (e-1) + e~V (k) e+ )

and decreases by 1 with probability ¢ := 1 — pg; this is exactly the embedded Markov
chain we used to compute hg’fb) (m). Because the potential is scaled by n, its walls become
arbitrarily steeper as n — oo, and it becomes exponentially harder for the process to
reach points of higher potential:

Proposition 3. Suppose that » — v, 0 <& <v <y, and §,v,1 # K. Then,

P {Tlen) < Tiun }

@ e (V) VER) v s sy,
)

ifV(E)>V()>V(v),

o . o (7)
1-— M&PQL; en<v<%)_v<L”J>> if V()>V(§)>V(v), and

1= SEm 125G (V) VD) s ve)s ).

Remark 2. The ordering requires V(v) < max{V (§),V(¢)}.

10
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Figure 3: The probability of hitting twice carrying capacity as a function of the initial
number of individuals, m, for the stochastic logistic process with rates (1), b = 2, and
d =1 (so k =1 and carrying capacity is n). Diamonds are numerical evaluations of (4),
the solid line is given by (6), and the dashed line is given by (7) with £ = 0 and ¢ = 2k.

Remark 3. The cases when one of &, v, ¢ is equal to k may be obtained from Proposition
1, (ii), but we omit these for brevity.

Thus, despite our use of quotes in introducing it, 7 is truly a potential barrier for the
process. Of necessity, the process will eventually make a large fluctuation down to zero,
and numerous “failed attempts” en route. The fact that carrying capacity is the bottom
of the well essentially ensures that it is equally likely to make large upward fluctuations
as well.

We conclude this section with Figures 3 and 4, which illustrate the speed of conver-
gence of (6) and (7). The former, which assumes small initial numbers, does well initially,
but eventually overestimates the probability of reaching twice carrying capacity. The
latter already shows good agreement for n = 10, whereas for the former, smaller order
terms cause a substantial error for n = 10, whereas for n = 20, our asymptotic approxi-
mations are already qualitatively correct, and at n = 50, we have excellent agreement.

2.3 Some Fluctuation Theory

Having established that the process will greatly exceed carrying capacity, it is natural to
ask what happens next. As the next result shows, it will almost certainly return towards
carrying capacity before returning to the same or higher points in the potential:

11



041\

\ 0.3 \

. e
— i ST e,
= 0

22 23 24 25 26 27 28 29 30 44 46 48 50 52 54 56 58 60

120 130 140

150

(a) n=10 (b) n =20

Figure 4: The probability of attaining ¢ > nn individuals, starting from carrying capacity,
for the stochastic logistic process with rates (1), b =2, and d =1 (so k = 1 and carrying

capacity is n). Diamonds are numerical evaluations of (4) and the dashed line is given
by (7) with £ =0 and ¢ = 7.

Proposition 4. Let max{v,&} < n. Then,

Plun { T < TL(ZZJ+}

n lvn] _ |_§7n )
sy (1-48) 2858 V) ) 4 vigev) aa e,
~ {5 fV(O<V (), and,
14 v n M - I_‘g"in .
i (1 368) Vg U B yvoave) maen

As an immediate consequence, we have the number of returns to [¢n]. Since ¢ < 7,
V(¢) < 0, and this proposition tells us that the number of times the stochastic logistic
process revisits a neighbourhood of [¢n| increases exponentially with n

Proposition 5. Fix ¢t < 1. Then,

len]

AW+ ) [a(0) A e ()
Epn, [N (T3 Ty < 1] ~ SE8, [ 28 .

In particular, the ambiguous scenario of Figure 1 is not an anomalous event, but one
that will happen many times over the lifetime of a population. In the next section, we
will look at how long one has to wait for one of these events

2.4 Hitting Times

In this section, we will look at the expected times to extinction, to carrying capacity,
and to values far above. Unless stated otherwise, we assume that A(z) and p(x) are

x
twice continuously differentiable. We start with the expected time to carrying capacity,
which is rapid:

12



Proposition 6. Fix a positive integer m. Then,

E,, [ngg |

() _ i) T 1 nn
o <7~ (53w~ o= ws) ™

Even more rapid is the extinction time conditioned on never reaching carrying ca-
pacity, which is of order one, so most populations that fail to reach carrying capacity
will not persist long enough to be observed:

Proposition 7. Let A\(z) and u(zx) be continuous and fix m < |kn|. Then,

©(0)
() (n) (n) 1 A0 1 —z™
lim E,, [ < TLmJ] T(O) /0 7(1 — )2 dx

n—oo

In particular,

Jm B [T

<] = H(lmln<1—§‘%).

(n) (n) 1
T T, _
<Ti) = NO0) — 1(0)

By contrast, a population that does reach carrying capacity will persist exponentially
long:

whereas
lim lim E, [T(”)

mM—00 N—00

Proposition 8. Fizx a positive integer m. Then,

En |T"] 27 w0 - (55) e
m | To n(!:[é:))_i’((:)))A(O) 1_(%) N(H)H( _%>

The fact that E,,[T; én)] is bounded in m also allows us to apply a result in Section
4.3 of [1] to conclude that the distribution of 7, én) has exponential tails:

Corollary 2. Independent of the initial state, m,

n(u’(ﬁ) _ A'w))
\/ B 2D L A0 ey (1- 28 ) enV ()

27 (0) w(0)

(n) -4
Py {T{" >t} S e

Using elements of the proof, we can also compute the expected time spent above any
level above carrying capacity. Let L,(Cn) (t) denote the total time spent in state k prior to
time ¢ (the local time at k). Then, applying Proposition 1 to the sum of the expected
holding time in all states above [tn], we have

Corollary 3. Let k <t <n. Then,

0o 1— @ " —nV LL:J
m k 70 1 — 10 () 70)
k=[un]|+1 X0y np(e)e O]

13



We can also completely characterize the amount of time in any given state prior to
extinction:

Corollary 4. Let m be a positive integer.

P {21 < |1 < M}
k-1 k—1
_(/\k—i_uk)(l_(l_igg;) H(M(g) ) )\(Ak(())l)env(n)>t
~ € n
i.e., conditioned upon hitting k prior to 0, the total time spent in k is exponentially
distributed.

Together, these two corollaries tell us that the that the total of time spent in any
state above carrying capacity is either exponentially long (below the barrier 1), or ex-
ponentially short (above ), so from an absolute point of view, populations can be well
above carrying capacity for long periods of time. From a relative point of view, however,
Proposition 8 and Corollary 3, tell us the fraction of time spent above |in|, for any
L > K, is of order e"V(®)=V() which for large populations is vanishingly small, so as
the population grows large, it might be highly unlikely to observe such a fluctuation.
Indeed, as the next two results show, one must also wait exponentially long to see a large
fluctuation, whereas a typical excursion has a very short duration:

Proposition 9. Let v <n. Then, for fited m € N,

(v () Vo)
£ [7™ |70 pm] 2m pv)e
L ] e 2T Rt W N v
[ } n (Z((n)) _ /}\((@)) A(v) A(K)k (1 . zgug)

(as in Corollary 2, the tails of the distribution are exponential).

As one sees in the proof, the time spent in states k with V' (%) > V(v) is extremely
short (< Inn) compared to the time in states with V' (%) < V(v) this is because the
process rapidly approaches the carrying capacity, but, prior to hitting |vn], it makes
many returns to each point such that V' (%) < V(v). These returns are quite rapid:

Proposition 10. Let kK < v <n. Then,

_ ) | o _ !
nh—{go Etynj |:T|ﬁnj} ()\/(I{) - ,u/('%))/{

Finally, having established in Proposition 5 that the process will nonetheless reattain
vn, it is natural to ask how long this will take. This leads us to:

Inn

Proposition 11. Let k < v < 7. Then,

Ejun) [Ty | T

lvn]+ < Tén)}




3 Discussion

The results above provide a fairly complete picture of the long-term behaviour of the
stochastic logistic process: an invading population either fails and disappears almost
immediately, or rapidly attains carrying capacity. In the latter case, it persists exponen-
tially long, eventually achieving every state of potential less than zero, returning to each
such state an arbitrary number of times, but taking exponentially long to do so, and
typically returning close to carrying capacity in time < Inn. Together, the net effect is
a standard deviation of order O(y/n), but the latter is deceptive, as it masks the rare
but recurrent excursions.

To conclude, in addition to mathematical and theoretical interest, our results have
practically important biological implications: depending on when we observe a popula-
tion, it may in fact be far in excess of equilibrium, so that estimates of the population
viability or Malthusian growth rate may be grossly inaccurate. Moreover, large increases
or sudden decreases in population size, that might be interpreted as recovery or collapse,
may be little more than demographic stochasticity. Some caveats are, of course, in order.
First, as we observe in proposition 1, whilst significant fluctuations above carrying capac-
ity (i.e., of magnitude proportional to the population size) are highly likely to occur, the
size of those fluctuations is nonetheless model-dependent, and in a more realistic model,
many factors will limit population growth at high frequencies (e.g., resource limitation,
mate competition, disease, and predation, to name a few) so that the potential barrier
will likely be closer to carrying capacity than in toy mathematical models. Similarly,
including e.g., Allee effects at small numbers would qualitatively change the shape of
the potential, adding a second well at small numbers and a potential barrier to traverse
to reach the carrying capacity, which would demand a more detailed analysis than is
presented here, although one likely amenable to an analysis similar to that for diffusions
with metastable states (e.g., [4]).

More importantly, the expected waiting time for an excursion far above carrying
capacity, despite being asymptotically smaller than the extinction time, is still expo-
nentially large in n, so that one may have to wait an extremely long time to see such
an excursion, even if arbitrarily many will occur prior to extinction. Moreover, the re-
turn time to equilibrium is considerably shorter than the time between excursions — so
for large populations, we are extremely unlikely to observe the population far from its
equilibrium size.

Nonetheless, when modelling populations e.g.,in performing viability analysis, we
are often most interested in the smaller populations of uncommon species, which are
at risk of extinction. In this case, large fluctuations may occur on the timescale at
which we observe the population and confound our efforts to estimate that risk. In
such cases, the existence of large magnitude stochastic fluctuations that we have demon-
strated should serve as an important caution to the use of deterministic modelling in
conservation biology, and leave us with the important question of how to distinguish
collapsing populations from those reverting to the mean.
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Appendices

A  Some Useful Lemmas

For the sake of completeness, we include some simple and well-known lemmas that we
have used in the main text. The proofs are elementary and are thus omitted.

Lemma A.1. (i) Let f be an non-decreasing function. Then,

b . % a
0<ij§1f<i)—/z f(rv)dx<i<f<z>—f<n)>

% b—1 . a
OS/:; f(w)dl'—ijz_;lf@)S:L(f(z)—f(n))-

(i) If f is differentiable and |f'(z)| is bounded by M on [%, 2], then
b b—1 ,
n 1 J M(b—a)
dz — - L) < 220
[ r@a n§f<n> < MO

(iti) Further, if f is twice differentiable and |f"(z)| is bounded by M on [% %], then

n?

frow S50)-£00) )5

Lemma A.2 (Dominated convergence theorem for series). Suppose that an,, and by,
are sequences such that

and

(1) mmn — Qm as n — 00,
(it) |amn| < by, for all n, and

(i) 3% by < 0.

Then,
o o
lim g Amp = g Qs
n—oo
m=0 m=0

i.e., the sums on the left and right are convergent and one can interchange sum and limit.
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Lemma A.3. Suppose we have sequences ay, j, by > 0 for all n,k, such that

lim sup dnk _ 1,
k—oo pn bn,k
and that
o
Z bn,k = OQ.
k=1
Then,
N
_a
N=oo 3 1 bnk
B Proofs

B.1 Proofs for §2.2

Proposition 1. We will prove the result for v = a and v € (a, #). The other cases follow
similarly.
Fix & > 0 such that ¢’(a) + ¢ < 0. Using Taylor’s theorem, we may write

V(@) =(y) + ¥ (y) (= —y) + Rz, y)(x - y),
where R(x,y) — 0 as |z —y| — 0. Fix 6 > 0 such that

[ () — /()] < =

2
for all z such that |z — a| < ¢ and
5
2
for all x such that z — a < 34, and choose n > 0 such that ¥ (z) < (a) — n for all
x such that z — a > §. Fix M and m such that |g(z)| < M and |h(z)] < m for all
r € [a— 0,8+ and all n. Since %2 — o and %” — 3, without loss of generality, we

[B(z,0)] <5 and g(2) = g(e)] <

may assume that |22 —a| < §, |2 — 8| < § and |e,| < € for all n.

Then,
30+ el (£) et
k=an n
_ () $ (14 en(0)g (£} vtz
k=an
an+[2nd]—1
vt (TS (et BECCRE
k=an
bp—1
FOX (el () etm )
k=an+[2nd]
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and, provided k > a,, + [2nd], then % > a+ 4, and

bn—1 k X
S g (£) )| < i -9 0
k=an+[2nd] "

as n — oo, whereas if k < a,, + [2nd], then £

» < a+ 30, and
R P S Y gn(o(5)-o(%)
_ an\ _ () -9 (H-%) < =) enlvle) (s
(1) (9 (=) <) k; ¢ : < k; (1+ea(k))g (n) e
a an+[2nd]—1 ( ) ( )
§(1+E) g )4 Z e"l('@b @ )+£) ,
o(2)9)" %
and
an+[2nd]—1 [2nd]—1 (¥’ y[2ns] _
S et o S s - U
k=an k=0 et (5)-a) -

We now observe that ¢ (%) —¢/(a)| < &, s0 ¢’ (%) + 5 < ¢'(a) + £ < 0 and

as n — 00. Proceeding similarly we obtain a lower bound. Since € > 0 can be chosen
arbitrarily small, the result follows.

To prove the case when ¢’'(y) = 0, we proceed as previously and write

Y(x) =p(y) + ¢ (y) (x —y) + (;w”(y) + R(z, y)) (z —y)*

where R(xz,y) — 0 as |z —y| — 0. Fix ¢ > 0 sufficiently small that ¢"(y) +e < 0
and choose 0 > 0 sufficiently small that |R(z,y)| < € and |g(x)
|z — y| < 20. As before, suppose that |g(z

—g(y)| < e for all
that i (vy) >

)| < M and |h(z)| < m for z € [o — 9,5 + I],
Y(x)+n for |y —z| > 0 and that €, < 5 for all n. Then, setting ¢, = [yn]
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ifvye (a,B), cn =ayn if y=a, and ¢, = b, if v = 3,

anla + ealk))g (fj) (%)

k=an
bn—1
=) 3 (14 enli)g () e
k=an
cn—[nd]—1
enw(iﬁ( > (1+en(/g))g(z>en(w(ﬁ)—w(z))
k=an
cn+[nd]
£ W () et
k=cn—[nd|

3=

s (L) e

k=cn+[nd]+1

>w<a¢>>) |

where, as before, the first and last sums are bounded above by (b, — an)(1 + &)Me™™
and

cn+[nd]

(-2 (s (%) -2 k:c;mn G-+ G ()-8 (-5))
< cninﬂ (1+ en(k))g (fj) en(v(£)-v(2))
k=cp—[nd]
) ) TS () (B (e (e g) (-
< (14¢) (g<n>+€)k:cnz—[n6] ,

As previously, we will show that for n sufficiently large, the upper sum has an upper
bound arbitrarily close to g(v)emp(w« /Wz,,”ﬁ. The lower sum is treated identically.

Proceeding, we have

cn+[2nd]

Y (G @ Goe))
k=cp—[2nd]
[2nd] 1"/ en [2nd]
= Z ew/(%)k+w (E)+2 k2 _ eznu% Z —Zn(k—un)Q’
k=—[2nd] k=—[2nd]
where Zn = % and Un szn) .

19



We analyze the latter sum via Poisson’s summation formula [13], which tells us that
for an integrable function f with Fourier transform f,

S k=Y

k=—o0 k=—o00

Applying this with f(z) = e~ (@=un)? giveg

Now, for k # 0,

T k2
T iunpk+ I
Zn

whereas, since 1 is twice continuously differentiable (and thus ¢’ is Lipschitz), there
exists a constant L such that

i (%) ¥ _
CICEH .

which thus vanishes as n — oo, provided ‘% — 'y| < %

Cn 2
-7 >
n

’Zﬂun| =

Since € and § may be chosen arbitrarily small, the result follows provided

Lon] 2 > 2
Z 6—zn(k—un) ~ Z e—zn(k—un) )
k=—on] k=—o00

To see this, we first observe that

0< Z e~ #n(k—un)? _ Ze—Zn(I_(SnJ2+(k—un)2+2\_6nj (k—un))
k=|én]+1 k=1

oo
<e zn|_§nj +2zpUn | 0N Ze n(k— un
k=1

and, similarly,

—|on|-1 -1
0 < Z —zn (k— un) < e—zn|_6nj2 2zZpUn |00 ] Z e—zn(k un)2
k=—oc0 k=—0o0
Thus,
—|on]-1 oo
0 < Z e—zn(k—un)2 + Z e—zn(k—un)2
k=—00 k=|on]+1

< e—an5nJ2+2zn\un|L5nj ( Z e—zn(k—un)2 B 1>

k=—o0
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so that

[on] e—%n (k—upn)?

k=—|on] —2n |67)2 4220 un| |60 1
<1-— _
IR > S e

and, since z,n? < n, whereas z,|up|n =< n|% — 5| = o(y/n), the right hand side tends
to 0 as n — oo. O O

Remark 4. We note that provided o < 3 (resp. a < v < ) and the function g is bounded
on some fixed interval containing [«, 5], then the error in (i) and (ii) is independent of
b, and B or a, and « respectively. Similarly, the bound in (iii) is independent of either
endpoint.

_ _ /p=) A0)
Corollary 1. Let ¢(z) = V(x), g(z) = Xa) a(o) and

en(k) = eV RV (2)=3(F(3)-F @) _q,

Then g(x) is continuous,
n k
enV( ) (k) _ (1 + en(k:))g <> enw(%)7

and, from Lemma A.1, for any positive integers a < b,

sup,cra o1 |f"(2)|(b - a)

en()] < -

: (8)

which we note is uniform in k. The first two assertions then follow from the corresponding
parts of the Proposition.
The third statement follows immediately upon observing that

V) Vi = (MO

O U

B.2 Proofs for §2.3

Proposition 4. Since the process can only change by increments of +1, for any m and j,
we have

o Ip®) LG5 <) and
P, {T(")<T,§1”+)}: R

g Py {1 < T it G >

Lm, enV(n) (m—1)

>\m+Mm Z’]T—}l e"V<n)(k) lf j < m, and

A, enV(n>(m)
)\m+/1/m mel 6'n,V<7"’) (k)

k=m

if 5 >m.
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Taking m = |vn| and j = |£n ], we are thus left with the task of estimating the sums
lvn]—1 [én]—1
Z VI (R =V (] -1))  o14q Z en(‘/(")(k)*V(“)(Lan*l))7
k=¢&n] k=|vn|

using Corollary 1, where V(z) — V(v) finds its maximum at either £ or v , and this
maximum occurs at either the right or left side of the interval of interest, [£, V] or [v, ],
depending on where £ lies.

Now, given that V' (z) is convex with a minimum at &, and V(0) = 0, there exists a
unique v/ # v such that V(') = V(v). I { <v <k <V or { <V <k < v, the interval
is [¢, v], the maximum occurs at x = £ and

[vnj—1 w@ 2w (v (5 -V ()
n(V (k) =V (lun)-1))  V AE) pu)
2 ¢ L ’
k=[&n] NG

whereas if v < Kk <V < or V < k < v <&, the interval is [v,&], the maximum occurs
at z = ¢ and

o) © 2wy n(V (5 -V (5
KZJ: 1 (VI (k) =V (lvn)-1)) %We E A((€)> =
P u(§)

Ifif v <& <V or v <€ < v, the maximum is at = v whereas the interval is [v, ] or
[€, v] respectively, and one has

lvn]—1
3 VIRV Lnl-1) 1
| )
k=|¢n] (W)
and
lén)—1
n(VO) (k) =V (o)1) L
Z ‘ - 1 - )7
k=|vn] n(v)
respectively. O O

Proposition 5. Since the process X ((t) is Markov, for any integer k, each excursion
from k is an independent renewal, and thus the number of returns prior to hitting zero

has a geometric distribution with success parameter P {To(n) <T Igi)}:

P, { N (T Z‘T&J _ Té’”} _p, {Tém - T,ET} (1 _ P, {To("’ < Té@})z_l

with mean )
En [N (@)1, < 187 = —
P, {TO <1 }
The result follows taking k = [vn], and using the asymptotic for P, {Tén) <T ,51)}
from the previous proposition with £ = 0, recalling that V' (0) = 0. O O
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B.3 Proofs for §2.4

Proposition 6. The proof presented here is based upon the treatment given for the Moran
model in [9]. We first observe that the hitting time of 0 or |xn] is the sum of the time

spent in all in-between states prior to TL( n) MERY that

[kn]—1

(n) |n(n) (n)] _ (n) (n)
B, [T\_rmJ Tiany <To } - ; Em [S Lnn ‘TLsz <Ty ]
_ 1 (n) () | ) _ ()
Y B {N’“ (TLWJ)‘TWLJ <To}
as m is the expected time spent in state k, which is exponentially distributed with

parameter Ag + fif.
Now, N, (n)( L(ﬁ) j) has a modified geometric distribution:

P, {N,ﬁ”)( T ) = z(T[:iJ < TO(")}

P T <1\ < T it 1 =0, and
< T

() _ ) |

P {1 <1 T
() () if1>1,
T <1}

T <1y >})H

P {T(") <1

[wn]
|~ (1—1{%{1’{ ) <1

which has mean

B {17 <100 |10 <760}
B {1, < T[T < T8

Now, if we specialize to the case when m = 1, then the process must pass through k en
route to |kn|, so

Py {1 <0,

) pm) _
T <m =1

Moreover, conditional on T; L(:'r)b | < T 0(") , starting from £, TL(:T)L | < T ,51) if and only if a

birth occurs and the process hits [kn| prior to k:

P {1, < T[T <7} =

[kn] Kn |

() _ i)
Py {TL:n <1

(n) (n)
T T
i + m kn] <1y }

so that

|kn]—1

1
= AP {T” <T™

= [TL(:;)U

(n) (n)| _
T|_m’LJ < TO ] -

(n) (n)
kn] [kn] < T }
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whereas
Py {T(0) < T}
Pyys {TL(M)L | < Té”)}

Pri1 { L(Zr)zj < T(n)

(n) (n) | _
TLmJ<T }

since {T(n) < Tén)} - {T( n)

kn] |kn

| < To(n)} as to reach 0 from k 4+ 1, the process must pass
via k

Now, Proposition 2 and its proof tell us that Pk+1{ L(:zJ < T(n)} tends to 1 as
k — oo, and, moreover, that this convergence is uniform in n. We may thus apply
Lemma A.3, to conclude that

|kn]—1

|kn | 0 :| kzzl )\kIPk+1{ L(m)ﬂ <T(n)}

E, [Tf:i |

We now observe that

(n) n 1 _ ;)
Pk+1 {TI_nnj < Tk } h’|_m’LJ k(k + 1)

n(y)

which, by Corollary 1 is asymptotically equivalent to 1 — () so recalling that A\, =
A(R) k,

n

[kn]—1 1 |kn]—1 1

> ~ Y B g
k=1 AkPri1 {TL(HBLJ < T(n)} = (G ek
The latter is the Riemann sum for the integral of m over [0, ], but this integral
diverges at both endpoints. To deal with this, first observe that, using Taylor’s theorem,
we may write

Ax) = p(x) = A0) = p(0) + (X'(0) = p'(0) + r())z,

where r(z) — 0 as x — 0 and

Az) = () = (N (k) = ¢/ (8)) (& — k) + (X" (k) = 1" (k) + R(2))(z = K)?,

for a continuous function R(z) such that R(xz) — 0 as  — k. Then, for arbitrary ¢ > 0,
we can choose n sufficiently large that
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for all [kn] — |2 | <k < [kn], and split the sum in three:
LﬁJ lrn]— L |kn]—1
1 1 1
> + Z + 2 ~
AMEY = (E))k AEY = (E))k AEY — () k
S OE RO 2, OO, 2 BE )
For the first sum, we have that
1 LZ L %J 1 L ey
MO) —p(O) +e = k™ i (MG —n(G) kT MO =pl0) = &
whereas
\_ll’]n’l’LJ 1 _1
k- nh JJ”J“L:"J’
k=1
where v is the Euler-Mascheroni constant and €l | ™ ﬁ
Similarly, "
lkn]—1 lkn]—1
1 1 1
< X
N(k) — (k) +e)k Z k:—/in_ k EV) k
(N(k) — 1 (k) +¢) bt 2 | o LmJ( (w) —n(3))
|kn]—1
1 1
< (N(k) — ' (Kk)) —e)(k —0) k=LmJZL1$nJ k—kn
and,
Lnij:—l 1 1r;nnJ 1

kannJ—{ﬁJ
Since 0 < kn — |kn| < 1,

Finally, to deal with the middle sum, we first note that
d 1 V(=) = (@)z + A=) — p(=)
da (Mz) — p(x))z (AM(z) — p())?2?
is bounded on any closed interval in (0, k) and tends to +o00 at 0, where it is decreasing,

and at k, where it is increasing; in particular, on [ﬁ, K — lnn] the derivative is bounded
above by its values at the endpoints, which are bounded above by

SUPzec[0,x) —()\/(l‘) - /J,I(SL‘)).’E (111 n)2
min{A(0) — (0), () — /' (k))s} 77
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Thus, applying Lemma A.1, we have that

S [t g
Nk iy OG- @)

SUP,epoe —(N () — 1/ (2))z  (Inn)?
~ min{A(0) — p(0), (N (k) — i/ (r))s}  2n

Moreover,

P A fFdr [ NO -0+
/ L (A@) — pla))z / (A(O)M(O))w_/mln(() R (0)N@) — @)

are bounded, where

(z—r)

. A@)—p(@)z for  # k, and
W) = W (k) for @ =r

Finally, we observe that

/ O Y0 (ln; - (mln»

and

/ = o= = =g (" () 13-

so that the middle sum is < Inlnn.
Since the choice of ¢ is arbitrary, the result follows. O

Proposition 7. We begin with a pair of lemmas:
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Lemma B.1. The logistic process conditioned on the event To(n) < TJ&/?[I) is a Markov

birth and death process with transition rates

(n) (n)
5(m _ \(m ho ar(k+1) and 1™ — ,® ho ar(k = 1)
k k ) P = Hi (n) :
ho . (k) ho . (k)
In particular, taking M = |vn| for k < v <n, we have that
lim A = 4(0)k  and Tim. ™ = A0k
O

n—o0
O

Proof. This is a special case of Doob’s h-transform |[§]

Lemma B.2. Let
7 (m) =By [ 187|167 < 1]
Then,
m M—1 i x(n)
() )y L A
Ty (M) = Z RQ H —(n)
k=1 j=k j 1=k My
Proof. For m < M the function T](\;) satisfies the recurrence relation
3 (n) ~(n)
Ty (m) = R +ﬂ£g) + R +ﬂ(n)TM (m+1)+ 75\%) —|—[L(n)TM (m—1),
with boundary T](\;)(O) = 0, whilst
n 1 n
T](\/[)(M -1) = —(n) +T](\/[)(M - 2).
Har—1
Solving the recurrence equation gives the result. As previously, we refer to [12] for a
detailed treatment. O O
The proof consists in showing that the sum
() 11 ~(n)
Jj=t k=t My

is uniformly bounded in n, so that we can apply Lemma A.2 to interchange sum and

limit to obtain
i 7 () Zm Z‘X’ 1 <u(0)>f' 1 Z’” Z‘X’ /Moi 1y
11m 7 m) = g T €T
n—oo Lxn] ]
- = = w0)7 \A(0) #O0) i= = o
m (0) ©(0)
1 /i(o xh—1 1 /Mo> 1—az™m
= —— ——dr = —— ——dx.
02l 12T w0 )y G



I=k H

— n 1 n (TL) y (’I’L) )
0 (i L0
=1 Az(n) =1 F‘l(n) h(()r,?mj(k - 1)hg,1L)mJ (k—1)
so, since ¢ < m, we can ignore terms in ¢ and consider only the sum

wn|—1 1 (n) ; (n) N n kn) =1 (p(n) ]

Li ho ) G+ Do, (9 ﬁ A _ < Me—n‘/(")(a‘)

j=1 Aﬁ") k=1 /J’](cn) j=1 )\gn)

9 Lﬁanl 1 L/{njfl
- BN Z o2V (k) =V (4))

- Kn n 2 (n)
( b env ”’“)) =1 A k=

lkn]—1 |kn]—1

2 Vv (k
< e
A(0) (e Z kz
k=0 €
Now, by Lemma A.1, nV " (k) < nfo z)dx + f (%) — f(0), whereas, by the interme-

diate value theorem for integrals, we have

/ F()di = f(zin)i

for some zj, € [0, %] Now, fix 0 < ¢ < k. Provided k < |vn] for 0 < v < 7, either
% < ¢, in which case f(z;,) < f(e) <0, or

f(zkn)e<fzkn /f dm<m1n{/f dx/f dm} 0,

and thus, p := sup,, f(zx,n) <O0.
Now 0 < f (%) — f(0) < f(v) = f(0), so if

[I_, & ifk< |vn), and
ap k= 7 .
0 otherwise

)

then a, j < efW=F0)eri and ef < 1, so

Lvn) -1 Fw)—-£(0)
nV (™ (k) F@)=£(0) ok _ € pj
1< Z < Z e o —el,

and the sum above is bounded, independently of n. ] ]
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Proposition 8. We first observe that the time to extinction is simply the time spent in
all states k > 0:

n [10] = zE [z = z B [N )],

as x4 + is the expected time spent in state k per visit, and, by definition, NV, (n )(T( )) is

the total number of visits to £ prior to extinction. As before, N, (n )( (n )) has a modified
geometric distribution with mean

P, {T{" < 73"}
{7 <1V}

For the denominator, the process can only fail to return to & if the next event is a
death and the process hits 0 prior to hitting k:

(n) _ () () _ )\ _ Mk €
e <ol ) e ) <)<

V() (k—1)

)\k+,u

We first note that in light of (8), there is a bound €, that tends to 0 as n — oo such
that

enV (™ (k—1)
= — 1| <e,
p 2(0) k=1
mORSTE=LE V)

uniformly in k.

Now, fix some small 6 > 0 such that V(d) > V (k). We consider the sum in k in two
parts, k < |on|, and k > |0n|. We first consider the latter.

As we observed in Remark 4, since V(0) > V(21) and k > [dn],

SoE 09 ()
J:

1— w(0)

A(0)

where 7, — 0 as n — oo, independently of k. Thus,

(1) _ ) p(0)\ [n (") A©0) ket
AT <T’“+}”<l_x<o>>\/ oy e

uniformly in <.
For the numerator, from Proposition 2, we know that

Py, {T,ﬁ”) < TO(")} ~1- <’;Eg§>m
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if m < nyn, whereas
lim Py, {T{" < T§" } =0

n—oo

otherwise, again uniformly in k.

Thus, since pr = npu (%) kE _V(x) is maximized at z = &, and p(k) = A\(x), from

n?
Proposition 1 we have

Z /\kiﬂkEm [N'En)(Tén))]
k=|on)+1
1 - 40 bmlom1 g (E) & igi_lgzgg)
21 w0 - (55)" e

)
W _ X A0) 7 _ (0O A0
n (48 - 35) MO - (58) weas (1-56)
Finally, we observe that for & < |dn],
P, {T,E") < TO(")} <1,

whereas, since V(" (5) < 0,

k—1
e”v(n)(j) <k-1<n.

0

B

Moreover, since A and u are, respectively, decreasing and increasing,

k1
eV (k-1) 5 \/“( ) A0 V() (1= 6,) > VO (1 —¢,),

p(0) A (5D)
so that ™
~ 1 (m) () GO —
E,, | N, (T, < —————e "
2 5w M) < i —e
which is asymptotically smaller than the sum over k > [dn]. O O

Corollary 4. By the strong Markov property, each excursion starting from state k is
independent. Thus, conditional on ny visits to k, the time spent in k after each return is
a sum of ny independent exponentially distributed random variables with rate Ax + pp
i.e., a gamma-distributed with shape and rate parameters ng and Ag+puy: the probability
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that the total time is in [¢,t + dt) is

ne—1

t t—1t1 t—1t1 —t2—~~~—tnk,2
T e T
0 JO 0

j=1
X (A + pg)e” Owtme)t—ti—to= b, 1) gp gty - dt,,
= 4()% + )™ k=1L o= (Aetpp)t
(nk - 1)!

Now, we observed above that the number of visits to k prior to extinction, N lgn) (T, én)),
has a modified geometric distribution, with probability P, {T én) < To(n)} of reaching
k prior to extinction, and return probability Py {TO(”) < Tlgi)}. The former gives the

probability that L,in) (To(n)) > 0, whereas summing over the distribution of N,gn) (TO("))
the probability that ngn) (Tén)) € [t,t+dt) is

P, {T;M < Té")} (1 — P {Tgn> < T,gf})

— (A + )™ ne—1,—(Ag+me)t n) (n)
X S R < 1)
ng=

=P, {Tén) < Tén)} e + 1) <1 _ P, {Tén) < T;Si)}) 6*(/\1@+Mk)<171P’k{T(§")<T;§T})t'

np—1

The result then follows using the asymptotic approximations of the previous proof. [
O

Proposition 9. Proceeding as previously, we have that

lvn]—1

1
Eqy (T T < 1
[ e[ ond } ; AkPry1 {TL(:L%J <T1§n)}
and )
7™ (n)
Pk“‘l{ lvn] <Ty } ZLWLJ L on(V) () =V (k)

Recall, v/ # v is the unique value such that V(') = V(v). Then, for k < |[V'n],
Vv (l) -V (%) is maximized at j = k, whereas for |v/'n] < k < |vn], it is maximized

n
at j = [vn] — 1.
We thus have

Sl

)
)

p(

(

Prt1 {TL(:BLJ < T,En)} ~1—

>
Sl
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for k < [V/n], whereas for |v/'n| < k < |vn],

1 Awu(E)
A(v
]P)k:-i-l {Tt(;z'r)zj < Tlgn)} 1 - ,ugyg
We now split the sum over k at [v/n]. Then,
[v'n|—1 1 LV’ZnJ:—l 1
k=1 APri1 {TL(:%J < Tk(:n)} k=1 AR —n()
whereas " "
30 =00 <2 (1) < () <20) - o),
n n
so, as previously,
[v'n|—1 1
—— < liminf ———
)\(V) — /L(l/) n—r00 ln(y’n) ; )\kPk+1 {TL(:/ZJ < T’g”)}
[v'n]-1
1 1
< lim sup < .
n—oo In(v'n) k;zl AeProt {TL(:r)LJ < T,g")} A(0) — u(0)

On the other hand, we observe that for z € [v/,v], V(v) — V(z) is maximized at
T = K, so that, applying Proposition 1, we have

1 izt (v () ()

’fgl”:/’” NP {700 < T} T (B) (8) (1-24)

lvn]—1

u(s
The result follows on observing that A(k) = u(k). O O
Proposition 10. As previously, we have that
Epny |Tim| = i n(\ L Pl {77 < TL(:T)‘J}.
el "8 ) B {1 <7}
Now,
1 if [kn| <k < |vn], and

P {717 <12} = o
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whereas

P {1 <1} = e {1 <1}

A+ fik L]
and ") h-1)
enV ") (k—1

P T <1 .

Thus, for k > |vn|,

j=|kn] /\(V)#(kil

— lvn] k—1
() _ o) vnl=1 uyio) pEACEE) n(v () -v(5L))
1 Pln {T TWJ} St v () tye
O B il < Ty e T

since V' is minimized at k. Moreover, as pu(x) and A(z) are, respectively, increasing and
decreasing, the latter is bounded above by

() v
(u(v) = A@)v

Further,
v (LI/TLJ) v (k:— 1) — V() <l<:—1 B {an) -V (LVnJ) <l<:— I LanL>
n n n n n n n

for some z € [LV; , %], the inequality follows since V" (x) > 0 for all x. Thus

o o0 A M)

lvn] — LV’"«J LV"J ( n
Z e"(V(T)—V(%)) Ze €
k=|vn]

pr 1oV ()

since v > k and V’/(k) = 0. In particular, we see that the sum

00 (n) (n)
) 1 P {7 <7}
oo MO ) {TL(M)LJ < Tiii)}
is bounded above.
Finally, consider
lvn] 1
k=|rn|+1 anPkfl {TL('“)” < Tén)}
Arguing as above,
n 1 1
]P)kfl{ L(m)LJ<T( )} ~




and, proceeding as in Proposition 6, one can show that
lvn] 1 1
k k ~ T 7 Inn.
2 NOEIO ORI

k=|rn|+1

O O

Proposition 11. To begin, we decompose the expectation according to whether, starting
from |vn], the next event is a birth or a death:

+ ¢Etynj—l { L(z/'r)zj

ALunJ + Hivn)
0o 7n ) (n) |p(n) (n)
Alvn) PLanH{ <Tn) | Tivn) <To }

Alwn) + Hon] 0 Py {T(”) <" ‘Tw < T(")}

v
It Py {1 < T |00 < T

Hivn| [vn]
Nont il 25 By {700, < T[T < 1)

(n)
E [vn]+1 [Ttunj

Tl <7

(n) (n)
T < T} ]

For the first sum, we observe that for any k > |vn|,
P {10, < TV} =1,

and we may thus replace the conditional probabilities with the unconditional ones. Then,
using (2.2),

(n) (n)
Plunj+1 {T TLan} — (V™ (om) =V (k)

Py, {TL(;‘}LJ <" )} ’

so that, using Lemma 1, the first sum is asymptotic to

pu(v) 1
p@) +A@) (p) = Aw))v

For the second sum, we observe that

Ty <1y o{aiy <1y p = {1 <7}

whereas

Plym)—1 {T( W Tl <" )} — Pl {T,ﬁ") < TL(;QJ}]P { T < Té”)},
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so that, applying Bayes’ theorem,
(n) (n) |pn(n) (n) 7™ (n) (n) n)
Bl {0 <10 |10 < T8 B {1 < 20 PR {10 < T}

T <V} Poer {1\ < T}

Pri1 {TL(Z)LJ < T(n

Again, from (2.2), we see that

(n) (n)
Plonj—1 {T < TLan} — eV (lvn] =)=V (k)
Pk+1{ L(W)LJ <T( )}

so this sum reduces to

Ul Py { L(mij < To(n)}

n\g

6nV(”) (lvn]-1)=V ) (k)) )

k=1

To evaluate the sum, it is useful to consider it in two pieces. To do so, we first
re-introduce v’ < k such that V(v') = V(v), and then consider

[v'n]—1 (n) (n)
P {TL n| < T }env(")(LVnJ—l)—V(")(k))

1 n)\k
lvn]-1 P T(n) <T(”)
i Z ’“{ Lvn) 0 }enV(">(|_VnJ—1)—V<">(k)).
k=|v'n] Ak

For the former, V™ (|vn] — 1) — V™ (k)) is maximized at k = |v/n| — 1, whereas
Py, {T(n) < To(n)} us bounded above by 1. Using Lemma 1, the first sum is asymptoti-

cally li)rgnded above by
1 () (5
() () o\ () (B3

For the second piece, we note that for |v/'n] < k < |[Vn], Py {TL(Z)LJ < T( )} ~ 1,

whereas V" (|vn| — 1) — V(" (k)) is maximized at |xn|, so appealing to Lemma 1, it is
asymptotically equivalent to

J 27 u(v) en<V<LD" ) ('{)>
"

The result follows. O O
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