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Regularity and $hp$ Discontinuous Galerkin Finite Element Approximation of Linear Elliptic Eigenvalue Problems with Singular Potentials

Yvon Maday†,⋆ and Carlo Marcati†

Abstract. We study the regularity in weighted Sobolev spaces of Schrödinger-type eigenvalue problems, and we analyse their approximation via a discontinuous Galerkin (dG) $hp$ finite element method. In particular, we show that, for a class of singular potentials, the eigenfunctions of the operator belong to analytic-type non homogeneous weighted Sobolev spaces. Using this result, we prove that the an isotropically graded $hp$ dG method is spectrally accurate, and that the numerical approximation converges with exponential rate to the exact solution. Numerical tests in two and three dimensions confirm the theoretical results and provide an insight into the behaviour of the method for varying discretisation parameters.

1. Introduction

Many problems in physics and chemistry are modeled through elliptic eigenvalue problems with singular potential. This is the case, for example, of the electronic Schrödinger equation, where the attraction between the nuclei and the electrons is proportional to the inverse of their distance. In this paper we propose and analyze the application of an isotropically graded $hp$ discontinuous Galerkin (dG) finite element method for the approximation of the solution to linear elliptic eigenvalue problems. The central idea is that, for a wide class of singular potentials, the exact eigenfunctions are highly regular in weighted Sobolev spaces — i.e., they are smooth in Sobolev spaces when multiplied by weights that are null at the singularities. The weighted Sobolev spaces considered were introduced in the analysis of elliptic problems in domains with non-smooth boundary [Kon67]; when applied to elliptic problems in domains with corners and edges, the graded $hp$ refinement gives rise to exponentially convergent methods [GB86d, GB86e, SSW13b, SSW13a].

Our goal is firstly, therefore, to show that the solution to the eigenvalue problems has sufficient regularity to be approximated with exponential convergence by the discontinuous $hp$ space. Then, this can be used to prove that the solution provided by the $hp$ dG finite element method converges with this exponential rate.

In Section 2 we start by briefly introducing the functional setting of homogeneous and non homogeneous weighted Sobolev spaces, and by stating our eigenvalue problem. We do so in a quite general way, which includes both singularities on the boundary and in the interior of the domain. Note however that in three dimensions we do not consider anisotropic approximation along the edge, thus the singularities only arise in practice from potentials.
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In Section 3 we consider the issues related to the regularity of solutions to linear elliptic problem with singular points. We are mainly interested in singular points as a consequence of singular potentials, but we place ourselves in the more general case of a conical domain. The analysis therefore applies also to corner domains in two and three dimensions, a situation that has been widely studied, see, among the others, [CDN12, ES97, KMR97, MR10].

Let us consider a conical domain, i.e., a bounded domain $\Omega \subset \mathbb{R}^d$ such that, after localization of the singularity at the origin, in polar coordinates, $\Omega \cap S_{d-1} = (0, \zeta) \times U$, with $\zeta > 0$, $U \subset S_{d-1}$, and $S_{d-1}$ is the $d-1$ dimensional sphere. While most of the literature is concerned with the analysis in homogeneous weighted Sobolev spaces, denoted here as $K^s_p(\Omega)$, here we focus on inhomogeneous spaces, denoted as $\mathcal{J}^s_p(\Omega)$. The latter spaces have been studied mainly as the domain of solutions to elliptic problems in corner domains with Neumann boundary conditions. The similarity arises from the fact that problems with singular potential and Neumann boundary problems in domains with conical points share solutions that a priori, have nonzero imposed value at the singular points.

The reason why a regularity result in non homogeneous weighted spaces is more relevant than its homogeneous counterpart lies in the fact that, by taking wider spaces — in general, $K^s_p(\Omega) \subset \mathcal{J}^s_p(\Omega)$ — we can obtain an estimate with a bigger weight $\gamma$. This is relevant since it can, in some situations, give insight into the boundedness of a function.

From the point of view of the Mellin transformation, working in non homogeneous spaces consists in isolating some singularities of the Mellin transform of the solution, bounding the rest of the function using the theory of homogeneous spaces, and finally bounding the terms in the expansion of the solution corresponding to the singularities via embeddings in higher order non homogeneous spaces. To illustrate this, consider the Mellin symbol $\Sigma$ related to a Laplacian operator in a conical domain given by $\Sigma(\omega, \partial_{\omega}, \lambda) = -((\lambda + d - 2)\lambda + \Delta_U)$, with $-\Delta_U$ representing the Laplace-Beltrami operator on $U \subset S_{d-1}$, in the case where $\Delta_U$ has a null eigenvalue (corresponding to spherically symmetric functions). The symbol has a single (resp. double) zero for $\lambda = 0$ in three (resp. two) dimensions. In three dimension, this zero corresponds to a constant in the asymptotic expansion of the solution near the singularity; in two dimensions, we would have a constant and logarithmic term $\log(|x|)$, but this would not be in $H^1(\Omega)$. In the asymptotic expansion of the solution near the singularity, we will therefore find a constant, followed by a term due to the potential or the geometry of the domain. The former case depends on the asymptotic expansion of the potential near the singularity, while the latter depends on the eigenvalues of $\Delta_U$. In the following sections, we will suppose that the term following the constant in the expansion goes as $|x|^\varepsilon$ for an $0 < \varepsilon < 1$. As an example of a potential that would generate such a behavior, consider $V(x) = |x|^{-2+\varepsilon}$. A geometry causing an expansion containing $|x|^\varepsilon$ would instead be one such that $\varepsilon(\varepsilon + d - 2) \in \sigma(-\Delta_U, B_{dU})$, i.e., there exists a function $\hat{u} : \mathbb{R}^+ \to H^s(U)$, $s \geq 2$ such that

$$((\Sigma\hat{u}) (\lambda) = -((\lambda + d - 2)\lambda - (\varepsilon + d - 2)\varepsilon) \hat{u}(\lambda).$$

As it can easily be seen, $\varepsilon$ is indeed a zero of the symbol above. More practically, this happens if we consider a two dimensional wedge with aperture $\pi/\varepsilon$ (in this two dimensional wedge case we have therefore also $\varepsilon \geq 1/2$), as it will be outlined later in Section 2.2.

Returning to weighted Sobolev spaces, in light of the analysis of the operator given above, we can consider a simple case by neglecting the higher order terms, and consider a function $v(x) = v(0) + |x|^\gamma$, with $v(0) \neq 0$ as a model of our solution. As long as $|x| \ll 1$, those terms are indeed the predominant ones. The norm $\|r^{-d/p}v\|_{L_p(\Omega)}$ is clearly unbounded, thus $v \notin K^s_p(\Omega)$ for any $s \in \mathbb{N}$ and any $\gamma \geq d/p$. It is easy to see, though, that the statement $v \in K^s_p(\Omega)$ for any $s \in \mathbb{N}$ and $\gamma < d/p$ does not tell the whole story, since $v - v(0) \in K^s_p(\Omega)$ also for larger values of $s$.
\( \gamma \in (d/p, d/p + \varepsilon) \). The non homogeneous weighted spaces give therefore a framework where functions such as \( v \) can be treated more naturally than in homogeneous spaces.

We define the spaces treated above in more detail and outline the relationships between the homogeneous and non homogeneous ones in the following Section 2.1. Then, in Section 2.2 we specify the class of operators we treat here. The main regularity result for those operators is then given in Section 3. Specifically, we give an elliptic regularity result in non homogeneous weighted Sobolev spaces for operators with singular potential, and we follow with an observation on how this can be used as a basis to obtain “analytic regularity” in weighted spaces – see Corollary 5.

In Section 4 we introduce the \( hp \) discontinuous Galerkin method we use to approximate the solution to the eigenproblems considered and we prove our convergence results.

Historically, dG methods have been originally introduced for the approximation of first order steady equations in [RH73, CR73] in the context of neutron transport equations and of the Stokes equation. For second order elliptic problems, the development of discontinuous Galerkin methods is based on the ideas in [Nit72], with interior penalty methods being introduced in [Whe78] and developed in [Arn82]. A wide range of different methods have been proposed throughout the years, including, among others, the local discontinuous Galerkin (LDG) method [CS98], and the already mentioned class of interior penalty (IP) methods, in its symmetric (SIP), nonsymmetric (NIP) and incomplete (IIP) versions. See [Riv08, HW08, DE12] for an overview of discontinuous Galerkin methods.

The \( hp \) version of finite element (FE) methods, introduced in [GB86a, GB86b, GB86c] in one dimension and in [GB86d, GB86e] in more dimensions, combines adaptivity in polynomial degree in high regularity regions with adaptivity in space in low regularity regions with adaptivity in polynomial degree in high regularity regions. When applied to elliptic problems with point singularities, the numerical solutions obtained with the \( hp \) FE method can converge with exponential rate, provided that the exact solutions belong to the spaces \( K_\gamma^\infty(\Omega) \) or \( J_\gamma^\infty(\Omega) \) defined in Section 2.1. We also signal the recent research on \( hp \) methods in polygonal and polyhedral domains, see, among others, [CDS05, SW10, SSW13b, SSW13a, SSW16].

We focus on the symmetric version of the interior penalty method, since the original problem is itself symmetric and preserving symmetry improves both the numerical stability and the theoretical convergence rate of the method. In particular, as shown in Theorem 3, the eigenvalues can be shown to converge at a rate twice that of the eigenfunctions. Our convergence analysis follows closely what has been shown in [ABP06], with some minor differences related to the specificity of the regularity of the eigenspaces and to the approximation of the \( hp \) space.

We conclude, in Section 5, with some numerical tests in two and three dimensions, in which we confirm our theoretical results and investigate the role of the sources of numerical error that we did not consider in the analysis. Those tests can also be used, in practice, to devise specifically crafted \( hp \) spaces for more complex problems.

### 2. Notation and statement of the problem

Let us consider a bounded domain \( \Omega \subset \mathbb{R}^d \), \( d = 2, 3 \) which will be specified later and let \( \mathcal{C} \) be a set of isolated points in \( \Omega \); for the sake of simplicity we consider the case of a single point \( \mathcal{C} = \{c\} \); the theory can be trivially extended to the case of a finite number of points. We then denote by \( r = r(x) \) the distance \( |x - c| \) where \( |\cdot| \) is the euclidean norm of \( \mathbb{R}^d \) (it would be a smooth function representing the distance from the nearest point in \( \mathcal{C} \) if there were more than one).

We denote by \( C \in \mathbb{R}^+ \) a generic constant independent of the discretization, and write \( A \lesssim B \) (resp. \( A \gtrsim B \)) if \( A \leq CB \) (resp. \( A \geq CB \)) and \( A \approx B \) if both \( A \lesssim B \) and \( A \gtrsim B \) hold.
2.1. Weighted Sobolev spaces. For $k \in \mathbb{N}$ and $1 \leq p < \infty$ introduce on a set $D \subset \Omega$ the homogenous weighted norm

$$
\|u\|_{K^k_p(D)} = \sum_{j=0}^{k} \sum_{|\alpha|=j} \|r^{d-\gamma} \partial^\alpha u\|_{L^p(D)}
$$

with seminorm

$$
|u|_{K^k_p(D)} = \sum_{|\alpha|=k} \|r^{d-\gamma} \partial^\alpha u\|_{L^p(D)}
$$

and denote the space $K^k_p(\Omega)$ as the space of all functions with bounded $K^k_p(\Omega)$ norm. The case where $p = \infty$ follows from the usual modification in Sobolev spaces. We also introduce the inhomogeneous norm

$$
\|u\|_{K^k_p(\Omega)} = \sum_{j=0}^{k} \sum_{|\alpha|=j} \|r^{\max\{d-\gamma,|\alpha|\}} \partial^\alpha u\|_{L^p(\Omega)},
$$

for $\gamma - d/p < k$ and $p \in (-d/p, -\gamma + k]$, if $1 \leq p < \infty$, $p \in [0, -\gamma + k]$ if $p = \infty$. We write $K^k_p(\Omega) = K^{k,2}_p(\Omega)$ and $\mathcal{J}^k = \mathcal{J}^{k,2}$. We also remark that, for $k \geq 1$ and $\gamma - d/2 < 0$, $K^k_p(\Omega) = \mathcal{J}^k_p(\Omega)$. Furthermore, if $v \in \mathcal{J}^k_p(\Omega)$ for $k \geq 1$ and $0 < \gamma - d/2 < 1$ (condition under which $|v(c)| \leq \|v\|_{\mathcal{J}^k_p(\Omega)}$),

$$
\|v - v(c)||_{K^k_p(\Omega)} + |v(c)| \approx \|v\|_{\mathcal{J}^k_p(\Omega)}.
$$

On the boundary, for integer $k \geq 1$, we introduce the space $K^{k-1/2,p}_\gamma(\partial \Omega)$ (resp. $\mathcal{J}^{k-1/2,p}_\gamma(\partial \Omega)$) of traces of functions from $K^k_p(\Omega)$ (resp. $\mathcal{J}^k_p(\Omega)$) with norm

$$
\|u\|_{K^{k-1/2,p}_\gamma(\partial \Omega)} = \inf \{\|v\|_{K^k_p(\Omega)}, v|_{\partial \Omega} = u\},
$$

and

$$
\|u\|_{\mathcal{J}^{k-1/2,p}_\gamma(\partial \Omega)} = \inf \{\|v\|_{\mathcal{J}^k_p(\Omega)}, v|_{\partial \Omega} = u\}.
$$

Note that on portions of the boundary not touching the singularity $c$, the weighted trace spaces coincide with classical Sobolev trace spaces.

Finally, we introduce the spaces

$$
\mathcal{J}^{\infty,p}_\gamma(\Omega) = \left\{v \in \mathcal{J}^{\infty,p}_\gamma(\Omega) : \exists A, C \in \mathbb{R} \text{ s.t. } \forall k \in \mathbb{N}, \|v\|_{\mathcal{J}^k_p(\Omega)} \leq CA^k k! \right\},
$$

and

$$
K^{\infty,p}_\gamma(\Omega) = \left\{v \in K^{\infty,p}_\gamma(\Omega) : \exists A, C \in \mathbb{R} \text{ s.t. } \forall k \in \mathbb{N}, \|v\|_{K^k_p(\Omega)} \leq CA^k k! \right\}.
$$

In the following, for an $S \subset \Omega$, we denote by $(\cdot, \cdot)_S$ the $L^2(S)$ scalar product and by $\|\cdot\|_S$ the $L^2(S)$ norm.

2.2. Statement of the problem. Let us now assume that in a neighborhood of $c$, the domain $\Omega \subset \mathbb{R}^d$ is conical, i.e., there exists a ball $B_\zeta(c)$ centered in $c$ with radius $\zeta > 0$ such that, going from a cartesian to a polar representation,

$$
\Omega \cap B_\zeta(c) = (0, \zeta) \times U
$$

where $U \subset S_{d-1}$ the $d - 1$ dimensional sphere, and $\partial U$ is smooth.

In this domain we set the problem of finding $\lambda \in \mathbb{R}$ and $u \in H^1(\Omega)$ such that $\|u\| = 1$

$$
L(x, \partial_x)u = -\Delta u + V(x)u = \lambda u \quad \text{in } \Omega
$$

$$
B(x, \partial_x)u = 0 \quad \text{on } \partial \Omega
$$

(4)
where \(B(x, \partial_x)\) is a boundary operator with analytic coefficients of order \(m \leq 1\) covering \(L(x, \partial_x)\), i.e., such as the problem defined by \((L, B)\) is elliptic. Furthermore, \(V : \mathbb{R}^d \rightarrow \mathbb{R}_+\) is a potential such that \(V \in K_{\infty}^{\infty}(\Omega) \cap L^p(\Omega)\) for some \(0 < \varepsilon \leq 1\) and \(p > d/2\), and \(V\) is bounded from below by a positive constant. We will omit the dependence of \(L\) and \(B\) on \(x\) and \(\partial_x\) when it will not be strictly necessary. Finally, we denote by \(a(\cdot, \cdot)\) be the bilinear form associated to \(L\), i.e.,

\[
a(u, v) = (\nabla u, \nabla v) + (Vu, v).
\]

We also suppose, for ease of notation, that the smallest nonzero eigenvalue of the Laplace-Beltrami operator \(-\Delta_U\) on \(U\) with boundary operator \(B_{\partial U}\) on \(\partial U\) is bigger than \(\varepsilon(\varepsilon + d - 2)\), i.e.,

\[
\min \{\mu > 0 : \mu \in \sigma(-\Delta_U, B_{\partial U})\} \geq \varepsilon(\varepsilon + d - 2).
\]

This condition, combined with \(V \in K_{\infty}^{\infty}(\Omega)\) guarantees that the positive pole with smallest real part of the Mellin transform of the solution \(\hat{u}(\lambda)\) lies in the half-space \(\{\text{Re}(\lambda) \geq \varepsilon\}\), see [KMR97, Chapter 6]. As an example of condition (6), consider a two dimensional domain that coincides near the origin with the wedge with angle of aperture \(\alpha \in (0, 2\pi)\) \{\(0 < r < R, \vartheta \in (0, \alpha)\}\}.

\[
0 < r < R, \vartheta \in (0, \alpha),
\]

where \(r\) and \(\vartheta\) are polar coordinates, as in Figure 1. On the boundary we impose either homogeneous Dirichlet or homogeneous Neumann boundary conditions. Then, (6) is equivalent to

\[
\alpha \leq \frac{\pi}{\varepsilon}.
\]

3. Regularity of the solution

The first lemma concerns the regularity of the solution of (4): we specialize here the results of [KMR97]. We also introduce the set \(I_d\) as

\[
I_d = \begin{cases} 
(-1, \varepsilon) \setminus \{0\} & \text{if } d = 3 \\
[0, \varepsilon) & \text{if } d = 2.
\end{cases}
\]

In what follows, we analyze the set of weighted spaces where the operator \((L, B)\) is an isomorphism. We place ourselves in the Hilbertian setting (\(p = 2\)). In general, we avoid considering
the cases where \( \gamma - d/2 \in \mathbb{N} \), since for those \( \gamma \) the operator is not Fredholm, the exception being \( \gamma = 1 \) when \( d = 2 \), since \( J^1_\gamma(\Omega) = H^1(\Omega) \). Given \( \gamma \in I_d \), the image of the operator \((L, B)\) applied to \( J^k_\gamma(\Omega) \) is given by \( J^{k-2}_\gamma(\Omega) \times J^{k-m-1/2}_\gamma(\partial\Omega) \). In the following lemma we will show that the operator is an isomorphism between those spaces.

The idea of the proof is then to start from in homogeneous weighted spaces spaces and then to extend the results to the non homogeneous ones, by function decomposition.

**Lemma 1.** The operator \((L, B)\) is an isomorphism between the spaces

\[
J^k_\gamma(\Omega) \rightarrow J^{k-2}_\gamma(\Omega) \times J^{k-m-1/2}_\gamma(\partial\Omega)
\]

for \( \gamma - d/2 \in I_d \), \( k \geq 2 \).

**Proof.** Let \( \mathcal{F}_\gamma = (L_\gamma, B_\gamma) : \mathcal{K}_\gamma^2(\Omega) \rightarrow \mathcal{K}_\gamma^0(\Omega) \times \mathcal{K}_\gamma^{3/2-m}(\partial\Omega) \). The operator \( \mathcal{F}_\gamma \) is Fredholm for all \( \gamma - d/2 \notin \mathbb{N} \) [KMR97]; its index is defined as

\[
\text{ind} \mathcal{F}_\gamma = \dim(\ker \mathcal{F}_\gamma) - \dim(\ker \mathcal{F}_\gamma^*)
\]

In the case \( d = 3 \) the index is given by

\[
\text{ind} \mathcal{F}_\gamma = \begin{cases} 0 & \text{if } \gamma - 3/2 \in (-1, 0) \\ -1 & \text{if } \gamma - 3/2 \in (0, \varepsilon) \end{cases}
\]

When \( d = 2 \), instead,

\[
\text{ind} \mathcal{F}_\gamma = \begin{cases} 1 & \text{if } \gamma - 1 \in (-1, 0) \\ -1 & \text{if } \gamma - 1 \in (0, \varepsilon) \end{cases}
\]

Let us first consider the case \( \gamma - 3/2 \in (-1,0) \) and \( d = 3 \). The operator \( \mathcal{F}_\gamma \) is coercive on \( H^1(\Omega) = J^1_\gamma(\Omega) = K^1_\gamma(\Omega) \). It is then an isomorphism between the spaces \( \mathcal{K}_\gamma^2(\Omega) \) and \( \mathcal{K}_\gamma^0(\Omega) \times \mathcal{K}_\gamma^{3/2-m}(\partial\Omega) \). Therefore, \( \mathcal{F}_\gamma \) is an isomorphism between the spaces (7) for all \( -1 < \gamma - 3/2 < 0 \), see [KMR97, Corollary 6.3.3].

In the case where \( \gamma = 1 \) and \( d = 2 \), the uniqueness of the solution in \( H^1(\Omega) \) implies that the operator is an isomorphisms between the spaces (7).

Let us now consider the case \( \gamma - d/2 \in (0, \varepsilon) \) and go back to the generic case \( d = 2, 3 \). We introduce \( \beta \) such that \( \beta - d/2 \in (-1, 0) \) and consider a solution \( u \in \mathcal{K}_\gamma^s(\Omega) \cap H^1(\Omega) \), \( s \geq 2 \), to

\[
L_\beta u = f \quad \text{in } \Omega \\
B_\beta u = g \quad \text{on } \partial\Omega
\]

for \((f, g) \in J^{s-2}_\gamma(\Omega) \times J^{s-m-1/2}_\gamma(\partial\Omega)\). The Mellin transform \( \Lambda(\lambda) \) of the principal part of \( L \) has a single zero at \( \lambda = 0 \) if \( d = 3 \) and a double zero if \( d = 2 \). We can decompose \( u \) as

\[
u = w + u(\varepsilon)
\]

where \( w \in \mathcal{K}_\gamma^s(\Omega) \). This is straightforward for \( d = 3 \); for \( d = 2 \) there could be a term proportional to \( \log(r) \), but this term would not belong to \( H^1(\Omega) \). Then, \( w \) is solution to

\[
L_\beta w = f - V u(\varepsilon) \quad \text{in } \Omega \\
B_\beta w = g - B_\gamma u(\varepsilon) \quad \text{on } \partial\Omega
\]

In this case \( \text{ind} \mathcal{F}_\gamma = -1 \) but the right hand side in the above equation belongs to the image of \( \mathcal{F}_\gamma \), by definition. Furthermore, \( f - V u(\varepsilon) \in \mathcal{K}^{s-\gamma}_\gamma(\Omega) \) and \( g - B_\gamma u(\varepsilon) \in \mathcal{K}^{s-\gamma - 1/2 - m}_\gamma(\partial\Omega) \). Therefore,

\[
||w||_{\mathcal{K}^s_\gamma(\Omega)} \leq C \left( ||f||_{\mathcal{K}^{s-\gamma}_\gamma(\Omega)} + ||g - B_\gamma u(\varepsilon)||_{\mathcal{K}^{s-\gamma - 1/2 - m}_\gamma(\partial\Omega)} + ||u(\varepsilon)|| \right)
\]
We now conclude as in [KMR97, Theorem 7.1.1]: since for any \( \delta > 0 \), there exists a \( C_\delta \) such that
\[
|u(\ell)| \leq \delta \||u|\|_{J^s_\gamma(\Omega)} + C_\delta \||u|\|_{J^s_{t-1}(\Omega)},
\]
we can write, for \( s \geq 2 \),
\[
\|u\|_{J^s_\gamma(\Omega)} \leq C \left( \|u\|_{K^s_\gamma(\Omega)} + |u(\ell)| \right)
\leq C \left( \delta \||u|\|_{J^s_\gamma(\Omega)} + \|f\|_{K^{s-\frac{1}{2}}_\gamma(\Omega)} + C_\delta \||u|\|_{J^s_{t-1}(\Omega)} + \|g\|_{J^{s-m-\frac{1}{2}}_{\gamma-m-\frac{1}{2}}(\Omega)} \right).
\]
Since \( \gamma - 1 \leq d/2 \), by the arguments of the first part of the proof
\[
\|u\|_{J^s_{t-1}(\Omega)} \leq \|u\|_{J^s_\gamma(\Omega)} \leq C \left( \|f\|_{J^{s-\frac{1}{2}}_{\gamma-\frac{1}{2}}(\Omega)} + \|g\|_{J^{s-\frac{1}{2}-\frac{m}{\gamma-\frac{1}{2}}}(\Omega)} \right)
\leq C \left( \|f\|_{K^{s-\frac{1}{2}}_\gamma(\Omega)} + \|g\|_{J^{s-\frac{1}{2}-\frac{m}{\gamma-\frac{1}{2}}}(\Omega)} \right)
\]
for all \( s \geq 2 \). The choice of a sufficiently small \( \delta \) then concludes the proof. \( \square \)

In the following lemma we extend the estimates for corner domains developed in [CDN12, Theorem 3.7] to the case of an operator with singular potential in three dimensions. The proof follows directly from the one in the cited reference and is therefore omitted. Let \( \gamma \in I_d \) and let \( Lg \in K^{\infty}_{\gamma^2}(\Omega) \). We consider a dyadic decomposition of \( \Omega \) given by
\[
\Omega_n = \left\{ x \in \Omega : 2^{-n-1} < \|x\|_{K^\infty} < 2^{-n} \right\}, \quad n \geq 1
\]
and denote \( \Omega'_n \) as the interior of \( \overline{\Omega}_{n-1} \cup \overline{\Omega}_n \cup \overline{\Omega}_{n+1} \).

**Lemma 2.** For any \( n \geq 2 \) and \( s \geq 2 \), the estimate
\[
|g|_{K^{s-\frac{1}{2}}_\gamma(\Omega_n)} \leq C_s s! \left( \sum_{j=1}^{n-2} \left| \frac{1}{2^j} |Lg|_{K^{s-\frac{1}{2}}_\gamma(\Omega_n)} + \|g\|_{K^{s-\frac{1}{2}}_\gamma(\Omega_n)} \right) \right)
\]
holds, with \( C \) independent of \( s \) and \( n \).

We now prove an embedding result that bounds \( L^\infty(\Omega) \) norms in weighted spaces with norms of higher derivatives for \( p = 2 \). This is simply the weighted version of the classical embedding of \( H^s(\Omega) \) into \( L^\infty(\Omega) \) for \( s > d/2 \), and the proof follows almost directly via dyadic decomposition.

**Lemma 3.** For any \( \gamma - d/2 \notin \mathbb{N} \) and for any \( t > s + d/2 \) there exists \( C > 0 \) such that for any \( u \in J^s_\gamma(\Omega), \)
\[
\|u\|_{J^t_\gamma(\Omega)} \leq C \|u\|_{J^s_\gamma(\Omega)}.
\]

**Proof.** To prove (9) we use the fact that \( J^s_\gamma(\Omega) = K^s_\gamma(\Omega) \oplus Q_{[\gamma-d/2]}(\Omega) \) and decompose \( u = v + w \) such that
\[
v \in K^s_\gamma(\Omega) \quad \text{and} \quad w \in Q_{[\gamma-d/2]}(\Omega).
\]
Furthermore, we have
\[
\|u\|_{J^s_\gamma(\Omega)} \approx \|v\|_{K^s_\gamma(\Omega)} + \|w\|_{Q_{[\gamma-d/2]}(\Omega)}
\]
for any chosen norm \( \| \cdot \|_{Q_{[\gamma-d/2]}(\Omega)} \), thanks to the equivalency of norms in finite dimensional spaces, see [CDN10] and [KMR97, Theorem 7.1.1]. Then, by the triangle inequality and the definition of the norms in the weighted spaces,
\[
\|u\|_{J^s_\gamma(\Omega)} \leq \|v\|_{J^s_{\gamma-d/2}(\Omega)} + \|w\|_{J^s_{\gamma-d/2}(\Omega)} \leq C \|v\|_{K^{s}_{\gamma-d/2}(\Omega)} + \|w\|_{J^{s}_{\gamma-d/2}(\Omega)},
\]
and we consider separately the two terms at the right hand side. Consider the annuli
\[ \Gamma_j = \{ x \in \Omega : 2^{-j} < \| x \|_{k^\infty} < 2^{-j+1} \}, \quad j \in \mathbb{N} \]
and let \( \hat{\Gamma} = \Gamma_0 \). Then, scaling and using a Sobolev inequality,
\[
\| v \|_{K_{\gamma-d/2}(\Gamma_j)} \leq 2^{j(\gamma-d/2)} \| \hat{v} \|_{H^{\gamma}(\hat{\Gamma})} \\
\leq 2^{j(\gamma-d/2)} \| \hat{v} \|_{K_{\gamma}(\hat{\Gamma})} \\
\leq \| v \|_{K_{\gamma}(\Gamma_j)} \\
\leq \| u \|_{J_{\gamma}(\Omega)} ,
\]
where the quantities with a hat are rescaled on \( \hat{\Gamma} \). Therefore
\[
\| v \|_{K_{\gamma-d/2}(\Omega)} = \sup_j \| v \|_{K_{\gamma-d/2}(\Gamma_j)} \leq C \| u \|_{J_{\gamma}(\Omega)}. 
\]
Since \( w \) lies in the finite dimensional space of polynomials of degree \( \lfloor \gamma - d/2 \rfloor \), we can conclude with (9), where the constant \( C \) can depend on the domain \( \Omega \), on the dimension \( d \) and on \( \gamma \), but does not depend on \( s \) and \( t \).

The weighted analytic estimates then follow for \( p = \infty \). Lemma 3 directly implies the following statement.

**Corollary 4.** Let \( \gamma - d/2 \notin \mathbb{N} \). If \( u \in J_{\gamma}^{\infty}(\Omega) \), then \( u \in J_{\gamma-d/2}^{\infty}(\Omega) \).

It is now evident that, using Lemmas 1 and 2, we can prove that when the right hand side and the potential of (4) obey analytic growth estimates on the weighted norms of the derivatives, the solution \( u \) is in the same regularity class. This is the content of the following corollary.

**Corollary 5.** If \( u \) is solution to (4) with \( V : \mathbb{R}^d \rightarrow \mathbb{R}_+ \) such that \( V \in K_{\gamma-d/2}^{\infty}(\Omega) \) for some \( 0 < \varepsilon \leq 1 \), then \( u \in J_{\gamma}^{\infty}(\Omega) \) for any \( \gamma < d/2 + \varepsilon \).

**Proof.** By the initial regularity of \( u \in H^1(\Omega) \) and Lemma 1 we have that \( u \in J_{\gamma}^{\infty}(\Omega) \) for \( \gamma \in I_d \). We can decompose \( u = (u - u(\varepsilon)) + u(\varepsilon) \) and apply (8) to \( g = u - u(\varepsilon) \). Then, \( V \in K_{\gamma-d/2+\varepsilon}^{\infty}(\Omega) \), and \( |u(\varepsilon)| \leq C \) by Lemma 3, hence \( (L - \lambda)g = Au(\varepsilon) - V u(\varepsilon) \in K_{\gamma-d/2}^{\infty}(\Omega) \). In addition \( \| u - u(\varepsilon) \|_{K_{\gamma}(\Omega)} \lesssim \| u \|_{J_{\gamma}(\Omega)} + |u(\varepsilon)| \). Summing the left and right hand sides of (8) over all \( \Omega_k \) gives the existence of \( C, A \in \mathbb{R}_+ \) such that
\[
|u|_{K_{\gamma}(\Omega)} \leq CA^s s!,
\]
for all \( s \geq 2 \) and \( \gamma \in I_d \), thus \( u \in J_{\gamma}^{\infty}(\Omega) \). \( \square \)

4. Numerical approximation

In this section, we consider the approximation of the linear elliptic eigenvalue problem (4) obtained through an isotropically graded discontinuous Galerkin \( hp \) method.

The contents of the section are largely based on [ABP06], where the convergence of the discontinuous Galerkin method is proven for linear elliptic eigenvalue problems. The result obtained in that paper is an extension to discontinuous Galerkin methods of the theory developed almost three decades earlier, see [DNR78a, DNR78b]. A thorough presentation of the approximation of eigenvalue problems is also given in [CL91, Chapter II].

The only differences with the analysis in [ABP06] are due to the presence of a potential and to the specificity of approximation in isotropically refined \( hp \) finite element spaces.
In the following, we introduce the analysis developed in the aforementioned papers, specializing it to problems with singular points and interior penalty discontinuous Galerkin methods.

We also introduce the interior penalty discontinuous Galerkin methods that will be taken into consideration. We will be dealing with a symmetric operator and a coercive linear form, thus the spectrum is composed of real isolated eigenvalues of ascent one. The analysis can still be partially extended to non-symmetric problems, but it has to be taken into account that the operators are not self-adjoint. We conclude the section by introducing the “solution operators” $T$, for the continuous problem, and $T_δ$, for the discrete approximation. $T$ and $T_δ$ are continuous and invertible operators, with the same eigenspaces as the ones of the original problems and with reciprocal eigenvalues. The analysis will center around those operators, and the final results can easily be applied back to the original problems. Finally, we will need a way to measure a “distance” between eigenspaces: this is the role of $δ(\cdot, \cdot)$ and $\hat{δ}(\cdot, \cdot)$ defined in (15).

The interest of the analysis of the approximation of an eigenvalue problem lies not only in the convergence of the numerical eigenpairs to the exact ones, but also in the non pollution and completeness of eigenfunctions and eigenvalues. Basically, a good approximation of an eigenproblem should not introduce any spurious numerical eigenvalue or eigenvector (non-pollution) and should approximate all eigenpairs (completeness). In Theorem 1 we show that the spectrum is not polluted, while in Theorem 2 the completeness of the approximation is shown (more precisely, Theorem 2 gives both completeness and convergence for finite dimensional eigenspaces, while simple completeness is a consequence of Lemma 10). Note that, in practice, some techniques may still introduce spurious eigenvalues in the approximation: consider for example the “strong” imposition of boundary conditions in a numerical code, where the matrix resulting from the approximation of the operator is modified in order to set the degrees of freedom at the boundary, see, e.g., the documentation of [ABD+17]. This is out of the scope of the present analysis; furthermore, the spurious eigenvalues can often be easily identified.

Finally, in Section 4.3, the focus is on the rate of convergence of the numerical eigenpairs. We consider finite dimensional exact eigenspaces and we introduce a projector from the exact to the numerical eigenspace, thus obtaining a somewhat algebraic problem, at least in the relationship between the eigenvalues and the (projected) operators $\hat{T}$ and $\hat{T}_δ$ (the latter can be seen as tensors in the finite dimensional eigenspace). We obtain the expected quasi optimal estimates on the difference between exact and numerical eigenfunctions. The eigenvalue error, additionally, can be shown to converge with a higher rate of convergence — quadratically with respect to the eigenfunctions — if the method is adjoint consistent (symmetric, in our case).

We now introduce the discontinuous Galerkin interior penalty method.

4.1. Interior penalty method. Let $\mathcal{T}$ be a mesh isotropically and geometrically graded around the points in $\mathcal{C}$. We assume that the mesh is shape- and contact-regular and we indicate by $Ω_j$, $j = 1, \ldots, ℓ$, the set of elements and edges at the same level of refinement. We introduce on this mesh the $hp$ space with refinement ratio $σ$ and linear polynomial slope $s$, i.e., for an element $K ∈ \mathcal{T}$ such that $K ∈ Ω_j$,

$$h_K ≃ h_j = σ^j \text{ and } p_K ≃ p_j = p_0 + s(\ell - j),$$

where $h_K$ is the diameter of the element $K$ and $p_K$ is the polynomial order whose role will be specified in (10). We suppose that for any $K ∈ \mathcal{T}$ there exists an affine transformation $Φ : K → \hat{K}$ to the $d$-dimensional cube $\hat{K}$ such that $Φ(K) = \hat{K}$, and introduce the discrete space

$$X_δ = \left\{ v_δ ∈ L^2(Ω) : \left( v_{1_K} ◦ Φ^{-1} \right) ∈ Q_{p_K}(\hat{K}) \; ∀ K ∈ \mathcal{T} \right\},$$

where $v_δ$ is an element of the $hp$ space with refinement ratio $σ$ and linear polynomial slope $s$, and $Q_{p_K}(\hat{K})$ is the $Q_{p_K}$ space in the $d$-dimensional cube $\hat{K}$.
where $Q_p$ is the space of polynomials of maximal degree $p$ in any variable. Let then $E$ be the set of the edges (for $d = 2$) or faces (for $d = 3$) of the elements in $T$ and
\[
    h_e = \min_{K \in T, e \cap \partial K \neq \emptyset} h_K,
\]
\[
p_e = \max_{K \in T, e \cap \partial K \neq \emptyset} p_K.
\]
Note that edges and faces are open $d - 1$ dimensional sets. On an edge/face between two elements $K_f$ and $K_s$, i.e., on $e \subset \partial K_f \cap \partial K_s$, the average $\langle [ \cdot ] \rangle$ and jump $[\cdot]$ operators for a function $w \in X(\delta)$ are defined by
\[
\langle [w] \rangle = \frac{1}{2} (w|_{\kappa_2} + w|_{\kappa_3}), \quad [w] = w|_{\kappa_2} n_f + w|_{\kappa_3} n_b,
\]
where $n_f$ (resp. $n_b$) is the outward normal to the element $K_f$ (resp. $K_s$). In the following, for an $S \subset \Omega$, we denote by $(\cdot, \cdot)_S$ the $L^2(S)$ scalar product and by $\| \cdot \|_S$ the $L^2(S)$ norm.

We indicate by $a_\delta(\cdot, \cdot) : X_\delta \times X_\delta \to \mathbb{R}$ the interior penalty bilinear form, given by
\[
a_\delta(u_\delta, v_\delta) = (\nabla u_\delta, \nabla v_\delta)_T - (\left\langle [\nabla u_\delta], [v_\delta] \right\rangle)_E - \left\langle \left(\left\langle [\nabla v_\delta], [u_\delta] \right\rangle \right), v_\delta \right\rangle_E + \int_{ \Omega } V u_\delta v_\delta.
\]
(11)

Here, $E_I$ is the set of internal edges such that for all $e \in E_I, e \cap \partial \Omega = \emptyset$, and we have written
\[
(\cdot, \cdot)_T = \sum_{K \in T} (\cdot, \cdot)_K \quad (\cdot, \cdot)_E = \sum_{e \in E} (\cdot, \cdot)_e.
\]

The discrete eigenvalue problem then reads: find $(\lambda_\delta, u_\delta) \in \mathbb{C} \times X_\delta$
\[
a_\delta(u_\delta, v_\delta) = \lambda_\delta (u_\delta, v_\delta) \quad \text{for all } v_\delta \in X_\delta.
\]
(12)

Choosing $\vartheta = 1$ in (11) gives the symmetric interior penalty (SIP) method, while $\vartheta = -1$ gives the non-symmetric interior penalty (NIP) method, and $\vartheta = 0$ gives the incomplete interior penalty method (IIP). We remark that the choice $\vartheta = 1$ is the only one that assures the symmetry of the method; the SIP method is adjoint consistent.

We write $X = H^1(\Omega)$, $X(\delta) = X + X_\delta$ and introduce the mesh dependent norms
\[
\|v\|^2_{DG} = \sum_{K \in T} \|v\|^2_{H^1(K)} + \sum_{e \in E} p_e h_e^{-1} \|\nabla v\|^2_{L^2(e)}
\]
and
\[
\|v\|^2_{DG} = \sum_{e \in E} h_e^{-1} \|\nabla v\|^2_{L^2(e)}.
\]
Note that $\| \cdot \|_{DG}$ is defined on $X(\delta)$, while $\| \cdot \|_{DG}$ is defined only on the broken space
\[
X(\delta) \cap H^{d/2}(T) = \left\{ v \in X(\delta) : v \in H^{d/2}(K) \text{ for all } K \in T \right\},
\]
due to the presence of the boundary gradient term. We introduce the continuous solution operator
\[
T : L^2(\Omega) \to X
\]
such that
\[
a(Tu, v) = (u, v), \text{ for all } v \in X
\]
and its discrete counterpart, given by
\[
T_\delta : L^2(\Omega) \to X_\delta
\]
(14)
such that
\[ a_\delta(T_\delta u, v) = (u, v), \text{ for all } v_\delta \in X_\delta. \]
The analysis of the relation between the spectra associated to the operator \( L \) in (4) and to the
discrete bilinear form \( a_\delta \) can be reconded to the analysis of the spectra of \( T \) and \( T_\delta \). Since the
bilinear form associated to \( L \) is continuous, coercive on \( X \), and symmetric,
(i) all the eigenvalues are real and strictly positive,
(ii) the set of the eigenvalues of \( L \) is a countably infinite sequence diverging to \( \infty \),
(iii) all the eigenspaces are finite dimensional,
(iv) eigenfunctions associated with different eigenvalues are \( L^2 \)-orthogonal,
(v) the eigenfunctions are complete \( L^2(\Omega) \) and in \( X \).

In the following, the spectrum of \( T \) will be denoted by \( \sigma(T) \) and its resolvent set by \( \rho(T) \). Similarly, \( \sigma(T_\delta) \) and \( \rho(T_\delta) \) will be respectively the spectrum and resolvent set of \( T_\delta \). Let then
\[ R_\delta(T) = (z - T)^{-1} \]
be the resolvent operator associated with \( T \), and
\[ R_\delta(T_\delta) = (z - T_\delta)^{-1} \]
be the resolvent operator associated with \( T_\delta \), both defined for \( z \in \mathbb{C} \). Finally, we introduce a
measure of the gap between subspaces of \( X(\delta) \): let \( Y \) and \( Z \) be close subspaces of \( X(\delta) \); then for an \( x \in X \)
\[ \delta(x, Y) = \inf_{y \in Y} \| x - y \|_{DG}, \quad \delta(Y, Z) = \sup_{y \in Y: \| y \|_{DG} = 1} \delta(y, Z) \]
(15)
\[ \delta(Y, Z) = \max(\delta(Y, Z), \delta(Z, Y)) \]

4.2. Non pollution and completeness of the discrete spectrum and eigenspaces.

4.2.1. Non pollution of the spectrum. In this section we detail the technique used in [ABP06] to
prove the non-pollution of the discrete spectrum. Note that, thus far, \( R_\delta(T_\delta) \) has only been
defined formally. We will now show its existence and continuity, together with the existence
and continuity of its inverse. This will imply the non pollution of the discrete spectrum and
guarantee that, for a sufficient number of degrees of freedom, the discrete spectrum lies in the
vicinity of the continuous one.

We start by introducing a lemma, whose proof we postpone to the end of the section.

**Lemma 6.** Let \( z \in \rho(T) \) such that \( z \neq 0 \) and \( u \in X(\delta) \). Then, there exists \( C > 0 \) such that
\[ \| (z - T)u \|_{DG} \geq C \| u \|_{DG} \]
where \( C \) depends on \( L \), on \( \Omega \), and on \( |z| \).

By the triangle inequality, then,
\[ \| (z - T_\delta)u \|_{DG} \geq \| (z - T)u \|_{DG} - \| (T - T_\delta)u \|_{DG}. \]
Now, the second term at the right hand side is the classical error of the method; by the coercivity
and continuity of the discrete bilinear form, Lemma 1 and the approximation properties of the
\( hp \) space, we have that
\[ \| (T - T_\delta)u \|_{DG} \to 0 \text{ as } N \to \infty \]
where \( N \) is the dimension of \( X_\delta \). Using Lemma 6 and the above estimate in (16), we obtain that,
for a sufficient number of degrees of freedom,
\[ \| (z - T_\delta)u \|_{DG} \geq C \| u \|_{DG} \]
for \( 0 \neq z \in \rho(T) \). For a fixed \( z \) and for a sufficient number of degrees of freedom (depending
on \( z \)), thus, \( z - T_\delta \) is invertible and \( R_\delta(T_\delta) \) is well defined. Furthermore, Lemma 6 implies that
$R_z(T)$ is well defined and bounded as an operator on the spaces $X(\delta) \to X(\delta)$. We have therefore shown that $R_z(T_\delta)$ is bounded as a linear operator from $X(\delta)$ to $X(\delta)$, and that the spectrum is not polluted; in the following we summarize this results. Denoting by $\| \cdot \|_{L(V,W)}$ the classical operator norm

$$\|F\|_{L(V,W)} = \sup_{v \in V: \|v\|_V = 1} \|Fv\|_W,$$

from (17) we conclude that

**Lemma 7.** Let $A \subset \rho(T)$ be a closed set. Then, for all $z \in A$, there exists a constant $C$ such that

$$\|R_z(T_\delta)\|_{L(X(\delta),X(\delta))} \leq C.$$

The non-pollution of the spectrum follows directly, taking the complementary of the set $A$ above.

**Theorem 1.** Let $B \supset \sigma(T)$ be an open set. Then, for a sufficient number of degrees of freedom,

$$\sigma(T_\delta) \subset B.$$

We conclude the section with the proof of Lemma 6.

**Proof of Lemma 6.** Consider $u \in X(\delta)$ and $0 \neq z \in \rho(T)$. Then, by the triangle inequality,

$$|z|\|u\|_{DG} \leq \|zTu\|_{DG} + \|(z - T)u\|_{DG}. \tag{18}$$

Let now $v = zTu$. Then, by the definition of $T_z$, $zu = Lv$ and

$$Lv - \frac{1}{z}v = (z - T)u$$

with the associated boundary conditions. Since $z \in \rho(T)$, the operator $L - 1/z$ is invertible, and

$$\|zTu\|_{DG} = \|v\|_X \leq C\|(z - T)u\|_{L^2(\Omega)}.$$

The constant $C$ clearly depends on $z$, on the operator $L$, and on $\Omega$. Inserting the above inequality into (18) one obtains the thesis. \qed

4.2.2. Eigenspaces and completeness of the spectrum. Consider a smooth closed curve $\Gamma \subset \rho(T)$. We introduce the spectral projectors

$$E = \frac{1}{2\pi i} \int_\Gamma R_z(T)dz \quad \text{and} \quad E_\delta = \frac{1}{2\pi i} \int_\Gamma R_z(T_\delta)dz \tag{19}$$

Clearly, both projectors depend on $\Gamma$, we omit that in our notation as is customary: suppose that $\Gamma$ is fixed and that it encloses a single eigenvalue of $T$. The discrete projector $E_\delta$ is, once again, well defined provided that the space $X_\delta$ contains a sufficient number of degrees of freedom. Suppose that $\Gamma$ contains an eigenvalue of $T$; then, $E$ is the projector on the eigenspace associated to the eigenvalue. The same holds for the discrete version.

We now wish to prove the convergence of the discrete projector to the continuous one, in the operator norm. We start by noting that

$$(z - T)^{-1} - (z - T_\delta)^{-1} = (z - T_\delta)^{-1}(T - T_\delta)(z - T)^{-1},$$

therefore,

$$\|R_z(T) - R_z(T_\delta)\|_{L(L^2(\Omega),X(\delta))} = \|R_z(T_\delta)(T - T_\delta)R_z(T)\|_{L(L^2(\Omega),X(\delta))} \leq \|R_z(T_\delta)\|_{L(L^2(\Omega),X(\delta))}\|(T - T_\delta)\|_{L(L^2(\Omega),X(\delta))}\|R_z(T)\|_{L(L^2(\Omega),L^2(\Omega))}.$$

Due to the boundedness of the continuous, see [ABP06], and discrete resolvent operators, see Lemma 7, we conclude that

$$\|E - E_\delta\|_{L(L^2(\Omega),X(\delta))} \leq C\|(T - T_\delta)\|_{L(L^2(\Omega),X(\delta))}. \tag{20}$$
Lemma 8. Given the definition of $E$ and $E_\delta$ in (19), if $X_\delta$ has a sufficient number of degrees of freedom, there holds
\[ \|E - E_\delta\|_{L^2(\Omega), X(\delta)} \to 0. \]

Consider now the definitions given in (15). The proof of the convergence to zero of some “distances” between eigenspaces. The first almost direct result is in the following lemma.

Lemma 9. Let $\delta(\cdot, \cdot)$ be defined as in (15). Then,
\[ \delta(E_\delta(X_\delta), E(X)) \to 0 \]

Proof. For any $x_\delta \in E_\delta(X_\delta)$, $E_\delta(x_\delta) = x_\delta$. We remark that, due to the regularity result given in Lemma 1, $E(L^2(\Omega)) = E(X)$. Thus, for any $x_\delta \in E_\delta(X_\delta)$ such that $\|x_\delta\|_{DG} = 1,\n\inf_{x \in E(X)} \|x_\delta - x\|_{DG} = \inf_{x \in E(L^2(\Omega))} \|x_\delta - x\|_{DG}
\leq \|E_\delta \|_{L^2(\Omega), X(\delta)} \cdot \|x_\delta\|_{DG}.
Taking the supremum over all $x_\delta \in E_\delta(X_\delta)$ one obtains the thesis. □

This is a proof of the non pollution of the eigenspaces: we have indeed shown that all numerical eigenfunction converge to an exact one. We continue by showing the completeness of the eigenspaces. This involves proving that any exact eigenfunction is approximated by a numerical one.

Lemma 10. For any $x \in E(X)$,\n\[ \delta(x, E_\delta(X_\delta)) \to 0 \]

Proof. Let $x \in E(X)$ and $x_\delta \in X_\delta$. Then,\n\[ \|E_\delta x_\delta - x\|_{DG} \leq \|E\|_{L^2(\Omega), X(\delta)} \|x_\delta - x\|_{DG} + \|E - E_\delta\|_{L^2(\Omega), X(\delta)} \|x_\delta\|_{DG}.
Taking $x_\delta$ as the projection of $x$ in $X_\delta$ and thanks to the convergence of $E_\delta$ towards $E$, we obtain the thesis. □

We now restrict our focus to finite dimensional eigenspaces. Let then $n = \dim(E(X))$ and $n_\delta = \dim(E_\delta(X_\delta))$: if $n = \infty$, then $n_\delta \to \infty$; we consider the case where $n$ is finite. If $n$ is finite, the above lemma implies that\n\[ \delta(E(X), E_\delta(X_\delta)) \to 0. \]

Remark 1. The eigenspace $E(X)$ is invariant for $T$, hence if $x \in E(X)$, then $R_\delta(T) x \in E(X)$.

Consider then an $x \in E(X)$; we have
\[ \inf_{x_\delta \in X_\delta} \|E_\delta x_\delta - x\|_{DG} \leq \|E\|_{L^2(\Omega), X(\delta)} \inf_{x_\delta \in X_\delta} \|x_\delta - x\|_{DG} + \|(E - E_\delta) x\|_{DG} \]
Due to the approximation properties of $X_\delta$ there exist $C, b > 0$ such that
\[ \inf_{x_\delta \in X_\delta} \|x - x_\delta\|_{DG} \leq Ce^{-bN^{1/(d+1)}} \]
with $N = \dim(X_\delta)$. In addition,
\[ \sup_{x \in E(X)} \|R_\delta(T) - R_\delta(T_\delta) x\|_{DG} \leq \sup_{\|x\|_{E(X)} = 1} \|R_\delta(T) - (T_\delta)R_\delta(T) x\|_{DG} \leq C\|R_\delta(T_\delta)\|_{L^2(\Omega), X(\delta)} \times \|(T - T_\delta)\|_{E(X)} \|R_\delta(T)\|_{L^2(\Omega), L^2(\Omega)}, \]
As above, the boundedness of the continuous, see [ABP06], and discrete resolvent operators, see Lemma 7, imply that

\[ (23) \quad \sup_{x \in E(X)} \| (E - E_\delta)x \|_{DG} \leq C \sup_{x \in E(X)} \| (T - T_\delta)x \|_{DG} \]

Thanks to Remark 1, the right hand side of the above equation is the error of the numerical method for a problem with source term belonging to \( J^{\infty}_d(\Omega) \): by Lemma 1, the approximation properties of the \( hp \) space, and the compactness of the unitary ball in the finite dimensional space \( E(X) \), there exist \( C, b > 0 \) such that

\[ (24) \quad \sup_{x \in E(X)} \| (E - E_\delta)x \|_{DG} \leq Ce^{-bN^{1/(d+1)}}. \]

Combining (21), (22) and (24), we have then the explicit rate

\[ \delta(E(X), E_\delta(X_\delta)) \leq Ce^{-bN^{1/(d+1)}}. \]

We summarize this in the following statement.

**Theorem 2.** If \( \dim(E(X)) < \infty \) and for a sufficient number of degrees of freedom, there exist \( C, b > 0 \) such that

\[ \delta(E(X), E_\delta(X_\delta)) \leq Ce^{-bN^{1/(d+1)}}. \]

4.3. **Convergence of the eigenfunctions and eigenvalues.** In this section we consider the convergence of the numerical eigenfunctions and eigenvalues obtained through the \( hp \) approximation. As far as the eigenspaces are concerned, Lemma 9 proves that they are not polluted and Lemma 10 proves that they are complete. As a direct consequence of Theorem 2, furthermore, we have that for any \( x \in E(X) \) there exists \( x_\delta \in E_\delta(X_\delta) \) such that

\[ \| x - x_\delta \|_{DG} \leq Ce^{-bN^{1/(d+1)}}. \]

We now consider the eigenvalues; we will do so in the case of a symmetric numerical scheme.

4.3.1. **Convergence of the eigenvalues.** We are mainly interested in the analysis of the convergence of the eigenvalues for the symmetric interior penalty method, obtained by choosing \( \vartheta = 1 \) in (11). For the sake of generality, the first part of the section will, nonetheless, hold for non-symmetric methods and for a non symmetric operator, but we will indicate when the hypothesis of symmetry of the numerical method will become necessary. The final result obtained for the SIP method will be stronger than what can be obtained in the case of non-symmetric methods, since they lack the property of adjoint consistency.

We start by considering the operator \( \Lambda_\delta = E_{\delta|_{E(X)}} : E(X) \to E_\delta(X_\delta) \). For a sufficient number of degrees of freedom, the operator is invertible. For any \( x \in E(X) \),

\[ \| x \|_{DG} \leq \| (E - E_\delta)x \|_{DG} + \| E_\delta x \|_{DG} \]

and the convergence of \( E - E_\delta \) in the operator norm implies that for a sufficient number of degrees of freedom, \( \Lambda_\delta^{-1} \) is bounded. Let us then introduce the operators

\[ (25) \quad \hat{T} = T|_{E(X)} \quad \text{and} \quad \hat{T}_\delta = \Lambda_\delta^{-1}T_\delta\Lambda_\delta, \]

both defined on the spaces \( E(X) \to E(X) \). We consider the case where \( \Gamma \), introduced in (19), contains a single eigenvalue \( \mu \) of \( T \), with multiplicity \( n \). Theorem 2 then implies (see [ABP06] for the details) that there exist \( \mu_{\delta j}, j = 1, \ldots, n \) that converge towards \( \mu \). For every \( \mu_{\delta j} \) there exists, then, an \( x_j \in E(X) \) such that

\[ \hat{T}_\delta x_j = \mu_{\delta j} x_j. \]
Let now \( T' \) and \( T'_\delta \) be the adjoint operators to \( T \) and \( T_\delta \), and let \( E' \) and \( E'_\delta \) be the associated spectral projectors. Furthermore, consider \( y \in E'(X) \) such that \( (x, y) = 1 \): since for all \( x \in E(X) \), \( (T - \mu)x = 0 \) (since all eigenvalues have ascent one), we have

\[
\mu - \mu_\delta = \langle (\mu - \hat{T}_\delta)x, y \rangle = \langle (T - \hat{T}_\delta)x, y \rangle = \langle (T - \Lambda_\delta^{-1}T_\delta E_\delta)x, y \rangle
\]

Note now that \( \Lambda_\delta^{-1}E_\delta|_{E(X)} = I \) and that \( T_\delta \) and \( E_\delta \) commute on \( E(X) \), thus

\[
\mu - \mu_\delta = \langle (\Lambda_\delta^{-1}E_\delta)(T - T_\delta)x, y \rangle = \langle (T - T_\delta)x, y \rangle + \langle (\Lambda_\delta^{-1}E_\delta - I)(T - T_\delta)x, y \rangle.
\]

We remark that \( \ker((\Lambda_\delta^{-1}E_\delta - I)|_{E(X)}) = \ker(E_\delta)^\perp \), hence

\[
\Lambda_\delta^{-1}E_\delta - I : E(X) \to \text{im}(E'_\delta)^\perp.
\]

Using also the fact that \( E'y = y_\delta \), the second term at the right hand side above can be written as

\[
\langle (\Lambda_\delta^{-1}E_\delta - I)(T - T_\delta)x, y \rangle = \langle (\Lambda_\delta^{-1}E_\delta - I)(T - T_\delta)x, (E' - E'_\delta)y \rangle.
\]

As already shown \( \Lambda_\delta^{-1}E_\delta \) is bounded for a sufficient number of degrees of freedom, and so is \( E_\delta \). Let us now choose \( \|x\| = \|y\| = 1 \): we have

\[
|\langle (\Lambda_\delta^{-1}E_\delta - I)(T - T_\delta)x, y \rangle| \leq C \sup_{x \in E(X)} \|T - T_\delta\|_{\text{DG}} \sup_{y \in E'(X)} \|y\|_1 \|T' - T'_\delta\|_{\text{DG}}
\]

where we have used (23) for the adjoint spectral projectors. We introduce two orthonormal bases \( \{\varphi_i\}_i \) and \( \{\varphi'_i\}_i \) for \( E(X) \) and \( E'(X) \) respectively. Since the spaces are finite dimensional, i.e., \( n = \dim(E(X)) = \dim(E'(X)) < \infty \), there exists a constant \( C > 0 \) such that

\[
|\langle (T - T_\delta)x, y \rangle| \leq \sup_{\|x\|_1 = 1} \|T - T_\delta\|_{\text{DG}} \sup_{\|y\|_1 = 1} \|T' - T'_\delta\|_{\text{DG}}
\]

where \( C \) depends on \( n \). We conclude that

\[
|\mu - \mu_\delta| \leq C \left( \sum_{i,j=1}^n |\langle (T - T_\delta)\varphi_i, \varphi'_j \rangle| + \sup_{\|x\|_1 = 1} \|T - T_\delta\|_{\text{DG}} \sup_{\|y\|_1 = 1} \|T' - T'_\delta\|_{\text{DG}} \right),
\]

**Remark 2.** The above estimate (26) holds since we have considered a case where all eigenvalues have ascent one. If this were not the case, one would find that

\[
|\mu - \mu_\delta| \leq C \left( \sum_{i,j=1}^n |\langle (T - T_\delta)\varphi_i, \varphi'_j \rangle| + \sup_{\|x\|_1 = 1} \|T - T_\delta\|_{\text{DG}} \sup_{\|y\|_1 = 1} \|T' - T'_\delta\|_{\text{DG}} \right)^{1/\alpha},
\]

\( \alpha \) being the ascent of the eigenvalue \( \mu \), see [DNR78b, CL91].
At this stage, the goal is in bounding the first term at the right hand side of the inequality by Theorem 3.

Let

This implies from (27) we conclude that

Since clearly

\[ \inf_{x \in E(x)} \| x - v_\delta \|_{DG} \leq C \sup_{x \in E(X)} \inf_{\| \delta \|_{DG}} \| x - v_\delta \|_{DG} \cdot \]

Consider then \( x, y \in E(X) \), with \( \| x \| = \| y \| = 1 \):

\[ \langle (T - T_\delta)x, y \rangle = \langle (T - T_\delta)x, L\psi \rangle = a_\delta((T - T_\delta)x, \psi) = a_\delta((T - T_\delta)x, \psi - v_\delta) . \]

Finally, by the continuity of the bilinear form, the quasi optimality of the discontinuous Galerkin method, and using (29), we conclude that

\[ \| (T - T_\delta)x \|_{DG}^2 \leq C \sup_{x \in E(X)} \inf_{\| \delta \|_{DG}} \| x - v_\delta \|_{DG}^2 . \]

Since clearly

\[ \sup_{x \in E(X)} \| (T - T_\delta)x \|_{DG}^2 \leq C \sup_{x \in E(X)} \inf_{\| \delta \|_{DG}} \| x - v_\delta \|_{DG}^2 , \]

from (27) we conclude that

\[ \max_{j=1,\ldots,n} | \mu - \mu_{\delta j} | \leq C \sup_{x \in E(X)} \inf_{\| \delta \|_{DG}} \| x - v_\delta \|_{DG} \cdot \]

Since for every eigenvalue \( \mu \) of \( T \), \( 1/\mu \) is an eigenvalue of (4), we have proven the following theorem.

**Theorem 3.** Let \( \lambda \) be an eigenvalue of problem (4) with associated eigenspace \( U = \text{span}(u_1, \ldots, u_n) \), with \( \| u_i \| = 1 \) for \( i = 1, \ldots, n \). Then, there exist \( n \) eigenvalue-eigenfunction pairs \( \{(\lambda_{\delta j}, u_{\delta j})\}_j \) of the finite dimensional problem (12) such that for all \( j = 1, \ldots, n \)

\[ \min_{u \in U} \| u - u_{\delta j} \|_{DG} \leq C \sup_{u \in U} \inf_{v_\delta \in X_\delta} \| u - v_\delta \|_{DG} \]

\[ | \lambda - \lambda_{\delta j} | \leq C \sup_{u \in U} \inf_{v_\delta \in X_\delta} \| u - v_\delta \|_{DG} \cdot \]
Furthermore, if the numerical solutions are obtained with the SIP method,
\[ |\lambda - \lambda_{\delta j}| \lesssim \sup_{u \in U} \inf_{v_{\delta} \in X_{\delta}} ||u - v_{\delta}||_{DG}^2. \]

Finally, there are no spurious numerical eigenvalues or eigenvectors.

Given the approximation properties of the hp method and considering that all eigenfunctions of (4) belong to the space \( \mathcal{J}_\gamma^\omega(\Omega) \) for a \( \gamma > d/2 \), we can also provide the following corollary.

**Corollary 11.** Let \( \lambda, u, U, \lambda_{\delta j}, \) and \( u_{\delta j} \) be defined as in Theorem 3 and let \( N = \dim(X_{\delta}) \). Then, there exist \( C, b > 0 \) such that for all \( u \in U \), for all \( j = 1, \ldots, n \)
\[ ||u - u_{\delta j}||_{DG} \leq Ce^{-bN^{1/(d+1)}} \]
\[ |\lambda - \lambda_{\delta j}| \leq Ce^{-bN^{1/(d+1)}} \]

Furthermore, if the numerical solutions are obtained with the SIP method,
\[ |\lambda - \lambda_{\delta j}| \leq Ce^{-2bN^{1/(d+1)}}. \]

### 5. Numerical results

In this section, we perform some numerical experiments on the linear eigenvalue problem of finding \((\lambda, u) \in \mathbb{R} \times H^1(\Omega)\) such that \( ||u||_{L^2(\Omega)} = 1 \)
\[ (-\Delta + V)u = \lambda u \text{ in } \Omega \]
\[ u = 0 \text{ on } \partial \Omega. \]

The domain \( \Omega \) is the \( d \)-dimensional cube with unitary edge \((-1/2, 1/2)^d\), and \( V \) is a potential with a singularity at the origin that will be specified in the single cases. Since no exact solution is available, every numerical solution is compared with the solution obtained at a higher degree of refinement than those presented.

In all cases, the mesh is isotropically and geometrically refined around the origin, with a geometric refinement ratio \( \sigma = 1/2 \). All elements are axiparallel \( d \)-dimensional cubes. This means that, introducing the refinement layers \( \Omega_j, j = 1, \ldots, \ell \), such that for all \( K \in \Omega_j \),
\[ \inf_{x \in K} ||x||_{L^\infty} = \sigma^{j+1} \quad j = 1, \ldots, \ell - 1 \]
we have
\[ |K| = h_K^d = \sigma^{(j+1)d}. \]

Furthermore, the elements in \( \Omega_j \) have a vertex on the singularity. The polynomial slope \( s \), defined as the parameter such that for all \( v_{\delta} \in X_{\delta} \), if an element \( K \in \Omega_j \) then
\[ v_{\delta}|_K \in Q_{p_j}(K), \]
with
\[ p_j = p_0 + [s(\ell - j)] \]
is instead variable between experiments, and it is one of the main parameters whose role in the approximation we investigate. The base polynomial degree is fixed at \( p_0 = 1 \).

All the simulations are obtained with C++ code based on the library deal.ii [ABD+17]. Furthermore, we use PETSc [BAA+17] for the solution of algebraic linear systems, and SLEPc [HRV05] for the solution of the algebraic eigenvalue problem. The actual methods used will vary between the two and the three dimensional cases, and will be specified in the respective sections. The boundary conditions are imposed weakly, as is customary in the framework of discontinuous Galerkin methods, so no spurious eigenvalue is introduced, as shown in Section 4.
Table 1. Estimated coefficients. Potential: $r^{-1/2}$

<table>
<thead>
<tr>
<th>$s$</th>
<th>$b_{L^2}$</th>
<th>$b_{DG}$</th>
<th>$b_{L^\infty}$</th>
<th>$b_\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.73</td>
<td>0.78</td>
<td>0.78</td>
<td>1.34</td>
</tr>
<tr>
<td>0.25</td>
<td>0.90</td>
<td>0.89</td>
<td>0.86</td>
<td>1.12</td>
</tr>
<tr>
<td>0.5</td>
<td>1.07</td>
<td>1</td>
<td>1</td>
<td>1.19</td>
</tr>
</tbody>
</table>

The results we will show in the following concern the estimation of the $DG$, $L^2(\Omega)$ and $L^\infty(\Omega)$ norms of the error, and of the difference between the computed and the "exact" eigenvalue. Furthermore, we will try to estimate the constants $b_X$ such that

$$\|u - u_\delta\|_X \leq C_X \exp\left(-b_X N^{1/(d+1)}\right),$$

for $X = DG, L^2(\Omega), L^\infty(\Omega)$, and

$$|\lambda - \lambda_\delta| \leq C_\lambda \exp\left(-b_\lambda N^{1/(d+1)}\right).$$

Here, $u_\delta \in X_\delta$ (resp. $\lambda_\delta \in \mathbb{R}$) is the numerical eigenfunction (resp. eigenvalue) computed with $\dim(X_\delta) = N$ and $u$ (resp. $\lambda$) is the exact one.

We start by illustrating the results obtained in the framework of a two dimensional approximation.

5.1. **Two dimensional case.** We solve problem (30) with $d = 2$ on a mesh built as shown in Figure 2. An example of a numerically computed eigenfunction is shown in Figure 3a. We can see the combination of the effect of the laplacian with homogeneous Dirichlet boundary conditions and of the potential. The cusp introduced by the potential is partially hidden by the rest of the solution; in Figure 3b, where a close up of the solution over a line is represented, we can see it more clearly.

We consider three different potentials, given by $V(x) = r^{\alpha}$, with $\alpha \in \{1/2, 1, 3/2\}$. Clearly, the bigger the exponent $\alpha$, the lower the regularity of the exact solution. In particular, from the point of view of classical Sobolev spaces, denoting $u_\alpha$ as the solution of

$$(-\Delta + r^{-\alpha})u_\alpha = \lambda_\alpha u_\alpha \text{ in } \Omega$$

$$u_\alpha = 0 \text{ on } \partial \Omega,$$

we have $u_\alpha \in H^{3-\alpha-\xi}(\Omega)$, for any $\xi > 0$. In particular, the problem with $\alpha = 3/2$ roughly corresponds to a two dimensional elliptic problem in a domain with a crack, see [CD02]. When considering weighted Sobolev spaces, we have

$$u_\alpha \in J^\infty_{3-\alpha-\xi}(\Omega),$$

again for any $\xi > 0$.

From the algebraic point of view, the eigenpairs are computed using a Krylov-Schur method [Ste02]. Furthermore, a shift and invert spectral transformation is used to precondition and speed up computations. Due to the relatively small size of the problems we consider here, the linear system introduced by the shift and invert spectral transformation is solved via an LU decomposition. When considering the problem set in three dimensions, we will see how to deal with problems with more degrees of freedom, where memory availability becomes a concern.

5.1.1. **Analysis of the results.** The results on the error for the potential $V(x) = r^{-1/2}$ are shown in Figure 4, and the estimated coefficients are given in Table 1. Similarly, when the potential is given by $V(x) = r^{-1}$ the error curves are in Figure 5, with coefficients $b_X$ in Table 2, and the case $V(x) = r^{-3/2}$ is reported in Figure 6 and Table 3.
Figure 2. Example of a two dimensional mesh, with $\ell = 5$

Figure 3. Numerical solution to (30) with $V(x) = r^{-1}$. Figure a: representation vertically not to scale; the separation between some elements is an artifact of the visualization on grids with hanging nodes. Figure b: close up around the singularity of the function $u(\cdot, 0)$, i.e., of $u$ on the line $\{y = 0\}$.

Table 2. Estimated coefficients. Potential: $r^{-1}$

<table>
<thead>
<tr>
<th>$s$</th>
<th>$b_{L^2}$</th>
<th>$b_{DG}$</th>
<th>$b_{L^\infty}$</th>
<th>$b_\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.76</td>
<td>0.75</td>
<td>0.71</td>
<td>1.37</td>
</tr>
<tr>
<td>0.25</td>
<td>0.87</td>
<td>0.85</td>
<td>0.84</td>
<td>1.12</td>
</tr>
<tr>
<td>0.5</td>
<td>0.72</td>
<td>0.72</td>
<td>0.63</td>
<td>0.64</td>
</tr>
</tbody>
</table>
We can clearly see, that in many cases the error reaches at some point a plateau; we estimate the coefficients $b_{\lambda}$ by linear regression on the points before the plateau. This will be done for all subsequent potentials. Furthermore, as expected, the less regular the potential, the slowest the convergence of the numerical solution.

Two phenomena are less expected from the point of view of the theory. The first one is the emergence of a plateau at relatively high values compared to the machine epsilon. Through the

---

**Figure 4.** Errors for the numerical solution with potential $V(x) = r^{-1/2}$. Polynomial slope: $s = 1/8$ in Figure a; $s = 1/4$ in Figure b and $s = 1/2$ in Figure c.

**Table 3.** Estimated coefficients. Potential: $r^{-3/2}$

<table>
<thead>
<tr>
<th>$s$</th>
<th>$b_{L^2}$</th>
<th>$b_{DG}$</th>
<th>$b_{L^\infty}$</th>
<th>$b_{\lambda}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.062</td>
<td>0.49</td>
<td>0.48</td>
<td>0.47</td>
<td>0.85</td>
</tr>
<tr>
<td>0.125</td>
<td>0.61</td>
<td>0.59</td>
<td>0.64</td>
<td>1.09</td>
</tr>
<tr>
<td>0.25</td>
<td>0.6</td>
<td>0.53</td>
<td>0.42</td>
<td>0.48</td>
</tr>
</tbody>
</table>
Figure 5. Errors for the numerical solution with potential $V(x) = r^{-1}$. Polynomial slope: $s = 1/8$ in Figure a; $s = 1/4$ in Figure b and $s = 1/2$ in Figure c.

choice of different algebraic scheme, we can see that we get a lower plateau: this is an indication that the dominating error at the points where it is not converging to zero is the algebraic one. The fact that matrices arising from the $hp$ method are ill conditioned explains the size of the algebraic error. In practical applications, the fact that a relative error of approximately $10^{-12}$ can be reached should be sufficient.

The second “unexpected phenomenon” is evident when looking at Figures 4c, 5b, 6b, and 6c. We remark that, after an initial part where the eigenvalue converges faster than the other norms of the error, its rate of convergence then stabilizes to the same rate of the other norms. This can be shown [CCM10] to be dependent on the quadrature formula employed. When using a higher degree quadrature formula, the highest rate for the eigenvalue error is recovered, see Figure 7 and Table 4, obtained with a higher quadrature formula and compare them with Figure 5b and Table 2. As a side effect of a higher quadrature order, the plateau is raised.

In practice, one has to quite carefully balance computational cost, conditioning of the matrix, and speed of convergence. The usefulness of this numerical experiments lies therefore not only
Figure 6. Errors for the numerical solution with potential \( V(x) = x^{-3/2} \). Polynomial slope: \( s = 1/16 \) in Figure a; \( s = 1/8 \) in Figure b and \( s = 1/4 \) in Figure c.

Table 4. Estimated coefficients. Potential: \( r^{-1} \), high degree quadrature formula

<table>
<thead>
<tr>
<th>( s )</th>
<th>( b_{L^2} )</th>
<th>( b_{DG} )</th>
<th>( b_{L_\infty} )</th>
<th>( b_\lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.89</td>
<td>0.81</td>
<td>0.85</td>
<td>1.5</td>
</tr>
</tbody>
</table>

in the fact that we verify our theoretical results and we see the impact of components of the error we did not account for in the theoretical analysis, but also in the fact that we see, practically, how the parameters affect the simulation for different exact solutions. Since by asymptotic analysis we can see, locally and \textit{a priori}, how the solution of a problem behaves, this gives an indication on how to construct and locally \textit{a priori} optimize the \( hp \) spaces.
5.2. **Three dimensional case.** In the three dimensional case, we replicate the setting introduced in Section 5.1. In this case, \( \Omega = (-1/2, 1/2)^3 \). Note that the regularity of the solution of

\[
(-\Delta + r^{-\alpha})u_\alpha = \lambda_\alpha u_\alpha \text{ in } \Omega \\
u_\alpha = 0 \text{ on } \partial\Omega,
\]
scales differently with respect to \( \alpha \), if compared to the two dimensional case. Specifically, we have

\[ u_\alpha \in H^{3/2-\alpha-\xi}(\Omega) \]

and

\[ u_\alpha \in J^{3/2-\alpha-\xi}_{1/2}(\Omega), \]

for any \( \xi > 0 \).
Figure 9. Numerical solution in the three dimensional case: solution in the cube, left, and close up near the origin of the restriction to the line \{y = z = 0\}, right.

Figure 10. Errors of the numerical solution for \(V(x) = r^{-1/2}\). Polynomial slope \(s = 1/8\), left and \(s = 1/4\), right.

The mesh is built in a tensor product way as in Section 5.1, with refinement ratio \(\sigma = 1/2\). A representation of a mesh is given in Figure 8. The numerical solution for \(V(x) = r^{-1}\) is shown in Figure 9.

From the algebraic point of view, the assembled matrices are bigger in size and less sparse, thus a direct LU method is less feasible than in the previous case (up to completely unfeasible for the simulations with a high number of degrees of freedom). Hence, we turn to iterative methods, and try to employ an algebraic eigenvalue method that is not too sensible to the error introduced by the linear solver. Therefore, the search for the eigenvalues is done with a Jacobi-Davidson method [SV96]. Internally, we employ a biconjugate gradient stabilized method (BiCGS, [vdV92, SvdVF94]) as a linear solver, with simple Jacobi preconditioner. The tolerance for the linear solver is set at \(10^{-6}\), while the tolerance of the Jacobi-Davidson method is set at \(10^{-8}\).

5.2.1. Analysis of the results. Results for \(V(x) = r^{-1/2}\) are given in Figure 10 and Table 5, while the case \(V(x) = r^{-1}\) is analyzed in Figure 11 and Table 6 and the errors and estimates when
Figure 11. Errors of the numerical solution for $V(x) = r^{-1}$. Polynomial slope $s = 1/8$, left and $s = 1/4$, right.

Figure 12. Errors of the numerical solution for $V(x) = r^{-3/2}$. Polynomial slope $s = 1/8$, left and $s = 1/4$, right.

<p>| Table 5. Estimated coefficients. Potential: $r^{-1/2}$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>$s$</th>
<th>$b_{L^2}$</th>
<th>$b_{DG}$</th>
<th>$b_{L^\infty}$</th>
<th>$b_\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.78</td>
<td>0.78</td>
<td>0.86</td>
<td>1.46</td>
</tr>
<tr>
<td>0.25</td>
<td>0.97</td>
<td>0.99</td>
<td>0.89</td>
<td>1.72</td>
</tr>
</tbody>
</table>

<p>| Table 6. Estimated coefficients. Potential: $r^{-1}$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>$s$</th>
<th>$b_{L^2}$</th>
<th>$b_{DG}$</th>
<th>$b_{L^\infty}$</th>
<th>$b_\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.72</td>
<td>0.73</td>
<td>0.77</td>
<td>1.32</td>
</tr>
<tr>
<td>0.25</td>
<td>0.89</td>
<td>0.88</td>
<td>0.71</td>
<td>1.61</td>
</tr>
</tbody>
</table>
$V(x) = r^{-3/2}$ are shown in Figure 12 and Table 7. The three dimensional approximation has far more degrees of freedom than the two dimensional one for a given level of refinement $\ell$, thus the results we show have lower levels of refinement than the two dimensional ones. This is partially balanced by the fact that the solutions are more regular, but the errors are still obviously higher than those of the two dimensional case, at the same number of degrees of freedom. In the three dimensional case, we do not see a great effect neither of the algebraic error nor of the quadrature formulas. The coefficients $b_\lambda$ listed in Tables 5 to 7 are almost the double of the respective coefficients $b_{DG}$; thus, if the effect of the quadrature error is present, it is nonetheless negligible compared to other sources of error for the quite comprehensive potentials and polynomial slopes considered in this experiments.
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