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Welding processes involve high temperatures and metallurgical and mechanical conse-
quences that must be controlled. For this purpose, numerical simulations have been 
developed to study the effects of the process on the final structure. During the welding 
process, the material undergoes thermal cycles that can generate different physical 
phenomena, like phase changes, microstructure changes and residual stresses and distor-
tions. But the accurate simulation of transient temperature distributions in the part needs 
to carefully take account of the fluid flow in the weld pool. The aim of this paper is thus 
to propose a new approach for such a simulation taking account of surface tension effects 
(including both the “curvature effect” and the “Marangoni effect”), buoyancy forces and 
free surface motion.
The proposed approach is validated by two numerical tests from the literature: a sloshing 
test and a plate subjected to a static heat source. Then, the effects of the fluid flow on 
temperature distributions are discussed in a hybrid laser/arc welding example.

© 2018 Académie des sciences. Published by Elsevier Masson SAS. This is an open access 
article under the CC BY-NC-ND license 

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Welding is a very old assembly process dating from the metal age. Different techniques have been developed over time: 
assemblies by heating and hammering at the beginning, arc welding, resistance welding and more recently, electron beam 
welding, and laser welding. The large use of welding processes and the need to improve them to achieve a better control of 
the welding quality led to the development of several numerical simulation methods, which may provide valuable assistance 
to study the effects of welding on the final structure.

Depending on the objectives targeted by the simulation, different approaches have been developed. These approaches 
can be classified into two groups, comprising respectively thermo-mechanical simulations to predict the metallurgical and 
mechanical consequences induced by welding, and simulations of the process itself including the fluid flow in the weld pool. 
Industrial companies took a large part in the development of thermo-mechanical simulations since the objectives of these 
simulations are to estimate the residual stresses and distortions [1–5], thus providing very useful information for fatigue 
lifetime predictions or welding sequence optimization [6]. The thermal part of this kind of simulation is generally simplified 
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Fig. 1. (a) Simplified schematic of the welding principle, (b) simplified schematic of the material states and fluid flow in the molten pool during the welding 
process [23].

in order to reduce the calculation time since it is used to simulate large structures [7–9]. The heat input is then represented 
by an equivalent heat source, the parameters of which must be previously identified on experimental heat affected zones. 
The thermo-mechanical computation is therefore achieved in two steps: a coupled thermal and metallurgical simulation, 
followed by a mechanical computation taking account of the temperatures and metallurgical phases previously computed 
[10,11].

However, this type of simulation is not totally predictive as far as temperature distributions are concerned. Their predic-
tion indeed requires carefully simulating the fluid flow, which plays an important role, particularly on the morphology of 
the weld pool.

Several authors have therefore developed numerical approaches [12–22], the aim of which is to simulate the physical 
phenomena involved by the process itself (Fig. 1). Among these phenomena, the fluid flow in the molten pool, particularly 
related to the surface tension, has a direct effect on the field temperature and weld pool morphology [24–26]. This is why 
several studies were carried out to model the surface tension in the molten pool [27,28]. The effect of the surface tension 
on the fluid flow arises from two factors: first, surface tension generates a normal force onto the free surface of the fluid, 
proportional to the curvature of this surface (“curvature effect”), and second it generates, through a temperature gradient, an 
additional tangential force onto the free surface (“Marangoni effect”). The classical implementation methods of the surface 
tension in finite-element codes consider these two effects in a natural way. They include the loads applied on the free 
surface of the fluid among the external forces of the problem [29,30]. In this type of approach, the implementation of the 
tangential effect does not raise any problem. However, the normal effect is very difficult to incorporate, since it requires a 
direct calculation of this force that depends on the free surface motion [31,32].

Several methods have been developed in order to model the free surface during the finite-element computation. These 
methods can be classified into two categories: the Lagrangian approaches (Arbitrary Lagrangian Eulerian: ALE) [33] and 
Eulerian approaches (volume of fluid: VOF [34] and level-set [35]). The two Eulerian methods can compute the “keyhole 
collapse” and help predict defect formation such as porosity [36,37]. However, taking into account the solid deformation 
using these two methods is very difficult. For this, the ALE approach is often used during the numerical simulation of 
welding [38–40]. It consists in calculating the displacement of the boundary nodes physically and that of the bulk nodes 
arbitrarily. This means that the solutions inside the domain are computed with an Eulerian formulation. Thus, the mesh 
movement is modified in order to improve the mesh quality.

The aim of this paper is to propose a new approach for the simulation of the weld pool taking account of the surface 
tension effects (including both the “curvature effect” and the “Marangoni effect”), buoyancy forces, and free surface motion. 
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This simulation will be used in further studies to simulate the interaction between the fluid flow and the solid deformation. 
For this purpose, the approach developed by Leblond et al. [41] to model the surface tension is used. It has been applied 
up to now to simulate simple academic benchmarks. In this work, a first application to an industrial problem is proposed 
(welding process). This modeling of surface tension consists in incorporating the normal and tangential effects in a very 
simple and efficient way compared to classical methods. In addition, a pragmatic ALE approach is developed to simulate 
the free surface motion. The choice of this approach is based on two criteria: the simplicity of its implementation, and the 
possibility to take into account the solid deformation in a simple way.

The paper is organized as follows:

– in section 2, the modeling of the thermal-fluid problem is presented, it contains three parts: an illustration of the fluid 
and thermal formulation, the modeling of the surface tension, and the modeling of the free surface;

– in section 3, a validation of the modeling of the surface tension and free surface is carried out using numerical validation 
tests;

– in section 4, the results of the thermal-fluid simulation of laser/arc hybrid welding are presented.

2. Modeling the thermal-fluid problem

2.1. Strong formulation

Let us consider a bounded fluid domain Ω of boundary ∂Ω . The coupled heat transfer and fluid flow problems are 
governed by the following three equations.

Mass conservation equation
The fluid is supposed thermally dilatable and mechanically incompressible: the volume variation is only due to tempera-

ture variations, the stresses have no effect. From the Eulerian strain rate D = 1
2 (grad v + (grad v)ᵀ), let us define the Eulerian 

mechanical strain rate by the formulation:

Dm = D + ρ̇

3ρ
I (1)

The mass conservation equation then writes:

div v + ρ̇

ρ
= tr(Dm) = 0 (2)

In practice, the variations of ρ are only due to the thermal dilation effects. It follows that ρ̇
ρ

∼= −β Ṫ , where β is the 
coefficient of volumetric expansion.

Energy balance equation

ρ

(
∂ H

∂t
+ v · grad H

)
− div(λgrad T ) − r = 0 (3)

Here ρ is the density, H , the specific enthalpy, v, the fluid velocity, λ, the heat conductivity, T , the temperature, and r the 
volume heat source. The enthalpy H is a function of temperature including both the sensible heat and the latent heat due 
to phase change, and ρ and λ can be temperature-dependent. The associated boundary conditions are:

T = T0 on ∂ΩT (4)

λgrad T · n = q on ∂Ωq (5)

T0 is the known temperature on ∂ΩT and q a temperature-dependent heat flux on ∂Ωq whose outside unit normal is n.

Momentum equations (Navier–Stokes equations)

−grad p + div s + fv = ρ

(
∂v

∂t
+ grad v · v

)
(6)

The fluid flow is supposed to be laminar. Here p is the fluid pressure, s, the stress deviator, and fv , the volume force. 
Buoyancy forces can be considered using the volume forces which are given by the following equation:

fv = ρ0
(
1 − β(T − T0)

)
g (7)

g being the gravitational acceleration and ρ0 the mass per unit volume at the reference temperature T0.
The fluid is supposed to behave as a Newtonian fluid. The relation between the Eulerian mechanical strain rate Dm and 

the stress deviator s can therefore be written as:
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Fig. 2. P 1 + /P 1 element.

s = 2μDm (8)

where μ is the fluid viscosity.
The associated boundary conditions are:

v = vd on ∂Ωv (9)

σ · n = ϕd on ∂Ωϕ (10)

Here vd and ϕd are the prescribed velocity and surface force on ∂Ωv and ∂Ωϕ respectively, and σ = s − pI is the Cauchy 
stress tensor.

2.2. Finite element formulation

The weak formulation of the energy balance equation as well as the finite element formulation of the thermal problem 
are quite classical, and details can be found in [42,43]. We therefore focus on the fluid problem formulation in the sequel.

The finite element formulation of the fluid problem rests on a mixed velocity–pressure (v, p) variational formulation.
The problem is now to find (v, p) ∈ (Vad ×Pad), ∀t ∈ [0, T ], such as ∀(v∗, p∗) ∈ (V0

ad ×Pad):

−
∫
Ω

v∗ρ
(

∂v

∂t
+ grad v · v

)
dv −

∫
Ω

D∗ : 2μDmdv +
∫
Ω

div
(
v∗)pdv +

∫
Ω

v∗ · fvdv +
∫

∂Ωϕ

v∗ · ϕdds = 0

∫
Ω

p∗
(

div v + ρ̇

ρ

)
dv = 0

(11)

with the initial condition v(x, t = 0) = v0(x).
In Eqs. (11), D∗ = 1

2 (grad v∗ + (grad v∗)ᵀ) and:

Vad = {v ∈ H1(Ω) | v = vd on ∂Ωv}
V0

ad = {v ∈ H1(Ω) | v = 0 on ∂Ωv}
Pad = {p ∈ L2(Ω)}

P 1 + /P 1 tetrahedral elements (Fig. 2) are used for the discretization of Eqs. (11).

Velocity approximation
The velocity field is decomposed into a part vs calculated from the velocities of the vertex nodes gathered in the array 

Vs , using the shape functions Ns of the classical four-node tetrahedron [42], plus another part vb calculated from a vector 
�b of additional degrees of freedom of the bubble (internal) node and the associated shape function Nb :

v = vs + vb (12)

with

vs = Ns.Vs =
4∑

n=1

Nsn Vsn

vb = Nb.�b

(13)

with Nb = minn=1 to 4Nsn .
Note that �b does not represent the velocity of the centroid of the element because the shape functions of the vertex 

nodes Ns do not vanish at this point.
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The virtual velocity v∗ is decomposed in the same way. Note that the “bubble velocity” vb vanishes on each element 
boundary ∂Ωe (bubble node principle) and therefore at any point of ∂Ω .

Pressure approximation
The pressure is calculated from the values of the vertex nodes Ps:

p = Ns.Ps =
4∑

n=1

Nsn P sn (14)

and so is also the temperature.
The Eulerian mechanical strain rate Dm , as well as its virtual counterpart D∗

m , are then decomposed in the following 
form:

Dm = Dms + Dmb

Dms = Ds + ρ̇

3ρ
I = 1

2

(
grad vs + (grad vs)

ᵀ) + ρ̇

3ρ
I

Dmb = Db = 1

2

(
grad vb + (grad vb)ᵀ

) (15)

Equations (11) with (8), (12) and (15) can therefore be rewritten, for any v∗
s , v∗

b , and p∗:

−
∫
Ω

v∗
s ρ

(
∂v

∂t
+ grad v.v

)
dv −

∫
Ω

D∗
s : 2μDms dv −

∫
Ω

D∗
s : 2μDmb dv +

∫
Ω

div
(
v∗

s

)
pdv

+
∫
Ω

v∗
s · fvdv +

∫
∂Ωϕ

v∗
s · ϕdds = 0

−
∫
Ω

v∗
bρ

(
∂v

∂t
+ grad v.v

)
dv −

∫
Ω

D∗
b : 2μDms dv −

∫
Ω

D∗
b : 2μDmb dv +

∫
Ω

div
(
v∗

b

)
pdv

+
∫
Ω

v∗
b · fvdv = 0

∫
Ω

p∗
(

div(vs + vb) + ρ̇

ρ

)
dv = 0

(16)

Ds and D∗
s are constant over each element Ωe as they involve the derivatives of the shape functions of the classical four-

node tetrahedron. Assuming that ρ̇
ρ and μ are constant over each element (in practice ρ̇

ρ and μ are calculated at the 
centroid of the tetrahedron), Dms is also constant over each element. Since vb vanishes on the element boundary ∂Ωe, it 
follows that:∫

Ωe

D∗
s : 2μDmb dv = 2μD∗

s :
∫
Ωe

Dmb dv = μD∗
s :

∫
Ωe

(
grad vb + (grad vb)ᵀ

)
dv

= μD∗
s :

∫
∂Ωe

(
n ⊗ vb + vb ⊗ n

)
ds = 0

(17)

In the same way, one can show that:∫
Ωe

D∗
b : 2μDms dv = 0 (18)

An implicit backward scheme for ∂v
∂t and a linearization of the convection term are used for the time integration of Eqs. (16). 

It is also supposed that the bubble node does not contribute to the acceleration (just the vertex nodes are taken into account 
for the interpolation of acceleration).

Using Eqs. (17) and (18), Eqs. (16) can therefore be rewritten at the final instant of any time-step [t, t + �t], for any v∗
s , 

v∗ , and p∗:
b
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−
∫
Ω

v∗
s ρ

(
vs − vt

s

�t
+ grad(vs + vb) · vt

)
dv −

∫
Ω

D∗
s : 2μDms dv +

∫
Ω

div
(
v∗

s

)
pdv

+
∫
Ω

v∗
s · fvdv +

∫
∂Ωϕ

v∗
s · ϕdds = 0

−
∫
Ω

v∗
bρ

(
vs − vt

s

�t
+ grad(vs + vb) · vt

)
dv −

∫
Ω

D∗
b : 2μDmb dv +

∫
Ω

div
(
v∗

b

)
pdv +

∫
Ω

v∗
b · fvdv = 0

∫
Ω

p∗
(

div(vs + vb) + ρ̇

ρ

)
dv = 0

(19)

where all the quantities are considered at time t + �t , except for vt , which represents the velocity at time t .
Using now the Voigt notation for the Eulerian strain rate and defining, from (13) and (15), Bs and Bb matrices such that 

Ds = Bs ·Vs and Db = Bb ·�b , Eqs. (19) lead to the following expressions of the nodal residual vectors:

Ts = −
∫
Ω

Nᵀ
s · vs − vt

s

�t
ρdv −

∫
Ω

Nᵀ
s · ρ grad(vs + vb) · vtdv

−
∫
Ω

Bᵀ
s · 2μDms dv +

∫
Ω

(grad Ns)
ᵀpdv +

∫
∂Ωϕ

Nᵀ
s · ϕdds +

∫
Ω

Nᵀ
s · fvdv = 0

Tb = −
∫
Ω

Nᵀ
b · vs − vt

s

�t
ρdv −

∫
Ω

Nᵀ
b · ρ grad(vs + vb) · vtdv

−
∫
Ω

Bᵀ
b · 2μDmb dv +

∫
Ω

(grad Nb)ᵀpdv +
∫
Ω

Nᵀ
b · fvdv = 0

Tp =
∫
Ω

Nᵀ
s

(
div(vs + vb) + ρ̇

ρ

)
dv = 0

(20)

Note that the second equation of system (20) defines, at the element level, the following linear relation between Vs , �b

and Ps:

Kbs · Vs + Kbb · �b + Kbp · Ps − Fb = 0 (21)

with:

Kbs =
∫
Ω

Nᵀ
b · ρ grad Ns · vtdv +

∫
Ω

Nᵀ
b · ρ

�t
Nsdv

Kbb =
∫
Ω

Bᵀ
b · 2μBbdv +

∫
Ω

Nᵀ
b · ρ grad Nb · vtdv

Kbp = −
∫
Ω

(grad Nb)ᵀ · Nsdx

Fb =
∫
Ω

Nᵀ
b · fvdv +

∫
Ω

Nᵀ
b · vt

s

�t
ρdv

(22)

Equations (20) are solved using a Newton–Raphson method. After elimination of �b from Eq. (21), at each iteration correc-
tions δVs and δPs are calculated through the following equations:[

Kss − Ksb · K−1
bb · Kbs Ksp − Ksb · K−1

bb · Kbp

Kps − Kpb · K−1
bb · Kbs −Kpb · K−1

bb · Kbp

]{
δVs
δPs

}
=

{
Ts
Tp

}
(23)

with:
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Ksb =
∫
Ω

Nᵀ
s · ρ grad Nb.vtdv

Kss =
∫
Ω

Bᵀ
s · 2μBsdv +

∫
Ω

Nᵀ
s · ρ grad Ns · vtdv +

∫
Ω

Nᵀ
s · ρ

�t
grad Nsdv

Ksp = −
∫
Ω

(grad Ns)
ᵀp · Nsdx

(24)

Kps = Kᵀ
sp

Kpb = Kᵀ
bp

(25)

The process is repeated as long as ‖Ts‖ > εs and ‖Tp‖ > εp , where εs and εp are precision thresholds prescribed by the 
user.

2.3. Modeling the surface tension effects

One of the main effects to be accounted for in weld pool simulations is related to surface tension. Surface tension induces 
a pressure normal to the free surface of the fluid, proportional to the curvature of this surface, and its gradient generates 
a tangential surface force (Marangoni effect). As far as the implementation of the surface tension in finite-element codes 
[44,45] is concerned, these two effects are taken into account in a natural way through the boundary conditions as defined 
in Eq. (7) by including the loads applied on the free surface of the fluid among the external forces of the problem. In such 
an approach, if the Marangoni effect can be introduced in a straightforward way, the implementation of the curvature effect 
is far more complicated, as it requires the preliminary calculation of the mean curvature (trace of the curvature tensor) 
of the free surface [31,32]. But the position of the free surface is given by the fluid motion, and the curvature calculation 
requires the evaluation of the spatial second derivatives of the displacement field. This calculation can be achieved quite 
accurately using C1 elements, but these elements are very heavy and time-consuming. When classical C0 elements are used, 
another way consists in calculating the divergence of the unit normal to the free surface, and the spatial first derivatives 
of the shape functions [46,47]. But the calculation of the unit normal, generally obtained by averaging the normal of the 
surface elements connected to each node considered, can induce significant errors in the results.

In this study, we use the efficient approach suggested in [27,44,45] for the curvature effect and generalized in [41] for 
both the curvature and Marangoni effects. The approach is based on the equivalence between the effects of the surface 
tension and those of a fictitious stressed membrane bonded to the free surface. The surface tension is therefore taken into 
account through a surface hydrostatic state of stress τ =

[
γ 0
0 γ

]
, where γ is the surface tension, applied to membrane-type 

(skin) elements (Fig. 3) that do not have any material properties [41]. The transmission of the surface tension effects from 
the skin elements to the 3D fluid elements is carried out naturally through the common nodes of the 2D and 3D elements.

The weak formulation of the fluid problem is now modified by adding the term − 
∫
∂Ωfree

D∗
s : τds, where ∂Ωfree is the 

free surface of the fluid, in the left-hand side of the first of Eq. (19), which is now written:

−
∫
Ω

v∗
s ρ

(
vs − vt

s

�t
+ grad(vs + vb) · vt

)
dv −

∫
Ω

D∗
s : 2μDms dv +

∫
Ω

div
(
v∗

s

)
pdv

−
∫

∂Ωfree

D∗
s : τds +

∫
Ω

v∗
s · fvdv +

∫
∂Ωϕ

v∗
s · ϕdds = 0

(26)

The proposed approach does not require calculating the mean curvature of the free surface, which makes it efficient and 
accurate. In addition, it is possible to account for both normal and tangential effects in a natural and simple way by simply 
considering temperature-dependent values of γ . It is sufficient to consider the correct value of the surface tension at each 
Gauss point of the membrane elements. This allows us to avoid the numerical problems of classical approaches.

2.4. Modeling the free surface evolution

To take the free surface evolution into account, different methods have been proposed. Combined with fully Eulerian 
formulations, the volume of fluid [34] or level set [35] techniques are generally used. Alternatively, the Arbitrary Lagrangian–
Eulerian (ALE) approach consists in imposing the free surface motion to the mesh [38–40]. But in order to keep a good mesh 
quality, the nodes inside the weld pool must in turn be repositioned, thus defining a mesh motion which must be taken 
into account in the finite element formulation.

The algorithm used in the present work is summarized in Fig. 4. The first step consists in recovering the mesh and 
the results for a given time step of the thermal-fluid computation. Here, a strong coupling between fluid and thermal 
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Fig. 3. Mesh containing skin elements (red 1D elements with sky blue nodes).

Fig. 4. Proposed algorithm of the ALE approach.

computations is used. Then the status of each node (free surface, fluid, solid) is defined. The free-surface nodes are then 
displaced in order to follow the free surface motion. The fluid nodes inside the molten pool are finally repositioned using 
an elastic calculation where the solid nodes remain fixed.

The elements having a mean temperature above the melting temperature T liq are considered as fluid elements, the others 
as solid elements. For each node, depending on its position and the status of the elements it is connected to, four-node 
statuses can be defined:

– solid node (red node): connected to at least one solid element;
– solid/free-surface node (purple node) – solid node connected to one of the skin elements defining the free surface;
– fluid node (green node): connected only to fluid elements;
– fluid/free-surface node (sky blue node): fluid node connected to one of the skin elements defining the free surface.

The normal at a free-surface node is defined as the mean value of the normal of the skin elements containing it (Fig. 5).
The normal velocities and the displacements of the free-surface nodes are then calculated using the following expres-

sions:

vn (t + �t) = (
nk · vk(t + �t)

) · nk (27)
k
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Fig. 5. Definition of the normal at a node of the free surface and projection of material velocity.

Fig. 6. The mesh before updating the node positions.

Fig. 7. The mesh after updating the node positions.

unk (t + �t) = unk (t) + vnk (t + �t) · �t (28)

Here vnk and unk are respectively the normal velocity and the normal displacement of the free-surface node k, vk is the 
velocity of this node, and nk is its normal (Fig. 6).

Once the displacements of the free-surface nodes have been calculated, different methods can be used to reposition 
the internal fluid nodes. For example, Heuzé et al. [48] used a barycentric replacement. In the present approach, an elastic 
computation is carried out in order to find the arbitrary displacements of the fluid nodes. In this computation, the dis-
placements of the solid nodes and the free-surface nodes are prescribed. Finally, the mesh is updated using the computed 
displacements (Fig. 7).

All these steps are performed at each time step of the thermal-fluid computation.

Remark. For the sake of simplicity, the mesh velocity has not been included in the presentation of the finite element 
formulation above. But of course, the mesh velocity is taken into account in all the advection terms such as grad(vs +vb) ·vt

in Eq. (19), which is now written grad(vs + vb) · (vt − vt
mesh), where vt

mesh is the mesh velocity.
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Fig. 8. Schematization and mesh of the sloshing problem.

3. Validation tests

3.1. Sloshing problem

The sloshing problem was developed by Ramaswamy et al. [49] to validate an ALE formulation. It consists in following 
the oscillations of a liquid in a container. Sloshing was initially considered to be due only to gravity. This problem was 
generalized by other authors by accounting for more physical phenomena. For example, Popinet et al. [50] have simulated 
in 2D the oscillations produced by the surface tension. They have compared their numerical results with the analytic results 
given by Prosperetti et al. [51]. The problem was considered later by El-Sayed et al. [25] using a 3D mesh.

In this work, the sloshing problem was used to validate the ALE approach of the free surface and the normal effect of 
the surface tension. The aim of the numerical model is to follow the oscillations of a single liquid in a container that has a 
square geometry. Initially, the free surface of the liquid has a sinusoidal shape given by the following equation:

H(x) = 1 + a0 sin
(
π(0.5 − x)

)
(29)

where a0 = 0.01 is the initial amplitude. In this equation all distances are expressed in m.
With regard to the boundary conditions, the bottom surface is clamped and the normal velocities are such that v · n = 0

on the side walls. The free surface is the top one. The mesh (Fig. 8) contains 4223 nodes and 19,736 linear tetrahedral 
elements. The free surface is meshed with 100 2D triangular “skin” elements (red elements in Fig. 8) to apply the surface 
tension. The liquid properties are: relative density ρ = 1 kg · m−3, kinematic viscosity η = 0.01 m2 · s−1, and gravity g =
1 m · s−2 (artificial value).

A first simulation is carried out to follow the sloshing of a liquid under the effect of its sole weight (gravity effect). The 
results of this simulation and the analytical solution [51] are provided by Fig. 9.

Regarding the other simulation, the sloshing of the liquid is generated by its weight as well as the surface tension. 
Values of the surface tension between 0.001 and 1 N · m−1 are used. The results show proportionality between the value 
of the surface tension and the intensity of liquid sloshing (Fig. 10). The comparison between the numerical results and 
the analytical solution shows a good correlation: the maximal error is less than 0.006%. We note that the value of this 
error is very similar to those found in the literature. For example, Rabier et al. [32] have found a maximal error equal to 
0.005%. However, they meshed with a discretization twice finer than ours. In addition to that, they used a time step equal 
to 0.0025 s, that is 1

8 of the value used in our simulation (0.1 s).

3.2. Benchmark problem

The Benchmark consists of some numerical simulation of the spot welding “GTWA” process (Fig. 11). It was developed in 
a 2D axisymmetric option by Girard et al. [52], in a 3D option by Hamide et al. [53] and El-Sayed et al. [25] to validate the 
tangential effect of the surface tension. In this work, a purely thermal-fluid computation of this problem was carried out on 
the quarter of a disk (Fig. 11). A viscosity depending on the temperature allows separating the fluid and solid zones. The 
solid is thus schematized as a fluid with a high viscosity (μ = 106 kg·m−1·s−1). The mesh includes 68,130 linear tetrahedral 
elements, 762 skin elements and 13,617 nodes. The length of the elements edges is 30 μm in the fluid zone and more than 
100 μm in the solid zone.

The material used is steel, supposed to be isotropic, homogeneous, Newtonian, thermally dilatable, and mechanically 
incompressible. Its properties are given in Table 1.
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Fig. 9. The displacement of the free surface under the effect of the liquid weight.

Fig. 10. The displacement of the free surface under the effect of the liquid weight and the surface tension; γ = 0.001 N·m−1 and γ = 1 N·m−1.

Fig. 11. Schematization [52] and mesh of the benchmark problem.

With regard to the boundary conditions, the node velocities of the free surface and symmetric boundaries are such that 
v · n = 0. The heat flux imposed on the upper surface of the disk is the sum of three terms:

∅total = ∅source − ∅convection − ∅radiation (30)

where:

∅source(x) = P

2πR2
exp

(
− R2

2R2

)
(31)
0 0



1010 Y. Saadlaoui et al. / C. R. Mecanique 346 (2018) 999–1017
Table 1
Characteristics of the material.

Solidus temperature TS = 1696 K
Liquidus temperature TL = 1740 K
Relative density (solid) ρ = 7500 kg·m−3

Specific heat (solid) c = 602 J·K−1·kg−1

Thermal conductivity (solid) λ = 24 W·m−1·K−1

Relative density (liquid) ρ = 6350 kg·m−3

Specific heat (liquid) c = 695 J·K−1·kg−1

Thermal conductivity (liquid) λ = 20 W·m−1·K−1

Dynamic viscosity μ = 2.5 · 10−3 kg·m−1·s−1

Coefficient of expansion β = 10−4 K−1

Fig. 12. Temperature evolution with positive derivative of surface tension, ∂γ
∂T > 0.

with R0 = 3 · 10−3 m and P = 790 W.

∅radiation = εσ0
(
T 4 − T 4

0

)
(32)

with σ0 the Stefan–Boltzmann constant, ε the emissivity equal to 0.5, and T0 = 300 K.

∅convection = h(T − T0) (33)

with h the transfer coefficient equal to 15 W·m−2·K−1.
The lateral edges of the disk are adiabatic, and a linear temperature decrease from 800 to 400 K is enforced on its lower 

side, from the center to the edge (Fig. 11).
During this simulation, only the tangential effect of the surface tension is taken into account, without the normal effect. 

Two values of the derivative of the surface tension, ∂γ
∂T = 10−4 N·m−1·K−1 and ∂γ

∂T = −10−4 N·m−1·K−1, are imposed on 
the skin elements of the upper face of the disk. The first three seconds of the process are simulated, and the time step 
is 0.1 s during the formation of the weld pool (thermal computation) and 2 · 10−4 s after the activation of the fluid flow 
(thermal-fluid computation).

A comparison between the Benchmark and our numerical results is carried out. It consists in examining the following 
quantities:

– temperature on the radius of the upper face T (z = 0).
– radial velocity vr(z = 0).

Figs. 12 and 13 show respectively the evolution of the temperature field and the velocity vector with a positive derivative 
of the surface tension with respect to temperature. Figs. 14 and 15 illustrate the case of a negative derivative. A good 
correlation between our results and the benchmark results is found in both cases. With regard to the benchmark results, 
we use the average value of the results given by five computation codes [25,53]. A maximal error less than 2% is found for 
the temperature. Regarding the velocity, a maximal error of 10% is found. The magnitudes of the temperature and velocity 
are also checked on the symmetry axis and here again, a good correlation with previous simulations is found.
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Fig. 13. Velocity evolution with positive derivative of surface tension, ∂γ
∂T > 0.

Fig. 14. Temperature evolution with negative derivative of surface tension, ∂γ
∂T < 0.

Fig. 15. Velocity evolution with negative derivative of surface tension, ∂γ
∂T < 0.
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Fig. 16. Finite-element model: mesh.

4. Numerical simulation of the hybrid welding process

4.1. FE model

In this section, a 3D thermal-fluid simulation of hybrid laser/arc welding is presented using the SYSWELD® code [54]. 
It takes into account the fluid flow through the surface tension and the buoyancy. Both equivalent double ellipsoidal and 
Gaussian surface heat sources [55] are applied in the Y direction to a metal block 30 mm in length, 10 mm in width, and 
20 mm in height. The model has a symmetry about the Y Z plane (Fig. 16). It is noted that the mesh is taken sufficiently 
large in order that the molten pool does not reach the boundary of the domain computation. This makes it possible to avoid 
the problems related to the definition of the normal at nodes of the mesh boundaries. Only half of the structure is modeled, 
and a single-pass hybrid weld is considered with a welding speed equal to vwelding = 6 mm ·s−1. The mesh (Fig. 16) includes 
77,603 linear tetrahedral elements (P 1 + /P 1), 10,550 linear triangular elements (skin elements), and 14,922 nodes. In the 
fluid zone, the element size is 500 μm, and it can reach 5000 μm in the solid zone. The multiphasic ferritic steel grade 
S355J2G3 is used. All the data pertaining to this material are given in [25].

To study the effect of the fluid flow on the temperature field and the weld pool morphology, two simulations are carried 
out. The first simulation is a thermal-fluid computation (with fluid flow). Here, the heating time is 1.4 s, including 1 s
for the creation of the molten pool (thermal computation with static heat sources and without fluid flow), and 0.4 s for 
the thermal-fluid simulation (with fluid flow) with the motion of heat sources. The time step is equal to 0.1 s for the 
creation of the molten pool and 2.5 · 10−4 s after the activation of the fluid flow. A temperature-dependent surface tension 
γ = γL + α(T − T L) with γL = 0.15 N · m−1, TL = 1500 ◦C, and α = 10−4 N · m−1 · k−1 is considered to include both the 
normal and Marangoni effects. The second simulation is a purely thermal simulation (without fluid flow) during 1.4 s.

In both simulations, heat exchanges due to convection and radiation on the boundary with the external medium are 
taken into account:

∅ = ∅convection + ∅radiation (34)

with

∅convection = h(T − T0) (35)

∅radiation = εσ0
(
T 4 − T 4

0

)
(36)

where h = 40 W · m−2 · K−1 is the transfer coefficient, T0 = 293 K the room temperature, σ0 the Stefan–Boltzmann constant, 
and ε = 0.7 designates the emissivity. These conditions are enforced on all mesh faces except for the symmetry plane (Y Z ), 
where an insulating condition is imposed.

4.2. Results and discussion

The thermal-fluid simulation gives the distribution of the thermal field and fluid flow during the welding processes. 
In this simulation, the solid is schematized as a fluid with a high dynamic viscosity μ = 106 kg · m−1 · s−1. The fluid is 
supposed to be Newtonian, with a dynamic viscosity μ = 2.5 · 10−3 kg · m−1 · s−1. The fluid flow is taken into account 
through the surface tension (normal and tangential effects) and the buoyancy. The fluid flow is activated at t = 1 s, the time 
necessary to form a sufficient quantity of fluid in the weld pool.

In this section, a comparison of the results of the purely thermal and the thermal-fluid simulations are given (Fig. 17). 
Then, some illustrations of the results of the thermal-fluid simulation are given (Figs. 18–21). Fig. 17 illustrates the field 
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Fig. 17. Temperature field at t = 1.12 s (YZ plane).

Fig. 18. Temperature field, and velocity vector of the fluid flow at t = 1.02 s (YZ plane).

temperature for purely thermal and thermal-fluid computations at t = 1.12 s. Figs. 18 and 19 show respectively the temper-
ature field and the velocity field of the fluid flow at two instants (t = 1.02 s, t = 1.13 s), the first when the heat sources are 
fixed, and the second during the motion of the heat sources. Figs. 20 and 21 illustrate the evolution of the free surface in 
the weld pool at the same times (t = 1.02 s, t = 1.13 s). Here, the deformation of the free surface is induced by the surface 
tension and the buoyancy in the molten pool.

The effect of the fluid flow on the temperature field is very significant (Fig. 17). With regard to the thermal-fluid results, 
we note a significant temperature drop. This is explained by the positive derivative of the surface tension with respect to 
temperature which generates a penetrating weld pool, bringing the cold material from the edge towards the center of the 
weld pool.

During the thermal-fluid simulation, an average velocity approximately equal to 0.3 m · s−1 is found. This value is consis-
tent with literature values [56,57], whereas a maximal value of velocity equal to 0.6 m · s−1 is noted when the heat sources 
begin to move. This increase of velocity is linked to the high-temperature gradient. Indeed, the gradient of the surface ten-
sion is proportional to the temperature gradient: therefore, when the temperature gradient increases, the velocity increases. 
Also, the higher ∂γ

∂T , the higher the Marangoni number and the velocity of the fluid flow. The two effects of the surface 
tension with a positive ∂γ

∂T are clearly visible in Figs. 18 and 19. These figures show that the fluid flow moves from the 
edge of the molten zone to its center. Thus, a penetrating vortex is produced. This vortex is responsible for the change in 
the weld pool morphology. Tables 2 and 3 show the weld pool morphology at different times of the “purely” thermal and 
thermal-fluid computations. Maximal gaps equal to 15% for the length, 9.6% for the height and 1.6% for the width of the 
weld pool are found. A positive ∂γ gives a deeper and narrower weld pool. This effect of the fluid flow on the temperature 
∂T
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Fig. 19. Temperature field, and velocity vector of the fluid flow at t = 1.13 s (YZ plane).

Fig. 20. Vertical displacement (Uz) of the free surface at t = 1.02 s (YZ plane).

field and the weld pool morphology can influence the microstructure and the mechanical computations. During a simulation 
taking into account only the buoyancy effect (without the tension surface effects), a maximal value equal to 0.03 m · s−1

is found. Therefore, it is about ten times smaller than that generated by the surface tension. This shows that the fluid flow 
linked to the surface tension specially the tangential effect “Marangoni effect” is dominant in this kind of process. Regarding 
the free surface, the maximal value of the vertical displacement is 0.5 mm, when the heat sources are fixed (Fig. 20), and it 
reaches 0.8 mm during the motion of the sources (Fig. 21). These values are similar to the literature results [18,58].
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Fig. 21. Vertical displacement (Uz) of the free surface at t = 1.13 s (YZ plane).

Table 2
Weld pool morphology at t = 1.05 s.

[mm] Thermal-fluid simulation Purely thermal simulation Gap

Length 10.85 10.88 0.3%
Width 4.78 4.86 1.6%
Height 2 1.93 3.5%

Table 3
Weld pool morphology at t = 1.4 s.

[mm] Thermal-fluid simulation Purely thermal simulation Gap

Length 13.7 16.14 15%
Width 4.78 4.86 1.6%
Height 3 2.71 9.6%

5. Conclusion

In order to study the interaction between the fluid flow and the solid deformation during the numerical simulation of 
the welding process, a new transient formulation for the numerical modeling of a weld pool was developed. It consists in 
considering the fluid flow in the weld pool through the surface tension and the buoyancy. In this context, a new method 
was used to simulate the surface tension. It incorporates both the normal force exerted onto the free surface (“curvature 
effect”) and the tangential effect (“Marangoni effect”) in a very simple and efficient way compared with classical methods. 
However, taking into account the normal effect of the surface tension still requires the simulation of the free surface. That 
is the reason why a new ALE approach was developed for modeling the evolution of the free surface. This method allows 
taking into account the solid deformation in a simple way, which is not the case for Eulerian methods.

This work was validated using two numerical examples. The first one is the sloshing test; it consists in simulating 
the oscillations of a liquid in a container, and it allowed validating the normal effect of the surface tension and the ALE 
approach. The second one is the benchmark problem, it represents the numerical simulation of spot welding “GTWA”, and 
it allowed validating the tangential effect of the surface tension.

After validation, the 3D thermal-fluid simulation of a hybrid laser/arc was carried out. It gives good results in terms 
of the velocity of the fluid flow and the evolution of the free surface compared to the literature results. To understand 
the effect of the fluid flow during the simulation of hybrid welding, a comparison of results between purely thermal and 
thermal-fluid simulations was performed. It shows the significant influence of the fluid flow on the temperature field and 
the morphology of the weld pool. For example, we note a significant temperature drop in the thermal-fluid simulation. 
This may be explained by the positive derivative of the surface tension with respect to temperature, which brings the cold 
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material from the edge towards the center of the weld pool. Regarding the molten pool morphology, maximal gaps equal 
to 15% for the length, 9.6% for the height, and 1.6% for the width of the weld pool were found. The fluid flow induced 
by a positive derivative of the surface tension gives a deeper and narrower weld pool. The effect of the fluid flow on the 
temperature field and the weld pool morphology can influence the microstructure and the mechanical fields of the solid 
part and, on the counterpart, the deformations of the solid part can modify the fluid flow in the molten pool. A work is in 
progress to couple, in an ALE formulation, the fluid flow in the molten pool with the deformations of the solid part. The 
solid/fluid interaction will be implemented by imposing solid velocities during the fluid computation, the solid velocities 
coming at each time step from a solid computation.
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