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Electrokinetics: insights from simulation on the microscopic scale
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(March 22, 2013)

Electrokinetic effects, i.e. the coupled hydrodynamic and electric phenomena which occur near
charged interfaces, constitute a challenge to theorists due to the variety of length and time
scales involved. We discuss recent advances in the modelling of these phenomena, emphasizing
the interplay between the molecular specificity and the collective induced flows that emerge.
We discuss the complementary simulation methodologies that have been developed either to
focus on the molecular aspects of electrokinetics or on their effective properties on larger
scales, as well as the proposed hybrid schemes that can incorporate both aspects. We highlight
the insights that molecular studies have brought on the nature of interfacial charges and their
implications for kinetic phenomena in confined fluids and also discuss advances in a number
of relevant contexts.

1. Introduction

Electrokinetic effects are the coupled hydrodynamic and electrostatic phenomena
occurring at a charged solid/liquid or liquid/liquid interface. Such interfaces are
ubiquitous in nature and in technology. For instance, the surface of many minerals
(e.g. silica or clays) and most biological molecules (e.g. DNA and proteins) are
charged. The charge on the surface of colloids, membranes and microfluidic devices
also plays an important role for their applications. The origin of electrokinetic
couplings lies in the fact that the fluid is charged in the vicinity of the surface.
Indeed, the competition between the electrostatic attraction to the surface of the
counterions compensating its charge and the entropic gain for their dissolution in
the fluid induces a local violation of electroneutrality. The resulting charged region,
the “double-layer”, extends over the so-called Debye screening length, which is
typically in the nanometer range.

In the simple case of electro-osmosis near a fixed charged wall, an electric field
accelerates the fluid in the double-layer region where the fluid is charged. Momen-
tum is then slowly transferred to the rest of the fluid by viscous stresses even in the
regions where it is electrically neutral. This is can be exploited e.g. for pumping
in micro- and nanofluidic devices [1, 2]. The feedback between the stresses that
local charges induce in the solvent and the distortion in the ionic distribution due
to advection by the solvent are at the origin of the complexity of electrokinetic
phenomena. The interplay between the different scales gives rise to a rich phe-
nomenology. The interactions between the colloidal particles can be modified by
the dynamic polarization of the ionic cloud under an electric field, resulting in a
complex phase diagram as a function of the field frequency, its amplitude and the
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colloid concentration [3, 4]. Recent experiments have also demonstrated the rich
electrokinetic behaviour of superhydrophobic surfaces [5]. New concepts for con-
trolling electro-osmotic flows (EOF) in microfluidic devices have been introduced,
such as using a self-assembled monolayer as the insulator of a flow field-effect tran-
sistor [6].

Theoretical advances in recent years have addressed the relevance of the double-
layer extent when it competes with other characteristic length scales, such as a
macromolecule size, or the pore size in the case of electrolytes confined in porous
media [7]. Although the standard theoretical treatment, built on the Poisson-
Nernst-Planck equation, is a mean field description of the diffusion of ions that
can account for short range ionic interactions, only recently have theoretical stud-
ies started to analyze the impact of the ionic size on the electrokinetic response
of an electrolyte both in the linear [8] and nonlinear regimes [9]. For multivalent
ions, it is also necessary to understand the relevance of electrostatic correlations
and their impact both in the stability of a homogeneous electrolyte solution and
on the effective interactions on larger scales [10]. In this review we will focus on
the advances and understanding gained through computer simulations; the latter
in fact provide a means to validate a number of assumptions and predictions made
by these recent theoretical advances.

From the modelling perspective, the challenge lies in the range of length and time
scales involved, from the molecular scale which governs the interactions between
the solid and the fluid to the macroscopic flows which arise from the long-ranged
hydrodynamic and electrostatic couplings. A number of complementary strategies
have been developed accordingly, from molecular simulation to analytical theories
based on a continuous description of the fluid. A few years ago, we discussed a
number of them, focussing on the mesoscopic simulation techniques [11]. In the
present review, we first consider the recent advances in such approaches, which vary
in their explicit/implicit treatment of the solvent and microions. In particular, we
emphasize the recent progress achieved with simulation schemes based on kinetic
theory. We then focus our discussion on the many insights on electrokinetic effects
gained from molecular simulations. The latter have been extremely useful in this
field over the past decade and the community has been very active in the last
few years. We finally illustrate recent applications of these methods in various
contexts, including “traditional” fields (colloids and polyelectrolytes) for which
new methodological and numerical developments have allowed significant progress,
and hitherto unexplored ones (e.g. ionic liquids) for which molecular simulations
provided the first look into new microscopic mechanisms.

2. Simulation strategies

2.1. Need for a multiscale approach

The study of electrokinetics involves the understanding of the common motion of
solvent and dissolved ions on consistent grounds. The motion of an electrolyte in a
confined medium or of a suspension of charged colloids or polyelectrolytes involves
a diversity of length (and the corresponding time) scales that have to be captured
correctly. This requires to describe the motion of dissolved ions and their interaction
with the solvent, their attraction to charged surfaces and the motion of larger
solutes. Colloids or polymers, with sizes between a few nanometers and microns,
build a diffuse layer of ions around them. Indeed, while global electroneutrality is
always preserved, local electroneutrality is broken due to the competition between
electrostatic attraction and entropic gain for the ions to dissolve in the solvent. This
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induces an inhomogeneous distribution of both counter- and coions around large
suspended solutes. Salt then also plays an important role, because it determines
the extent of this double-layer.

For usual salt concentrations, the double-layer extends over a few nanometers.
Hence, there may be an order of magnitude difference between the typical ion and
solvent sizes and the length scales over which local charge reorganizes in the fluid.
An additional order of magnitude difference may exist between the ionic density
inhomogeneities and the macromolecular sizes. In turn, the motion of large solutes
modifies the flow field around them and this flow drags ions, thereby distorting
their equilibrium distribution, i.e. inducing polarization. An analogous situation
occurs for electrokinetics in a porous medium. In this case the solid porous medium
does not displace but perturbs the fluid flow in the pores and the pore size plays
the role of the macromolecular size. It is obviously not possible to carry out first-
principles atomistic simulations for such heterogeneous and structured systems out
of equilibrium, but one can take advantage of the above-mentioned separation of
length scales to develop rather efficient mesoscopic approaches depending of the
level of description that needs to be addressed. Table 1 summarizes the various
methods discussed in the present review.

Table 1. Simulation strategies discussed in the text, depending on

how they account of the solvent and the microions (see text for

abbreviations).

Explicit Solvent Implicit Solvent
Explicit Ions MD BD with HI

LB + MD, RET RET
Implicit Ions DPD, LA or SPH BD with PMF and HI

Hybrid LB or Green Function

Atomistic simulations are routinely used to assess the detailed structure of ions
on solid surfaces. Effects such as the relevance of surface heterogeneity, ionic corre-
lations or ionic specificity can only be addressed by simulating individual ions and
accounting for their relative affinity for water, and for how they distort the local
structure of the solvent around them. This requires the use of reliable force fields.
In this respect, the use of ab initio techniques has been very helpful to understand
the emergence of interactions of ions in water and the relevance of hydration on
the effective structures that dissolved ions can display. Due to their computational
cost, such approaches generally focus on the equilibrium behaviour of a small num-
ber of ions, usually in the bulk - although recently some studies also investigated
ions at the water-air interface with ab initio simulations. From the perspective
of electrokinetic phenomena, such simulations allowed to propose force fields and
understand the power and limitations of existing potentials. Methodological as-
pects of atomistic simulations will be presented in section 2.4 while insights gained
from molecular simulations will be presented in detail in section 3. We first discuss
mesoscopic simulations.

2.2. Mesoscopic simulations

Given the computational cost of fully atomistic simulations, a number of effective,
coarse-grained strategies have been developed to reach larger length and longer
time scales, characteristic of many of these heterogeneous systems where electroki-
netic effects are relevant [11]. As most space is occupied by the solvent, describing it
the at a coarse-grained level constitutes the first, obvious approach to save comput-
ing time and increase the scales that can be covered numerically. Such approaches
consider that the molecular details of the solvent are not relevant and regard it
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either as a continuous fluid medium or as an underlying, fixed structureless fric-
tional medium. Even at this implicit level, the solvent dynamics can significantly
affect the ion dynamics and modify the electrokinetics of charged macromolecules
or porous media. However, accounting for the collective dynamics of the solvent is
not obvious, since it has to be carried out consistently with the ionic motion.

The simplest approach considers that the solvent is at rest and is not affected by
the moving dissolved ions; the latter, of size a, experience an effective friction force
proportional to their velocity v and related to the solvent viscosity η by Stokes’
law, F = −6πηav. An additional random force, ensuring detailed balance, is also
included to reach proper thermal equilibrium. The electrostatic properties of the
solvent enter only through its effective dielectric constant εr corresponding to the
Primitive Model. For large friction coefficients the velocity relaxes instantaneously
and solving the ion dynamics together with their electrostatic interactions reduces
to a Brownian Dynamics (BD) description of charged ions. Such an approach ac-
counts for electrostatic correlations and captures molecular specificity associated
to the dissolved ions and the molecular details of the solvent enter only through
the effective force between ions. In the presence of bounding walls, or in the study
of the electrokinetics of macromolecular suspensions, it is also possible to introduce
specific interactions between the ions and different constraining geometries to ac-
count for the differential affinity of ionic species to the heterogeneous environment
they experience (see section 3).

This approach, however, disregards the fact that the solvent evolves together with
the dissolved ions. The local fluid flow displaces and distorts the ion distribution
and in turn, local charge accumulation of the dissolved ions accelerates the solvent.
These dynamic couplings and their corresponding feedbacks do not allow for generic
analytic solutions and already pose a number of numerical challenges. The dynamic
coupling between the solvent and the moving ions can be taken into account by
including the friction felt by the ions due to the solvent motion induced by the rest
of the suspended solutes. A forced point particle induces a flow around it that can be
described using the Oseen tensor. The expression for the flow field can be corrected
to account for the size of the ions, leading to a configuration-dependent friction
which follows the form derived by Rotne and Prager [12]. This approach, that
accounts for the motion of the solvent as a continuum and leads to effective many-
body interactions among ions, has been generalized to account for the effect of a
confining solid boundary. The long-range nature of these hydrodynamic interactions
leads to poor scaling with system size, and these methods are restricted to unbound
systems or to simple geometric constraints. Complementary approaches that deal
with hydrodynamic interactions under generic confinement have been developed,
which exploit ideas analogous to the Ewald summation or particle-particle particle-
mesh techniques in electrostatics [13].

An alternative strategy is to account for an explicit, coarse-grained solvent. This
is computationally more intensive because the solvent has to be tracked, but it
avoids the poor scaling of the implicit methods because all dynamic rules are local.
Such strategies account for effective, soft interactions among solvent particles that
ensure proper thermodynamic equilibrium and recover the hydrodynamic, collec-
tive behaviour of the solvent, although without resolving its detailed local structure.
For example, Dissipative Particle Dynamics (DPD) models the solvent as point
particles that interact through soft conservative forces and adds a local thermostat
that conserves momentum [14, 15]. The Lowe-Anderson (LA) thermostat also pro-
vides a means to model coarse-grained solvents with correct hydrodynamics [16]
and Smoothed Particle Hydrodynamics (SPH) consistently recovers hydrodynam-
ics from an effective local dynamics of the solvent [17]. For DPD, Groot proposed an
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extension to deal with electrolytes [18]. To avoid the collapse of oppositely charged
point ions, local charges are smeared out around each DPD particle. This method
then provides a natural coupling between electrostatics and fluid flow, although
smearing the charge makes it hard to keep an appropriate separation of length
scales if the method should be applied on large scales. Combining a DPD solvent
with fully resolved ions has also been exploited to study a variety of electrokinetic
processes by restricting the achievable system sizes to the nanometer range [19].

To reach longer scales, one can not only coarse-grain the solvent but also average
out the degrees of freedom associated to the microions. Since their dynamics is
usually much faster than that of macromolecules, one can include the effect of
the former into a potential of mean force between the macroions. In equilibrium
the standard example of such an approach is the well-known DLVO theory [20].
Although the DLVO potentials have been extensively used in Brownian dynamics
simulations, where the solvent, also implicit, is regarded as a passive frictional
medium, much less has been done to include in a consistent way the effect of
ions on macroions with a hydrodynamic description for the implicit solvent [21].
At the linearized level, within the Debye-Hückel regime, Ajdari and Long derived
the electrokinetic Green function of an electrolyte in response to applied electric
fields [22]. It is then possible to carry out Brownian dynamics simulations of charged
macroions with an implicit solvent and without having to deal explicitly with the
dynamics of salt and counterions, as exploited by Löwen and coworkers to study
the long-time dynamics of charged colloidal suspensions [23].

2.3. Kinetic approaches

An alternative approach to particle-based methods, as described in the previous
section, is to develop kinetic models that capture the relevant degrees of freedom
and which are still formulated through local rules, hence ensuring good scalability.
A powerful technique to simulate hydrodynamics is the lattice-Boltzmann method
(LB). In LB one evolves dynamically the one-particle density distribution of solvent
molecules f(r,v, t) on a lattice where both time and space are discretized [24,
25]. At each time step, f relaxes toward a local equilibrium distribution, which
amounts to a low-velocity expansion of the Maxwell-Boltzmann distribution, and
is also propagated to the local neighboring nodes according to the corresponding
velocity v. The relaxation rate determines the solvent viscosity and the amplitudes
that characterize the local equilibrium distribution set the speed of sound. The
equilibrium properties of the solvent are only determined by its compressibility.
It has been shown that LB recovers the hydrodynamic behaviour on long length
and time scales. LB combines local rules with a lattice description which makes
the approach very efficient numerically. Moreover, the purely local dynamics makes
this approach very flexible to model complex fluids in arbitrary geometries [26, 27].

Since LB is based on the Boltzmann equation, it offers a solid theoretical basis
to address the dynamics of generic fluids. For example, in kinetic theory the im-
pact of the finite size of the solvent in the collision kernel was accounted for by
Enskog and later generalized into the Revised Enskog Theory (RET). This idea
has been exploited to generalize the LB approach and propose a lattice model that
includes, effectively, the finite size of the ions [28]. The corresponding kinetic model
keeps most of the advantages of LB and includes the resolution of the solvent size.
This approach works naturally on smaller scales, becoming therefore more inten-
sive computationally, but offers the possibility to assess the relevance of solvent
granularity on the dynamics of fluids on small scales.

These complementary kinetic approaches have been used as a basis to address
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electrokinetics. To this end, one has to couple the dynamics of dissolved ions in
such an effective treatment for the solvent dynamics. It is possible to carry out
such a program both with explicit or implicit ions. The latter case, which allows
to reach larger time and length scales, describes the ions in terms of their local
densities. One possibility is then to setup local dynamic rules that recover the
advection-diffusion motion of ionic densities [29–31]. As a result, charged densities
are advected by the local flow, but local charge buildup also acts as an effective
force accelerating the solvent distribution function f . The Poisson equation needs
to be solved at each time step to determine the local electric field acting both on
the solvent and the ionic densities. The long range nature of the electrostatic forces
requires that local charge conservation is ensured also at the solid/fluid boundaries;
this requires a careful implementation of the local updating rules for the charged
species. The performance of the complementary kinetic approach of LB and the
particle-based DPD to simulate electro-osmotic flows has been analyzed, and the
relative strengths of each strategy have been discussed in this context [32].

This approach has been used to study the sedimentation of charged colloids of
different sizes as well as the dynamics of electrolytes in porous media. The methods
builds on a free energy functional model for the charged species. Hence, it can be
generalized to simulate at a coarse-grained level the electrokinetics of non-ideal
fluids and treat ions at liquid-liquid interfaces [11]. The approach needs to resolve
the charge distribution of the ions on the lattice, which sets the natural length
scale that can be resolved in simulations. The Lattice RET has also been extended
to account for electrolytes. In this case the charged species are treated at a more
mesoscopic level and enter as a distribution function [33, 34]. The method is then
analogous to that of a multi-component mixture where the corresponding collision
kernels have to be introduced for the different species and it is through these
terms that ion specificity can be accounted for. This kinetic model treats solvent
and electrolytes consistently because it resolves to the same degree of accuracy
the molecular details of solvent and ions, at the level of their mean densities,
thereby providing a more efficient scheme than MD. This approach resolves the ion
structure and hence works naturally at smaller scales than the former approach.
The computational costs of solving the Poisson equation in these lattice models
has also led to new proposals of hybrid schemes to improve their performance [35].

An alternative method, closer in spirit to the Primitive Model, considers a LB
approach for the solvent but resolves individual ions. The latter are treated as in
a standard MD scheme with the addition of a local friction force if the ions do not
move at the same velocity as the local solvent. Momentum conservation ensures
that this force also affects the fluid, enforcing the appropriate feedback between
fluid flow and ionic motion [35]. Individual ionic resolution is not consistent with
the continuous description of the solvent and reduces the typical length scales that
can be covered. Nevertheless, this approach has been successfully used to study the
electrokinetics of nanocolloids and polyelectrolytes. The use of a kinetic approach
also offers more flexibility for the understanding of the kinetics of charged solutes.
For example, in LB the distribution function f has also a probabilistic interpreta-
tion associated with the probability that a given density moves or stays at a given
node. This probability can be used, in the case of tracers, to compute not only the
average behaviour but also correlation functions. Moment Propagation [36], which
exploits this idea, has been used to analyze the velocity autocorrelation functions
and diffusion coefficients of charged tracers in porous media to understand the rel-
ative diffusivity and how the attraction to the solid walls affects its behaviour [37].

The same kinetic approach has also ben used to model, on larger scales, the
motion of ions by a density distribution diffusing in a friction, passive medium.
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Exploiting the analogy between the Nernst-Planck and the Fokker-Planck equa-
tions, one can develop a lattice method for the phase space distribution, fk(r, v, t),
for ions on species k that conserves particle number and includes the electrostatic
interactions, again by solving the corresponding Poisson equation. Lattice meth-
ods, which are quite efficient, can then be used to simulate the dynamics of charged
ions at large length and time scales, at the expense of neglecting ionic dynamic cor-
relations [38, 39].

2.4. Microscopic scale: molecular dynamics

All-atom molecular dynamics simulations (MD) allow to investigate on the micro-
scopic scale the interfacial phenomena that govern electrokinetic effects on larger
length and longer time scales. The trajectory of each atom is determined by numer-
ically solving Newton’s law of motion in which forces are modelled using a classical
force field (the computational cost of first-principles simulations has to date not al-
lowed to reach the relevant length and time scales for electrokinetic phenomena). In
the present context, relevant information can be obtained both from the analysis of
equilibrium trajectories (mainly in the framework of Green-Kubo theory) and from
the response to an external perturbation with Non-Equilibrium Molecular Dynam-
ics (NEMD). As discussed below, the Green-Kubo strategy has been introduced
for hydrodynamic flows by Bocquet and Barrat [40, 41] and for electro-osmotic
flows by Marry et al. [42] and Dufrêche et al. [43]. NEMD can be implemented by
applying a force to determine hydrodynamic properties and discuss the implica-
tions for electrokinetic flows, or by applying an electric electric field. Early works
following the latter strategy for the study of EOF in nano-channels include that of
Freund [44] and Qiao and Aluru [45], while the former was followed e.g. recently
by Wang et al. [46]. Finally, in some cases both approaches have been compared on
the same system, concluding to a good agreement [47, 48]. Figure 1 illustrates an
application of NEMD to determine velocity profiles under the effect of a pressure
gradient, for an aqueous solution confined in a 4.5 nm wide slit pore, whose charged
surface consists of montmorillonite clay [49].

Figure 1. Non-equilibrium molecular dynamics (NEMD) simulations allow the determination of velocity
profiles under the effect of external forces, taking into account the effect of molecular details. In this
particular case, a uniform body force mimicking an applied pressure gradient is applied to an aqueous
solution confined in a 4.5 nm wide slit pore, whose charged surface consists of montmorillonite clay [49].
The analysis of atomic trajectories then provides the velocity profile and allows to assess the validity
of continuous theories. The layering of water molecules (oscillations in the density ρV , right) results in
oscillations of the velocity profile v near the surface. Reprinted with permission from Botan et al., J. Phys.
Chem. C, 115, 16109 (2011). Copyright (2011) American Chemical Society.
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Although this is not the purpose of the present review, it is worth underlining
a few general features of molecular simulations [50]. The choice of the force field
is obviously an important issue if one wants to realistically represent a given sys-
tem. However valuable insights can be obtained from simple models if one is only
interested in generic trends, e.g. by systematically tuning the attraction between a
Lennard-Jones fluid and the wall to cover a range of “hydrophilic” to “hydropho-
bic” surfaces. The long-range nature of electrostatic interactions requires a proper
treatment of the interactions with all charged image particles. Ewald sums or par-
ticle mesh constitute standard techniques that account for the impact of image
charges on the behaviour of the particles and introduce additional computational
costs [51]. Similarly, the long range of hydrodynamic couplings would in principle
require a systematic size-scaling analysis. It is know, for example, that hydrody-
namic interactions between periodic images reduce the diffusion coefficient in a
finite simulation box [52, 53]. Extrapolation to inifite box size results for the pop-
ular SPC/E water model in a diffusion coefficient of ∼ 3.0 10−9 m2.s−1 [54], much
larger than the experimental value (∼ 2.3 10−9 m2.s−1) which is close to the one ob-
tained with typical box sizes. Nevertheless, not all properties are similarly affected
and the presence of walls also modifies the hydrodynamic couplings [41].

The next section discusses general insights relevant to electrokinetic phenomena
gained from molecular dynamics simulations, while the following one focusses on a
few applications of simulations on the microscopic scale (not exclusively all-atom
simulations).

3. Insights from simulation on the microscopic scale

Molecular simulations have been extensively used in the last two decades to in-
vestigate confined fluids and hydrodynamics under extreme confinement, from
nanopores of tens of molecular diameters down to nanochannels with radii of a
single molecule. An example of such situation can be found with water in carbon
nanotubes [55]. Reviews of the simulation of hydrodynamic flows under confinement
can be found elsewhere (see e.g. [1, 56]) and we focus here on studies relevant for
electrokinetic effects, more precisely pertaining to the origin of the surface charge,
interfacial properties of water, hydrodynamics of confined fluid and wettability,
and the effect of ions on the flow.

3.1. Origin of the surface charge

Electrokinetic effects occur at an interface due to the presence of charge, which
may arise from various mechanisms. Microscopic simulations have contributed to
the better understanding of the possible origins of this interfacial charge.

Dissociation of surface groups A very common source of surface charge is the
dissociation of surface groups, often as the result of an acid-base reaction. For
example, the surface of oxides may display hydroxyl (X-OH) groups which can re-
act with water or other Brönsted bases into negatively charged X-O− sites and an
aqueous proton, or oxygen atoms with can react with water or other Brönsted acids
to form a positively charged protonated group. The resulting charge of the surface
thus depends on the pH of the solution and the acidity constants of the various
surface sites. The latter are not always easy to determine experimentally, especially
on surfaces which display different acido-basic sites, because titration curves only
reflect the overall behaviour. Site-specific information can be obtained only indi-
rectly, by fitting the various acidity constants to reproduce the experimental data,
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a procedure which is in general non-univocal.
Several strategies have been proposed to determine the acidity of surface sites

from ab-initio simulations. For example, Leung et al. investigated the acid-base
behaviour of the water-silica interface by introducing a reaction coordinate for the
deprotonation of surface groups [57]. Sprik and collaborators have developed a
methodology allowing to determine acidity constants from density functional the-
ory (DFT) based molecular dynamics simulations. This method, which extends
Marcus theory for redox reactions to proton transfer, consists in computing the
deprotonation free energy by thermodynamic integration. It was originally intro-
duced for solutes [58] but later extended to surface sites of solids. For example, this
method has been applied to the important cases of quartz and alumina surfaces,
where the acidity of silanol (Si−OH) and aluminol (Al−OH) sites could be eval-
uated [59]. It was even possible to differentiate the various silanol groups on the
quartz surface and it was found that “out-of-plane” silanols have a strong acidic
character (pKa=5.6) while “in-plane” silanols are slightly basic (pKa=8.5), as a
result of different hydrogen bond patterns with interfacial water molecules [60].
More recently, the same methodology was used by Tazi et al. to analyze the acid-
ity of chemically different sites (Si-OH, Al−OH and Al−OH2) on the edge of clay
minerals [61].

Ions at an interface A key issue for electrokinetic effect is the ionic charge distri-
bution at the interface. While the mesoscale electrokinetics of the diffuse layer can
be well understood in the framework of continuum approaches, molecular simula-
tions played a pivotal role in improving the knowledge of ions in the first molecular
layers on the surface. There is a large body of molecular simulation studies of
ions at interfaces and several reviews are available [62], in particular to explain
ion specificity at the air-water interface [63] or at the surface of proteins [64]. One
can for example mention the study of ion specific adsorption at hydrophobic solid
surfaces [65], which plays an important role in electrokinetic effects, as will be dis-
cussed below, or the effect of ionic correlations with highly charged surfaces and/or
mutlivalent ions [66]. An interesting aspect of ions at interfaces, whose importance
has been discovered only recently, is the role of interfacial fluctuations [67, 68]. The
consequences of the latter on electrokinetic effects have to date not been considered.

Neat water-air interface The fact the air bubbles present a finite electro-phoretic
mobility [69] and the finite electric potential difference across the water-air inter-
face have raised the question of the possible presence of charge at the interface
between liquid water and its vapour. Classical and ab-initio molecular dynamics
simulations allowed to investigate several hypotheses put forward by experimental-
ists and to propose new interpretations of these observations. Even in the absence of
dissolved ions, water auto-ionization results in the production of hydroxide (OH−)
and hydronium (H3O+) ions. It has been suggested that the differential adsorption
of hydronium and hydroxide ions at the water-vapour interface, may result in an
overall negative charge of the interface. Vácha et al. investigated the adsorption of
both ions at the water-alkane, water-vapour and water-rigid walls interfaces using
MD simulations [70]. They found that all these surfaces exhibit a strong affinity
for hydronium ions but no siginificant accumulation of hydroxide. Combining pho-
toelectron spectroscopy and MD simulations with polarizable potentials, Winter
et al. provided further evidence for the lack of appreciable surface hydroxide ion
adsorption [71]. The polarization of the water/vapour can in fact be explained with-
out invoking the adsorption of ions, due to the asymmetry of the hydrogen bond
pattern and to charge transfer at the interface. The former aspect was for example
studied by Kühne et al. using larg-scale ab-initio simulations [72], who found in
agreement with sum-frequency generation spectroscopy no evidence supporting a
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large number of hydrogen bond acceptor-only species at the interface. The latter
aspect, namely charge redistribution/transfer has been found to play an important
role in two recent ab-initio simulations studies [73, 74].

3.2. Interfacial properties of water

Dielectric tensor The dielectric response of water near an interface is no longer
isotropic and depends both on the distance to the surface and the nature of the
latter, as illustrated in Figure 2. Bonthuis et al. analyzed the profiles of the static
permittivity tensor of water at hydrophilic and hydrophobic interfaces [75, 76].
Such an anisotropy also arises around solutes [77]. They first found that the re-
sponse was linear up to high external electric field strengths (which may occur
at charged interfaces). Then, the dipole contribution dominates the dielectric re-
sponse parallel to the interface, but higher order multipoles cannot be neglected
to describe the perpendicular one. Introducing the space-dependent permittivity
tensor in a mean-field theory improves the predictions for the ion distribution at
a single charged interface and the interfacial capacitance. Finally, the difference
in the interfacial dielectric response between hydrophilic and hydrophobic surfaces
can be quantified by the concept of dielectric dividing interface, defined by analogy
with the Gibbs dividing interface, which provides a rather simple way to introduce
these interfacial effects in a modified Poisson-Boltzmann description. Combining
the effects of dielectric and viscosity profiles in this continuum approach, Bon-
thuis and Netz recently analyzed the effect of these properties of interfacial water
on the surface capacitance, the electro-osmotic mobility and the electric surface
conductivity [78].

dielectric peak is higher at the hydrophobic surface com-
pared to the hydrophilic surface, in contrast to the density,
which shows the opposite trend. This disparity indicates
that, although there are more polarizable molecules avail-
able in the first density peak at the hydrophilic surface,
their response to an electric field is more restricted than at
the hydrophobic surface. This points to a fundamental
difference in dielectric response between the two surfaces,
which we will get back to later. Shown as dotted lines are
the dipolar dielectric contributions, calculated using only
the excess dipole density !P1ðzÞ instead of the total excess
polarization !mðzÞ, which agree perfectly with the full
"kðzÞ profiles, showing that quadrupole and higher order
contributions are negligible for the parallel response.

The inverse perpendicular dielectric profile is shown in
Fig. 2 at a hydrophilic (c) and a hydrophobic surface (d).
We calculate m?ðzÞ directly from the total charge density
!ðzÞ via m?ðzÞ ¼ $Rz

0 !ðz0Þdz0. Solid lines show the re-
sponse calculated from fluctuations using Eq. (8), and
dashed curves represent the response to an applied electric
field of %0:5 V=nm from Eq. (7). Again, both computa-
tional methods agree, thus confirming our formalism.
Strikingly, "$1

? ðzÞ passes through zero several times, mean-
ing that "?ðzÞ exhibits multiple singularities and extensive
negative parts. This overscreening behavior is reminiscent
of the nonlocal bulk dielectric function [2], which evi-
dently dominates the dielectric response perpendicular to
the surface, but not the parallel one. In contrast with the
parallel case, the dipolar dielectric contributions (dotted
lines) deviate from the full "$1

? ðzÞ profiles, showing

that here quadrupole and higher order terms are crucial.
This vividly illustrates shortcomings of previous formula-
tions [17]. Although "$1

? ðzÞ must be related to the molecu-
lar ordering, there is no direct correlation between "$1

? ðzÞ
and the electric field stemming from the oriented mole-
cules [18].
Dielectric dividing surface.—To interpret and apply our

simulation results in a transparent fashion, we introduce
the dielectric dividing surface position zDDS, in analogy to
the Gibbs dividing surface defined by

zDDS ¼ zv þ
Z zl

zv

fðzlÞ $ fðzÞ
fðzlÞ $ fðzvÞ

dz; (9)

where zv and zl are positions in the vapor and liquid
phases, respectively. For the Gibbs dividing surface zGDS,
fðzÞ is the fluid number density nðzÞ, and we obtain zGDSphob ¼
0:22 nm and zGDSphil ¼ 0:07 nm, reflecting the well-known

tendency for water to form a pronounced depletion layer
at hydrophobic surfaces [19]. For the dielectric dividing
surfaces zDDSk and zDDS? , we take fðzÞ ¼ "kðzÞ and fðzÞ ¼
"$1
? ðzÞ, respectively, giving zDDSkphil ¼ 0:09 nm, zDDSkphob ¼

0:08 nm, zDDS?phil ¼ 0:10 nm, and zDDS?phob ¼ 0:12 nm. Using

a previous dielectric layer definition [7] together with our
"$1
? ðzÞ, we obtain z?phil ¼ 0:08 nm and z?phob ¼ 0:12 nm,

which is not very different from zDDS? . Note that by con-
struction, our definition of the dielectric dividing surface
position combined with a sharp-kink approximation,
"$1
? ðzÞ ¼ 1 for z < zDDS? and "$1

? ðzÞ ¼ "$1
bulk otherwise,

ensures the correct asymptotic voltage profile far away
from the interface. For the dielectric shifts, defined as
"k ¼ zDDSk $ zGDS and "? ¼ zDDS? $ zGDS, we obtain

"phil
k ¼ 0:02% 0:01 nm and "phil

? ¼ 0:03% 0:015 nm at

the hydrophilic and "phob
k ¼$0:14%0:01 nm and "phob

? ¼
$0:10% 0:01 nm at the hydrophobic surface, showing a
remarkable difference between the two surfaces: the di-
electric interface is shifted toward the hydrophobic surface,
"phob < "phil, indicating that water at this surface is a
‘‘better dielectric’’ than at the hydrophilic surface, when
the reference is taken as zGDS. However, this difference is
more than compensated by the depletion layer, which is
larger at the hydrophobic surface, so that zDDS?phob > zDDS?phil.

In the following, we compare different ways of incorporat-
ing these dielectric effects into a coarse-grained model.
Poisson-Boltzmann (PB) modeling.—We consider a

monovalent salt solution adjacent to a charged planar
surface. Inspired by Eq. (2), we assume locality in the
form "0E?ðzÞ ¼ "$1

? ðzÞD?ðzÞ, which is a good approxi-
mation when D?ðzÞ varies slowly, i.e., at low salt concen-
tration and low surface charge density #0 [6]. Taking the
divergence of E?ðzÞ and inserting rzD?ðzÞ ¼ P0ðzÞ ¼
$2ec0 sinh½$ec ðzÞ( exp½$%ðzÞ(, with c ðzÞ the electro-
static potential and c0 the bulk salt concentration, leads
to the modified PB equation,
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FIG. 2 (color online). The parallel dielectric function "k next
to a (a) hydrophilic and a (b) hydrophobic diamond calculated
from polarization fluctuations [Eq. (6), solid lines] and for an
external electric field Ek ¼ 0:05 V=nm [Eq. (5), dashed lines].
The inverse perpendicular dielectric function "$1

? next to a
(c) hydrophilic and a (d) hydrophobic diamond from fluctuations
[Eq. (8), solid lines] and for an external electric field D?="0 ¼
%0:5 V=nm [Eq. (7), dashed lines]. The dotted lines denote the
dipole contribution for an applied external field.
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Figure 2. Parallel and inverse perpendicular dielectric functions for water near hydrophilic and hydropho-
bic surfaces [75]. Reprinted with permission from Bonthuis et al., Phys. Rev. Lett., 107, 166102 (2011).
Copyright (2011) by the American Physical Society.

Density fluctuations The presence of an interface also imposes constraints on the
fluctuations of the water density. This idea, introduced by Chandler two decades
ago [79], is in fact not restricted to water, but its application to specific surfaces
to quantify their hydrophobicity required the use of molecular simulations. While
near a hydrophilic surface they follow the same Gaussian statistics as in the bulk,
near a hydrophobic surface the probability of large fluctuations resulting in a water
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depletion is much larger [80]. The associated free energy cost can be related to the
contact angle of water on the surface and is a much more reliable measure of local
hydrophobicity than the water density profile [81]. Another interesting insight made
possible by MD simulation is the accurate description of the water surface with the
concept of instantaneous interface [82], which revealed that the water-air interface
is in fact layered, even though the mean density profile in the laboratory frame
appears very smooth. The implications of these concepts (density fluctuations and
instantaneous interface) for hydrodynamic properties have apparently not yet been
considered.

Dynamic properties From the dynamic point of view, the presence of an interface
also hinders the reorientation of water molecules. The main mechanism for water
reorientation consists in large-amplitude jumps between a hydrogen-bond partner
to another one [83–85]. Near a surface (or around solutes), the smaller number of
available molecules for such a jump to occur leads to a slowing down of the reori-
entation [86, 87]. However the hydrogen bond strength also comes into play so that
the reorientation dynamics depends non-monotonically on the surface hydrophilic-
ity [88]. These microscopic mechanisms might partly explain why the dynamics
of water near surfaces can be captured in simple free-energy based models only
at the price of introducing spatially dependent diffusion coefficient [89]. Water in
the solvation shell of ions is also affected by their electric field [90, 91]. All these
features contribute to the overall interaction of the fluid with the surface, hence in
principle to the electrokinetic response. Finally, one can mention that the asym-
metry of the water molecule may induce one on the electrokinetic response. In a
silicon nanochannel bearing either a positive or negative charge and containing an
NaF solution, electro-osmotic flows of opposite signs were observed (as expected)
but with magnitudes differing by a factor of 3 [92]. This was attributed to the
asymmetry of the water molecule, although the asymmetry between ions may also
play a role, as discussed below.

3.3. Hydrodynamics of confined fluid and wettability

The presence of an interface not only changes the overall dynamics of the solvent,
but also its local properties. It is for example well known that the solvent density is
not homogeneous and one generally observes the layering of the solvent over a few
molecular layers. This change in the structure also has consequences on the electric
and hydrodynamic responses, which are generally not accounted for in continuous
theories and mesoscopic simulations. In the past few years, significant progress in
the understanding of these aspects have been possible thanks to molecular sim-
ulations. We discuss first the consequences of confinement on the hydrodynamic
behaviour.

When the characteristic length of the confinement (the distance between surfaces
in the case of a slit pore) becomes comparable to the molecular size σ, departure
from macroscopic hydrodynamics can be observed. When the channel size exceeds
approximately 10 molecular diameters, it is still possible to describe the solvent
flow using the Navier-Stokes, provided that the appropriate boundary condition
(b.c.) is introduced. Bocquet and Barrat [40, 41, 93] have shown that the slip b.c.:

∂vx
∂z

∣∣∣∣
z=zb

=
vx(zb)
b

(1)

with x and z directions parallel and normal to the wall, respectively, zb the plane
where the b.c. applies and b the slip length, generally provides a better description
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and, more importantly, derived Green-Kubo expressions for zb and b, thus providing
a means to determine the latter from MD simulations. While the convergence of
the corresponding integrals is rather slow, the procedure could be validated by
comparison with NEMD. A recent study on the slip of water on graphene surfaces
highlighted, on the contrary, the limitations of NEMD simulations for large slip [94].

The slip length, which depends on the fluid/wall interaction, is also directly
related to the friction at the solid wall. More recently, Huang et al. demonstrated
that the slip length is related to the contact angle θ, which is a static quantity,
by a simple quasi-universal relationship: b ∝ (1 + cos θ)−2 [95]. The slip length is
also related to another microscopic quantity, the depletion length, which quantifies
the width of the vapour-like region at the solid-liquid interface, as illustrated on
Figure 3. Slippage further depends on the roughness of the wall and the possible
presence of hydrophilic groups on the surface. The overall hydrophobicity of a
surface (as measured by the contact angle) results from the interplay between all
these features and it was shown for example that it could be enhanced by coupling
the surface polarity and its topography [96]. On hydrophilic surfaces the viscosity
of water appears to increase by a factor of 2 to 4, as a result of intermittent binding
of water molecules to binding sites [97].

[5,26]. An order of magnitude estimate for ! is then
obtained by approximating the force autocorrelation func-
tion by

R1
0 dthFxðtÞ # Fxð0Þi $ hF2

xi # ", where hF2
xi is the

mean squared surface force at equilibrium, and the relaxa-
tion time scale " is given typically by a diffusion time over
a microscopic lateral scale # of the surface: "% #2=D,
with D the fluid diffusion coefficient. The main depen-
dence of ! on the fluid-solid interaction thus comes from
the mean squared interaction force hF2

xi between the fluid
and the solid, which on dimensional grounds is expected to
scale like hF2

xi / ð"sf=#2Þ2S, where "sf is the LJ fluid-
solid energy parameter. This predicts b ¼ $=! / "'2

sf .

Now, combining the Young equation and the Laplace
estimate of the interfacial tensions in terms of the direct
interaction energy between the liquid (or vapor) and the
solid [29], the dependence of the static contact angle on the
direct liquid-solid interactions can be obtained as cos%c þ
1 / "sf. With b / "'2

sf , we thus predict the observed be-

havior b / ð1þ cos%cÞ'2. The scaling form predicted by
this simple physically motivated argument is globally con-
firmed by the simulation results, as shown in Fig. 3, with
deviations seen for rough surfaces. To our knowledge, no
other microscopic theory exists to quantify the relationship
between b and %c for a complex fluid such as water; a
complete theoretical treatment would be a formidable
challenge but one that warrants further study.

It is interesting to investigate finally the relationship
between slippage and water depletion at the surface. A
classical, alternative, theory for the slip length considers
the apparent slip due to fluid flow over a layer of gas of
thickness & induced by the surface, giving b ¼ &ð$l

$g
' 1Þ,

where $l and $g are the liquid and gas viscosities, respec-
tively [4,20]. This equation for b is commonly used to
estimate the slip length from measurements of the width
of the water depletion layer at the surface [22]. While this
simple picture is appealing, it relies on the assumption that
a gas viscosity can be defined in the molecular-sized
depletion layer, a rather drastic and uncontrolled assump-
tion (see, e.g., the inset in Fig. 4). We have thus measured
the relationship between the slip length and the depletion
layer width for diamond surfaces with varying "sf. The
width & of the depletion layer is defined as an excess
quantity for the density profile, according to & ¼R1
'1 dz½1' 'sðzÞ='b

s ' 'fðzÞ='b
f* [30], where 'sðzÞ and

'fðzÞ are the densities of the solid and liquid, respectively,
at position z and 'b

s and '
b
f are their respective bulk values.

Results for the slip length versus the depletion layer width
are shown in Fig. 4 for the three ‘‘smoothest’’ diamond
surfaces (diamond, SA, and SB, for which the depletion
layer can be defined unambiguously). As shown in this
figure, no linear relationship is found between b and &, in
contrast to the prediction of the simple two-layer model.
Rather, a scaling relationship of b / &4 is found to fit the
simulation data. Since b / ð1þ cos%cÞ'2, this scaling sug-

gests that the depletion layer depends on the contact angle
according to &'2 / ð1þ cos%cÞ. Such a relationship is
indeed consistent with the simulation data (see the supple-
mentary information [28]) and reflects the effect of long-
range interactions on the surface tension. Indeed, these
effects can be estimated using the relation (SL ¼ (LV þ
(SV þ VSL [31], where VSL is the interaction energy for the
liquid-solid interface, taking into account the existence of a
depletion layer with finite width. Various terms may con-
tribute to VSL, in particular, van der Waals direct interac-
tions, but also the Casimir fluctuation-induced interaction
energy originating from the entropic loss of the fluctuating
‘‘vacuum’’ depletion layer at the solid surface [32].
Describing VSL by a term of the form 'A=&2, where A is
a Hamaker constant with A% kBT, yields 1þ cos%c /
A

(LV
&'2, as verified numerically. This result suggests, how-

ever, that the corresponding Hamaker constant is indepen-
dent of "sf, i.e., A / "0sf, thereby pointing to a nontrivial

origin of the observed scaling. This simple description thus
deserves further theoretical investigation, involving a full
statistical treatment of the interface. Coming back to slip-
page effects, the combination of the two previous scalings
b / ð1þ cos%cÞ'2 and 1þ cos%c / &'2 provides the pro-
posed relationship b / &4, consistent with the MD simu-
lations (Fig. 4).
This nonlinear relationship between the slip length and

the depletion layer width shows that the simple two-layer
picture cannot account for the complexity of the slippage
phenomenon. Conversely, Fig. 4 shows that the slip length
is a very sensitive probe of water depletion at hydrophobic
surfaces. In this context, it is interesting to note that, from a
quantitative point of view, the slip lengths measured in the
simulations do not exceed a few tens of nanometers:
Numerically, b% 20 nm for contact angles %c % 140+,
while on the experimental side such values are typically
measured for less hydrophobic surfaces, with contact an-
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FIG. 4 (color online). Slip length b as a function of the water
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Figure 3. Slip length b as a function of the depletion length δ, which quantifies the width of the vapour-like
region at the solid-liquid interface [95]. More hydrophobic surfaces correspond to larger δ, b and contact
angle θ. The dashed line is the scaling prediction b ∝ δ4. Reprinted with permission from Huang et al.,
Phys. Rev. Lett., 101, 226101 (2008). Copyright (2008) by the American Physical Society.

For even stronger confinement (of the order of 10 molecular diameters), one
should consider a local viscosity instead of a homogeneous one. However the sim-
ple linear relation defining viscosity as the ratio between shear stress and shear
rate breaks down [98], as this ratio may even be negative in some regions. In order
to overcome these difficulty, one can resort to theories involving a non-local viscos-
ity [99] or determine a local viscosity from the density profiles [100]. To that end,
a partitioning between a configurational and translational viscosity is introduced
together with a proper weighting scheme [101].

So far, the consequences on electrokinetic effects have been explored only in terms
of slip boundary conditions. As an example, Joly et al. determined the slip length in
a nano-channel consisting of ions in a Lennard-Jones (LJ) solvent confined between
LJ solid walls by appplying an external force and examined the consequence of this
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slip on electro-kinetic flows [47]. On a non-wetting surface (in the studied case,
b ∼ 10σ), they found for example that the electro-osmotic velocity (or, equivalently,
the ζ-potential) increased by a factor (1+κb), with κ−1 the Debye length, compared
to the wetting case. This prediction has then also been verified experimentally [102].
At a curved surface, this amplication factor was predicted to be (1 +κbeff ), where
b−1
eff = b−1 + a−1 with a the curvature radius. The effect of curvature on the

friction has been further clarified by Falk et al., who investigated water flow inside
and outside carbon nanotubes [103]. As a result of interactions between mobiles
ions and the charged sites on the surface, the slip length decreases with increasing
surface charge density Σ. For a regularly distributed charge, this decrease scales
as:

1
b(Σ)

=
1

b(Σ = 0)
+ α

a2

4πεsurfkBT
Σ2, (2)

with α ≈ 1 a numerical prefactor, a a length characterising the surface roughness
(typically the atomic diameter) and εsurf the dielectric constant at the interface,
expected to be closer to 1 than in the liquid phase [47]. However, patterning of the
surface charges also impacts the overall electrokinetic flow [104].

3.4. Ionic effects

Electro-friction When an electric field is applied parallel to the wall, it acts on
the dissolved ions which then transfer momentum to the solvent and set the whole
fluid in motion. For large surface charge densities, the attraction between dissolved
ions and charged surface sites may result in the partial immobilization of a fraction
of them. This (electro-)friction and the interactions between ions in the crowded
surface layer reduces the electro-osmotic mobility, even if the solvent is not ac-
counted for [105]. Hydrodynamic interactions between ions, even at the continuous
solvent (Rotne-Prager) level also contribute to the overall response in the presence
of corrugated surfaces [106]. Wu and Aluru further analyzed the same idea using an
explicit LJ solvent and determined the effect of ion-wall interactions on Poiseuille
and electro-osmotic flows [107]. The intermittent adsorption of ions results in a loss
of driving force, which is usually interpreted as an increased fluid solvent viscosity,
could contribute significantly to the decrease in the electro-osmotic velocity even
though other factors (e.g. hydrogen bonding with the surface) may dominate.

Charge inversion When the surface charge density is large and/or with mutiva-
lent ions, the electro-osmotic flow can be in the direction opposite to the one pre-
dicted by the Helmholtz-Smoluchowski theory [108]. While for moderate ion-wall
attraction the immobilization of some ions simply results in a loss of driving force,
one observe in that case that the charge of condensed counterions overcompen-
sates that of the surface, resulting in an apparent charge inversion. As illustrated
in Figure 4, introducing the ion density profiles obtained by MD simulations to
predict the forcing term in the Navier-Stokes equation allows to account for this
charge reversal, but not to quantitatively reproduce the EOF profile [66]. The
charge inversion disappears in the presence of a large concentration of monovalent
ions [109, 110], as observed experimentally.

Ion-specificity On a hydrophobic surface, the electrokinetic response is very sen-
sitive to the nature of the ions present in the fluid: isovalent ions with different
ionic sizes will give rise, for example, to different electro-osmotic flows. Huang et
al. have shown that this behaviour can be explained by the different affinity of ions
for the “vapour-liquid-like” interface at such walls, as a function of their ionic size
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0:743 mPa ! s, respectively. From Fig. 5(a), we observe
that while the continuum theory based on the PB and the
Stokes equations predicts a positive velocity in the entire
channel, the MD simulation shows a velocity that is
slightly positive near the channel wall, but is negative
in the region 0:42 nm< z< 3:01 nm. Clearly, a flow
reversal is observed, which cannot be explained by the
‘‘superequivalent specific adsorption’’ of counterions [9],
as the Na" ions adsorbed on the channel wall did not
overscreen the surface charge [see Fig. 2(b)]. To under-
stand the flow reversal, we calculate the driving force,
Fd#z$, for the flow using the ion concentration obtained
from the MD simulation. Specifically, in the region where
the ions are immobilized, Fd#z$ is taken as zero, and in
the rest of the channel, Fd#z$ is computed by the expres-
sion given above, using the ion concentrations shown in
Fig. 2. Figure 5(b) shows the calculated driving force.
Fd#z$ is zero within 0.19 nm from the channel wall as the
Na" ions adsorbed on the wall are immobilized (this
was confirmed by analyzing the ion trajectory and may
be due to the electrofriction between the counterions and
the charged surface atoms as shown in [22]). Notice that
because of the charge inversion, Fd#z$ is negative in the
region 0:53 nm< z< 2:96 nm. Figure 5(a) also shows
the velocity computed by substituting the driving force
obtained from the MD ion concentrations into the
Stokes equation. Clearly, the new driving force can pre-
dict the flow reversal in the region 0:58 nm< z <
2:91 nm, which indicates that the major mechanism for
the flow reversal is the immobilization of the adsorbed
Na" ion on the channel wall and the charge inversion. The
velocity profile with the new driving force, however, still
deviates from the MD velocity profile, especially in the
regions close to the channel wall. The reason for this

deviation is not clearly understood at present, but is
probably caused by the high local viscosity in the near
wall region [6] although further investigation is needed
before a definite conclusion can be drawn.

In summary, the charge inversion and flow reversal of
electro-osmotic transport in a slit nanochannel was
studied by using MD simulation. The molecular nature
of water and ions, which was not accounted for in the
continuum theories for EDL, is found to contribute sig-
nificantly to the charge inversion. The flow reversal is
mainly caused by the immobilization of Na" ions ad-
sorbed on the channel wall and due to the charge inver-
sion phenomena.
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channel obtained from MD and continuum simulations.
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Figure 4. (a) Electro-osmotic velocity profile in a highly charged slit pore containing an aqueous solution,
from molecular simulations and from continuous theories. The solid line is the solution of the Stokes
equation using the local force from molecular simulation, which is indicated in (b). The electro-osmotic
flow is in the direction opposite to the one expected from the sign of the surface charge, because of the
condensation of counterions results in a charge inversion [66]. Reprinted with permission from Qiao and
Aluru, Phys. Rev. Lett., 92, 198301 (2004). Copyright (2004) by the American Physical Society.

(increasing affinity with ionic size). This preferential location of ions near the sur-
face also explains the possibility of non-zero ζ-potentials (or equivalently non-zero
EOF) at an uncharged hydrophobic wall [111]. Huang et al. further proposed to
introduce this ion-specificity in a modified Poisson-Boltzmann description, based
on the partial desolvation of the interfacial ion which then experiences a dielec-
tric discontinuity (hence forces from image charges) and the interaction with the
wall [111]. This simple model proved sufficient to capture most of the molecular
simulation results [112]. A similar model was shown by Schwierz et al. to also
account for the interplay between surface charge and polarity on the adsorption
of anions, for which reversed Hofmeister series have been reported on hydrophilic
negative surfaces and hydrophobic positive ones [113]. These findings also have
implications for the electrokinetic behaviour of these surfaces. Finally, in surfaces
with more complex chemical moities, such as the silica surface, the molecular na-
ture and its hydrogen bonding to the surface may also play a role in ion-specific
effects, beyond the mere dielectric discontinuity [114].

4. Focus on recent applications

4.1. Colloids and polyelectrolytes

The electrokinetic behaviour of suspensions of colloids or polyelectrolytes is sen-
sitive to the hydrodynamics of the solvent and its coupling to the dissolved ions.
Since the size of the colloids and polymers, ranging from nano- to micrometers,
is large compared with the solvent and typical ion molecular sizes, the standard
theory, restricted to the linear regime, neglects ion correlations and treats them
in terms of continuous density distributions. If the double-layers are much nar-
rower than the macromolecular size, it is even reasonable to neglect the distortion
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of the charge distribution by the flow (induced by an applied electric field or a
gravitational acceleration). Then, analytic expressions for the electrophoretic or
sedimentation velocities of charged colloids are known. Beyond this regime, the
standard theory describing the electrophoresis of charged macro ions was developed
by O’Brien and White [115]. LB has been used to analyze colloidal electrophore-
sis outside this linear regime and analyze the impact of strong electrostatic forces
on the electrophoretic mobility, as displayed in Figure 5. The possibility to tune
ion diffusivity has also allowed to address the relevance of the Péclet number in
the effective mobility [116] and shown that the decrease in diffusivity affects both
the mean electrophoretic velocity and its dispersion. A systematic study in the
nonlinear regime requires a proper identification of the relationship between the
colloidal charge, its effective charge outside equilibrium and its relation with the
effective ζ-potential; numerical simulations provide a systematic means to quantify
the relation between these various quantities [117].

Studies with resolved ions in LB have also been used to study the electrophoresis
of suspensions in the linear regime. Making use of the Green-Kubo relation [118],
it has been possible to derive the electrophoretic mobility in the linear regime as a
function of the salt concentration and charge magnitude, moving also beyond the
standard regime. By analyzing the limit in which there is no salt (only counterions),
Lobaskin et. al. were also able to address the role of screening in the electrophoretic
mobility of colloidal suspensions [119]. The limit of the electrophoretic mobility in
dense suspensions has also been addressed using the Smooth Profile method (SP),
which combines a Navier-Stokes solver in which colloids are treated through a field
that localizes the colloids’ position [120]. This study demonstrated that with strong
fields or wide double-layers the interaction between colloids through the distorted
double-layers leads to pattern formations and favours the alignment of moving
colloids. The analysis of the sedimentation velocity of colloids has helped to show
the relevance of the colloidal shape in the electrokinetic response [31].

[for a symmetric electrolyte of valence zþ, here zþ ¼ #1,
in a solvent with Bjerrun length lB ¼ e2=ð4!"kBTÞ [11],
with e the electron charge and kB the Boltzmann factor]
and # , predicting either mobility saturation or a maximum
for high-# values. Using different mesoscopic models,
Kim, Nakayama, and Yamamoto [13] were able to confirm
OW predictions [12] for low cs, while Lobaskin et al.
[14,15] showed that the electrophoretic behavior of
salt-free systems can be systematically mapped to a corre-
sponding low-salt suspension. Both cases, however, ad-
dress the restricted case of small # and cs, where OW
predictions are expected to hold.

Our mesoscopic representation of charged colloidal sus-
pensions builds on a continuous description of the electro-
lyte, characterized in terms of the anion and cation local
densities $#. These densities evolve according to the
electrokinetic equations, which read

@$k

@t
¼ & ~r ' $k ~vþ ~r 'Dk½ ~r$k þ e%zk$k

~r’); (1)

@$ ~v

@t
¼ &r2 ~v& ~rpid þ %

X

k

ezk$k
~r’; (2)

r2’ ¼ & 1

"

X

k

ezk$k; (3)

where Dk; zk; k ¼ þ;& are the diffusivities and valences
of positive and negative ions, $, ~v, pid, and & correspond
to the solvent density, velocity, ideal pressure, and shear
viscosity, respectively, ’ is the electrostatic potential, and
" is the solvent permittivity. Equation (1) expresses ion
mass conservation as a result of diffusion and advection,
while the solvent motion [Eq. (2)] evolves according to the
Navier-Stokes equation for a viscous fluid accelerated by
electrostatic forces due to local charge density. Finally, the
Poisson equation enforces the electrostatic coupling be-
tween the charged species and the macromolecules.

The solvent motion emerges from a discrete lattice for-
mulation of Boltzmann’s kinetic equation [8] coupled to a
discrete solution of the convection-diffusion equation for
the dissolved charged ion species [16]. Hence, we regard
the counterions and salt ions as scalar fields within the
Poisson-Boltzmann level [11]. The colloidal macromole-
cules are individually resolved, embedded on the lattice,
and coupled to the fluid through appropriate kinetic rules
applied on their boundaries [17]. The hydrodynamic forces
exerted by the fluid on the suspended particles, together
with the electrostatic and dispersion forces, determine the
motion of the macromolecules in the fluid [18]. The finite
resolution of the colloidal particles on a lattice requires a
proper calibration to identify the effective size where # is
consistent with the colloidal charge [19]. The electrostatic
potential drop around the colloids emerges consistently
as a result of the ionic dynamics coupled to the fluid
flow without further assumptions. Although such an ap-
proach disregards ion correlations, it provides a general
framework to address electrokinetics at weak and strong

couplings and identifies the relevant competing physical
mechanisms in charged driven fluids.
We start by analyzing the electrophoretic mobility' of a

crystal of spherical colloids of charge Ze and radius a as a
function of cs, # , and volume fraction ! ¼ 4!a3=3L3,
where L stands for the system size. In order to compare
with experimental and numerical results, we introduce
the dimensionless mobility ~' ¼ 6!'&lB

e and # potential
~# ¼ e#

kBT
. The units in the simulations ensure that the

relevant scales keep the right ordering and are properly
resolved on the lattice [20]. We take (a ¼ 0:5 and 8.0, with
( ¼ 1=)D, representative of low- to high-salt concentra-
tions [12], covering 2 orders of magnitude in molarity,
*10&4–10&2M, when mapping our simulation systems to
polystyrene spheres with a radius of 17 nm [21]. The
applied electric field is tuned to remain in the linear re-
sponse regime E + ~#=)D.
Figure 1 shows the dimensionless mobility ~' against ~# .

For small values ~# & 3, we observe an excellent agreement
with the OW theoretical prediction [12], which holds in
the linear regime for low values of ~# . Our data show that
increasing ~# leads to an enhancement of ~' with respect to
OW. Such a deviation increases with ~# and with the amount
of charge in the system up to 50% for narrow double layers,
(a ¼ 8:0. Although the theoretical predictions from OW
display a maximum outside the linear regime and only for
thin double layers ((a * 2:75), the maxima observed in
Fig. 1 appear at higher-# potentials and develop for any (a.
Therefore, these results indicate that care has to be taken
when using OW curves to compare with experimental
results.
The model described reproduces quantitatively experi-

mental data for low-~# , salt-free colloidal suspensions. In
Fig. 2, we show that agreement with experimental data is
obtained for latex particles suspended in water [14,21] for
colloid volume fractions ! * 0:001. For very low !, the
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FIG. 1 (color online). Dimensionless electrophoretic mobility
for a spherical colloidal particle, ~', versus the dimensionless #
potential ~# . Results from simulations (filled symbols) and OW
[12] (empty symbols) for ka ¼ 0:5 (0.8), triangles down (up).
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Figure 5. Electrophoretic mobility of a charged colloid subject to a uniform applied electric field as a

function of the colloid charge, expressed in terms of the dimensional surface potential ζ̃, for different
values of the ratio between the colloid radius and the Debye length, κa [116]. Symbols correspond to
Lattice-Boltzmann Electrokinetics simulations, while solid lines correspond to the theoretical prediction of
O’Brien and White [115]. Reprinted with permission from Giupponi and Pagonabarraga, Phys. Rev. Lett.,
106, 248304 (2011). Copyright (2011) by the American Physical Society.

Within the linearized, Debye-Hückel regime, there have also been efficient pro-
posals to introduce the coupling between a charged particle and the electrolyte in
which it is embedded, in order to reach larger systems and longer time scales [121].
This approximate approach can be competitive for the study of the electrokinetics
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of polyelectrolytes [121]. Such a strategy is complementary to more detailed simula-
tions carried out on single polyelectrolyte chains to understand the different regimes
that characterize their electrophoresis, at low salt concentrations, which distinguish
polyelectrolyte electrokinetic behaviour from the ones known for charged colloids.
Polyelectrolyte electrophoretic mobilities have also been analyzed using resolved
ions in a continuous solvent, using a variant of LB. The study demonstrated the
relevance of the polymer size for the chain mobility [122]. In the presence of mul-
tivalent ions, the structure of the dissolved electrolyte around the chain is more
complex and it affects the response of the system to imposed fields. In this case,
MD simulations have been performed in order to address the relevance of ion cor-
relations, their impact on the accumulation of ions around the chain and on the
measured effective mobility [123].

4.2. Electrokinetics at clay surfaces

Clay minerals are layered aluminosilicates present in large quantities in soils and in
the underground. They play an important role in many environmental and indus-
trial processes and have therefore attracted a lot of attention from the molecular
simulation community since two decades. Most of these minerals bear a negative
charge due to substitutions in the mineral framework (e.g. Mg2+ for Al3+ or Al3+

for Si4+) which is compensated by cations at their surface. Electrophoretic mobility
measurements are often used to estimate their surface charge density. However the
connection between these two quantity is not straightforward since it relies on a
number of debatable assumptions on the shape of the particles and the hydrody-
namic boundary conditions to consider.

Marry et al. introduced a Green-Kubo formula for the electro-osmotic response
and used equilibrium molecular simulations to determine the electro-osmotic ve-
locity profile between montmorillonite surfaces separated by thin water films (from
2 to 4 nm) [42, 43, 124]. Although the convergence of the Green-Kubo integrals
was rather slow, they found that these could only be explained if slip boundary
conditions were introduced, even though with a small slip length, as illustrated
in Figure 6. They also discussed the consequences of this slip on the EOF within
the framework of Poisson-Boltzmann theory and showed that the latter was not
sufficiently accurate to reproduce the ionic profiles, hence the EOF. More recently,
NEMD simulations of Poiseuille flows in the same system allowed to address the va-
lidity of continuous hydrodynamic description as a function of the distance between
surfaces [49]. The velocity profile in the first water layers could not be reproduced
by introducing a local viscosity from the ratio between shear stress and shear rate,
as this resulted in negative values. It was proposed instead to use a simplified pic-
ture of a homogeneous fluid with the bulk density and viscosity and to apply a slip
boundary condition at the Gibbs Dividing Surface, with a slip length determined
from molecular simulation (≈ 2 Å). Such a description was shown to be reasonably
accurate for pore sizes larger than 4.5 nm, but not applicable for smaller pores in
which the density is inhomogeneous throughout the fluid.

The same group also reported a detailed study of water on montmorillonite
and analyzed the structure and dynamics of the hydrogen bond network on that
surface [125, 126]. It was found that the formation and breaking of hydrogen bonds
between molecules in the first liquid layer and the surface, as well as the departure
of molecules from that layer, are reasonably well described by first order kinetics.
Moreover, diffusion in the direction parallel to the surface is slowed down compared
to that in the bulk. Comparing Cs+ and Na+ counterions, it was observed that the
nature of the cation had a limited influence on the diffusion coefficient of surface
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layer (‘no slip’) and a = 0. Furthermore, if we consider 
the PB equation for the concentration profile, we get 

Unfortunately, expression (1 1) is very far away from the 
discrete solvent simulations, even at large interlayer 
spacings. This is illustrated in figure 4 which shows the 
electro-osmotic profiles. The dashed curve represents 
NS solved with equation (11). It is less than the MD 
simulations by two orders of magnitude. This apparent 
disagreement does not come from the PB approximation 
as it can be understood from the comparison with the 
various ionic concentration pro6les. The BD ion 
distribution and the MD ion distribution re-injected 
into the NS equation are illustrated in figure 4 with 
a solid curve and with a dotted curve, respectively. The 
corresponding electro-osmotic profiles are in close 
agreement and they are greater than the PB profile, 

but they are still less than the value obtained from the 
Kubo formula by the fully microscopic model. Note that 
there is still a disagreement between the continuous and 
discrete models for more or less hydrated clays as it can 
be shown in figure 5 where the PB (with no-slip 
boundary conditions) is the dashed curve. 

Consequently, the disagreement between the contin- 
uous solvent model and the discrete solvent simulations 
arises either due to the NS equation which is not valid 
without the hydrodynamic limit or due to the no-slip 
boundary conditions. In a very recent study of electro- 
osmosis [8], it has been shown that the local viscosity is 
close to the bulk value for a model of a nanochannel. 
Thus, we have chosen to modify the no-slip boundary 
conditions. 

3 .3 .  Macroscopic model: slip boundary conditions 
The slip boundary condition which is considered in 

this paper has been derived by Bocquet and Barrat 
[lo, 111 from microscopic considerations based on either 
Kubo-like theory or Mori-Zwanzig projection operator 
formalism. The component of the hydrodynamic velo- 
city parallel to the interface ux(z) is assumed to be 
proportional to the perpendicular derivative, namely, 

(12) 
hX(Z0) UX(Z0) 

az 6 ‘  
-=- 

The no-slip boundary condition is recovered if the 
slipping length 6 satisfies 6 = 0. zo is the hydrodynamic 
position of the interface. S and zo can be obtained from 
microscopic Kubo relations. 

where Fx is the microscopic friction exerted by the wall 
on the fluid. The position of the interface is given by 

with nXz being the xz component of the microscopic 
stress tensor. 

By introducing this slip boundary condition we get 
the slip solution of the NS equation. Thus, the electro- 
osmotic profile is given by equation (10) with 

a = (/” [ F,(z)dzdz - S[ Fv(z)dzdz). (15) 
tlE -L/2 0 

As a matter of fact, the slip boundary condition shifts 
the electro-osmotic profiles. It adds a constant a which 
depends on 6 and zo. It is worth noting that if zo is close 
to the layers, it does not really influence a very much. 
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Figure 6. Electro-osmotic velocity profiles in a montmorillonite clay slit pore (for 2, 3 and 4 nm widths,
from top to bottom). The symbols are molecular dynamics results from equilibrium simulations, using a
Green-Kubo expression. The solution from the Poisson-Boltzmann and Stokes equations can reproduce the
MD results only if a slip boundary condition (solid lines) is introduced [42]. Reprinted with permission
from Marry et al., Mol. Phys., 101, 3111 (2003). Copyright (2003) by Taylor and Francis.

water molecules and on the kinetic rates for the formation and breaking of hydrogen
bonds with the surface.

Several studies have since then improved our understanding of the behaviour of
water on such surfaces. In particular, it was possible to disentangle the role of ions
from that of the water-surface interactions. To that end, the study of the electrically
neutral clay analogue of montmorillonite, namely pyrophyllite, and similar clay
minerals (talc, in which a surface hydroxyl group which is parallel to the surface
in pyrophyllite is perpendicular to the surface, and fluorotalc in which this group
is replaced by a fluorine atom) were investigated both in the low relative humidity
and high relative humidity regimes [127]. It was then found that in the absence
of ions, all three surfaces display an adsorption site for water molecules, which is
very weak for talk and pyrophyllite and strong for talc owing to the formation of
a hydrogen bond. In all cases, however, binding to the surface is weaker than the
cohesion between water molecules so that at saturation the binding sites are empty
and the surface behaves as hydrophobic.

Finally, Botan et al. simulated Poiseuille and electro-osmotic flows in clay
nanopores using NEMD [48]. They showed that, using the slip or stagnation length
(depending on the clay type and force field used) determined from Poiseuille flows
and the ionic density profiles from MD simulations, the Navier-Stokes equation is
able to reproduce the simulated EOF. As previously shown, the Poisson-Boltzmann
theory is not sufficient to predict the ionic distribution, hence the velocity profile.
The behaviour predicted by the most reliable force field (clayFF) is a hydrophobic
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(slip) pyrophyllite and a hydrophilic (stick) montmorillonite. The role of the clay
charge and of cations on surface water molecules was investigated by comparing
Poiseuille flows on montmorillonite (charged with counterions) on the one hand
and pyrophyllite (same structure but uncharged) in the presence on an applied
electric field perpendicular to the surface, with a magnitude corresponding to the
surface charge density of pyrophyllite, on the other hand. The average electric field
created by the charged surface explains most of the effect on surface water and the
presence of cations at the surface only plays a secondary role. Finally, by compar-
ing different force fields, the effect of the polarity of the surface on hydrogen bond
strength could be analyzed.

4.3. Electrokinetics with ionic liquids

Room-temperature ionic liquids (RTIL) are liquids consisting solely of ions, often
organic ones with a low melting temperature (compared to usual molten salts).
The structure of the liquid at a surface is difficult to probe experimentally, al-
though recent surface-sensitive spectroscopic techniques such as SFG have recently
allowed to observed interesting features such as a charge inversion for a RTIL at
different salt surfaces [128]. Surface Force Balance also have brought insights into
the layered structure and the friction of ionic liquids confined between charged
surfaces [129, 130]. Most of the understanding of the microscopic structures comes
from theoretical predictions and molecular simulations. In particular, electrostatic
and steric correlations between ions result in a very structured interface where the
density of both cations and anions display oscillations. Although molecular simu-
lations are necessary to make quantitative predictions, given the complexity of in-
teractions between ions, Kornyshev introduced a relatively simple model capturing
how ion correlations and molecular crowding produce an interface which radically
departs form the double-layer picture appropriate in the presence of a solvent [131].
One might thus expect dramatic consequences for the dynamic response of such
fluids under the effect of an applied electric field.

Jiang and Qiao recently reported a molecular dynamics study of electrokinetic
flow in a RTIL confined between charged walls [132]. The layered structure of
the fluid, which displays oscillations in the electric charge as a function of the
distance to the wall, induces body forces varying over molecular distances inside
the fluid, which eventually result in an oscillatory EOF, as illustrated in Figure 7.
The direction of the EOF in the center of the pore is opposite to the one expected
from the sign of the surface charge, owing to the charge inversion. The latter is often
referred to as overscreening in the context of ions at charged surfaces and results
from the larger charge within the first fluid layer than required to compensate
that of the surface. This flow reversal can be explained by the strong interactions
between ions in that first layer with the wall, with a significant electro-friction and
a loss of driving of the fluid in that direction. The next layer of ions is more mobile
and can drive the fluid more efficiently.

These authors then proposed a generalized hydrodynamics framework to describe
these effects in a continuous approach, calibrated on molecular simulations. In order
to capture the effect of ion-ion correlations on short length scales, they determined
the generalized viscosity η(k), which is the Fourier transform of the viscosity kernel
η(z − z′) linking the stress tensor τzx at a given position to the shear stress γ̇ at
all other positions:

τzx(z) =
∫ ∞
−∞

η(z − z′)γ̇(z′) dz′ (3)
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Figure 7. The electro-osmotic flow in a room temperature ionic liquid (RTIL) between charged surfaces
displays oscillations, as a result of strong ionic correlations [132]. In such liquids, short-wavelength hydro-
dynamics profoundly affects the macroscopic electro-osmotic flow. Reprinted with permission from Jiang
and Qiao, J. Phys. Chem. C, 116, 1133 (2012). Copyright (2012) American Chemical Society.

The generalized viscosity η(k) could be fitted to a Gaussian and it was then possible
to reproduce the simulation data for the shear stress and the EOF. These results
demonstrate the importance of accounting for short-wavelength hydrodynamics for
the description of EOF in RTILs, as the classical hydrodynamic theories (with a
local viscosity) cannot capture the effect of short-range ionic correlations.

4.4. Electrokinetics without mobile charges

Let us conclude this section by evoking the interesting issue of electrokinetics with-
out mobile charges, which was debated in the last few years. This question was
raised in the context of understanding the electrophoretic mobility of air bubbles
and oil droplets. The fact that such neutral systems display such a mobility may
seem surprising. Several explanations have been proposed, including the generally
accepted idea of ion adsorption (including possibly hydroxyl OH− and hydronium
H3O+ ions) or the asymmetric structure of the water-air interface. An alternative
mechanism has been proposed by Knecht et al. who found, using NEMD simula-
tions a finite mobility for a heptane droplet in water [133]. Similarly, Joseph and
Aluru reported the possibility of pumping water molecules through carbon nan-
otubes with a static electric field and proposed a mechanism based a translational-
rotation coupling for interfacial water molecules [134].

These results contradict Onsager’s reciprocity theorem which implies that free
charge must be present to generate an electric current from a pressure gradient.
It was then showed that these simulation results were an artifact of the imple-
mentation of the simple truncation of short range interactions in the GROMACS
software [135]. Moreover, Bonthuis et al. demonstrated in a generalized Navier-
Stokes approach that such a coupling cannot be exploited with a static field, but
that pumping was possible using a rotating field in an asymmetric channel [136].
Finally, Rinne et al. showed that it was possible to pump water through carbon nan-
otubes using electrodes with charges oscillating in the GHz range, by introducing
a phase shift between the electrodes to break the spatio-temporal symmetry [137].
While in practice virtually all current applications of electrokinetics involve mo-
bile charges, these studies bring fundamental insights into the microscopic coupling
between charge and mass flows.
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5. Conclusion and perspectives

Electrokinetic phenomena involve a range of length and time scales, from the molec-
ular to the macroscopic ones, and their description requires a multiscale strategy
combining different simulation techniques. In the present review, we have first ad-
dressed the various mesoscopic approaches proposed recently, which vary in their
explicit/implicit treatment of the solvent and microions. In particular, we have
emphasized the recent progress achieved with the lattice methods based on kinetic
theory, which offer a range of convenient simulation tools for the simulation of
complex charged fluids in arbitrary geometries, including under extreme confine-
ment. We have then focussed our discussion on the insights on electrokinetic effects
gained from molecular simulations, which have been extremely useful in this field
over the past decade, with a very active community in the last few years. We finally
illustrated recent applications of these methods.

We anticipate that both mesoscale and molecular simulations will continue to
develop in the future, as they address complementary issues in a context which
requires a description of both short and long-ranged phenomena. For example,
one aspect on the molecular scale which is known to play an important role on
the structure of the interface but whose effect on electrokinetic properties has not
been investigated is that of polarizability, in particular the electric response of water
molecules to the anisotropic environment they experience at an interface. Ab-initio
simulations will be useful to determine the origin of the surface charge in new
materials which exploit electrokinetic effects, such as in the recent experimental
and theoretical study of a single transmembrane boron nitride nanotube by Siria
et al. [138]. Another challenge for the modelling of electrokinetics is the description
of proton transport near interfaces, e.g. in membranes [139–141], at the surface of
metal electrodes [142, 143], of minerals [144] or of biological molecules [145], and
for which quantum effects must be accounted for.

On the mesoscopic scale, efforts should be devoted to the improvement of free
energy based descriptions to go beyond mean-field descriptions and capture e.g.
the effect of ionic correlations on both the thermodynamical and dynamical prop-
erties. The insight gained by these new techniques, together with the possibility to
address in detail the interplay between ion specificity and the collective response of
charged fluids, opens new venues to contrast with recent theoretical developments
since simulations can be more easily used to test the theoretical approximations
and falsify their predictions. From the computational view, the community should
greatly benefit from the development of standard open-source codes for mesoscale
simulations, such as the ones that have emerged in the ab-initio (e.g. [146, 147]) or
classical MD (e.g. [148, 149]) communities. Examples of such software include the
ESPResSo [150] or the DL MESO [151] simulation packages.

In the future, we believe that the multiscale strategy will not be limited to the
simulation on different scales. In fact, one already observes in many contexts the
generalization of bottom-up strategies whereby each level of description is cali-
brated on a more fundamental one. The challenge is then to keep track of the
relevant degrees of freedom while averaging them out. An example of this strat-
egy for electrokinetics can be found in Ref. [152], but other works discussed here,
where continuous models are calibrated on molecular simulations, also fall in this
category. Another approach to bridge scales is that of hybrid simulations in which
a molecular simulation is explicitly coupled to a coarser level of description such
as continuum hydrodynamics. This allows to correctly capture the complex mo-
mentum and energy transfer occurring at a boundary while keeping a simple de-
scription further away from the interface [153]. Such hybrid approaches may also
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be well suited to capture the effect of thermal fluctuations, which are known to
play an important role in nanofluidic transport [154]. In that respect, fluctuating
hydrodynamics appears as a promising method to couple a molecular description
with a mesoscopic one while explicitly accounting for thermal flucuations [155–
157], although the introduction of ionic species and the corresponding long-range
electrostatic interactions remains necessary for the description of electrokinetic
phenomena. Similarly, the recent progress in the understanding of the fluctuating
Lattice-Boltzmann method [158] suggests that it can also be adapted to capture
thermal fluctuations at this level, including for complex fluids [159, 160], even
though it has not yet been applied to the case of charged fluids.
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