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Abstract Iron is known to limit primary production in the Southern Ocean (SO). To cope with the lack of
this micronutrient, diatoms, a dominant phytoplankton group in this oceanic region, have been shown in
cultures to have developed an original adaptation strategy to maintain efficient growth rates despite very
low cellular iron quotas, even in low light conditions. Using a global ocean biogeochemical model, we
explored the consequences of this physiological adaptation for the biological pump and the seasonal vari-
ability of both surface chlorophyll concentrations and surface partial pressure of carbon dioxide (pCO2) in
this key region for global climate. In the model, we implemented a low intracellular Fe:C requirement in the
SO for diatoms uniquely. This results in an increase of 10% in the relative contribution of diatoms to total
SO primary production. The biological pump is also strengthened, which increases the biological contribu-
tion to the seasonal evolution of pCO2 relative to the thermodynamic component. Therefore, the seasonal
evolution of both surface chlorophyll and surface pCO2 is significantly impacted, with a marked improve-
ment, in our model, in the SO polar zone compared to the observations. Our model study underscores the
potentially important consequences that this adaptive physiological behavior of diatoms could have on
marine biogeochemistry in the SO. It is thus critical to improve our understanding of the physiology of this
key phytoplankton group, in particular in the SO.

1. Introduction

The SO is a key region for the global carbon cycle and the climate system that contributes significantly to
the uptake of both anthropogenic (Khatiwala et al., 2013; Sabine et al., 2004) and natural carbon dioxide
(CO2) (Metzl et al., 2006; Takahashi et al., 2009). Nevertheless, large uncertainties remain regarding the driv-
ers and the magnitude of this uptake partly due to the lack of observations at the seasonal scale (Gruber
et al., 2009; Lenton et al., 2006, 2013; Metzl et al., 2006), a direct consequence of the remote situation and
the stormy nature of this region. Observations indicate that seasonality is the main mode of variability of
pCO2 in the SO (Lenton et al., 2006; Thomalla et al., 2011), which is driven by a combination of biological,
physical, and thermodynamic processes that act at different time scales from seasonal to subseasonal and
are highly variable in space (Lenton et al., 2006; Monteiro et al., 2015; Resplandy et al., 2014; Shadwick et al.,
2015; Takahashi et al., 2012). Modeling and disentangling the balance between these different processes
have proved challenging as illustrated by the large spread in the phasing and amplitude of the seasonal
cycle of pCO2 simulated by CMIP5 models in different parts of the SO (Anav et al., 2013; Lenton et al., 2013;
Majkut et al., 2014). A recent study provided a methodological framework to elucidate the reasons for such
large differences. This methodology, which has been applied to the ocean biogeochemical component of
one of these CMIP5 models (NEMO-LIM2-PISCES), shows an underestimation of both the biological pump
and the winter entrainment of CO2, relative to the solubility effect in the SO (Mongwe et al., 2016).

Properly resolving the seasonal variability of pCO2 in the SO is a prerequisite for reliable assessments of the
global carbon budget and for relevant climate projections (Landsch€utzer et al., 2014; Lenton et al., 2012;
Majkut et al., 2014; Metzl et al., 2006; Takahashi et al., 2009). Therefore, it is crucial to identify the key pro-
cesses that contribute significantly to the variability of air-sea CO2 exchanges. Due to its complexity and the
many poorly known processes that drive its variability, a proper integration and representation of the bio-
logical component in ocean biogeochemical models is one of the great challenges for the prediction of the
response of the marine ecosystems and of the biogeochemical cycles to climate change.
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A key feature of the SO is that it is the largest High Nutrient Low Chlorophyll (HNLC) region, i.e., where a
large availability in macronutrients is associated with a relatively weak phytoplankton biomass (Comiso
et al., 1993; Moore & Abbott, 2000), especially in the open ocean south of 508S (Tagliabue et al., 2012). As
hypothesized by Martin et al. (1990), and confirmed by in situ mesoscale iron fertilization experiments (Boyd
et al., 2007), low availability of iron limits the growth of phytoplankton at large scale in the SO. However,
despite the overall general HNLC conditions that prevail in the SO, intense algal blooms can be observed in
spring and summer (Sullivan et al., 1993), for instance, in the vicinity of the Crozet archipelago (Pollard et al.,
2009) and of South Georgia Island (Borrione & Schlitzer, 2013; Korb et al., 2008), over the Kerguelen Plateau
(Blain et al., 2008), in coastal polynyas and during the summer retreat of sea-ice (Arrigo et al., 1999, 2015;
Arrigo & van Dijken, 2003; Smith et al., 2008).

Diatoms, a dominant phytoplankton group in the SO (Armbrust, 2009; Arrigo et al., 1999; Pondaven et al.,
2000; Rigual-Hern�andez et al., 2015b), are recognized to play a key role in the oceanic carbon cycle (Falkow-
ski et al., 1998; Smetacek, 1999). They account for up to 40% of the global primary production in the ocean
(Nelson et al., 1995; Smetacek, 1999; Tr�eguer & Pondaven, 2000), a contribution estimated to as much as
89% in the SO (Rousseaux & Gregg, 2013). Partly due to their silica shell and their large size, diatoms domi-
nate the export of carbon in many areas of the SO (Assmy et al., 2013; Buesseler et al., 2001; Pollard et al.,
2009; Rembauville et al., 2015, 2016; Rigual-Hern�andez et al., 2016; Salter et al., 2012) and hence, affect the
efficiency of the biological pump (Tr�eguer et al., 2017), which is the process by which newly fixed organic
carbon is sequestered from the upper layer of the ocean, mainly through settling particles.

Since iron is a key limiting factor for primary production in HNLC regions, its availability shapes the spatial
and temporal patterns of the ocean productivity in these regions by altering the physiology of marine phy-
toplankton (Boyd, 2002; de Baar, 2005). The Fe:C quota of diatoms exhibits a wide range of values (Marchetti
et al., 2006; Sarthou et al., 2005), which reflects the environmental conditions as well as the variability in the
iron requirements to sustain the growth of this eukaryotic phytoplankton group. Several studies have
shown that oceanic diatoms are able to reduce their iron requirements under iron limiting conditions in
comparison with coastal species (Kustka et al., 2007; Marchetti et al., 2006; Strzepek & Harrison, 2004).
Accordingly, laboratory studies suggest that several diatom species from the SO have developed a specific
adaptive strategy (Strzepek et al., 2011, 2012). Indeed, in cultures, the intracellular Fe content and Fe:C ratios
of four SO diatoms were found to display exceptionally low values, at least two fold lower than currently
reported for oceanic algal species such as Phaeocystis (Strzepek et al., 2011). When compared to diatom spe-
cies from temperate latitudes, SO diatoms were found to require lower cellular iron concentrations and Fe:C
ratios to achieve comparable growth rates and their iron requirements decreased or remained relatively
constant with decreasing light levels (Strzepek et al., 2012).

For now, this adaptation strategy of SO diatoms is not yet accounted for in any biogeochemical models. In
this study, we sought to characterize and quantify the sensitivity of the seasonal variability of the air-sea
CO2 fluxes in the SO to this adaptation strategy. For that purpose, we used a global configuration of a cou-
pled ocean physical and biogeochemical model. We show that accounting for this behavior of SO diatoms
has large impacts on the biological pump that lead to significant changes in the simulated seasonal cycles
of both surface chlorophyll concentrations and pCO2. These results have important implications for the eval-
uation of air-sea CO2 exchanges in climate models and stress the role played by SO diatoms in the carbon
cycle. Our study also highlights the influence of the availability of iron on the physiology and the demand
of phytoplankton and the strong impacts this influence has on primary production in biogeochemical
models.

2. Method

2.1. Ocean Biogeochemical Model: NEMO-PISCES
We used the hydrodynamical and biogeochemical model NEMO (Nucleus for European Modelling of the
Ocean) version 3.6 (Madec, 2008). The model couples the ocean dynamical code OPA (Madec, 2008), the
sea-ice model LIM2 (Timmermann et al., 2005), and the marine biogeochemical model PISCES-v2 (Pelagic
Interaction Scheme for Carbon and EcosystemStudies) (Aumont et al., 2015). We used NEMO in a global
configuration with a nominal horizontal resolution of 28 with increased 0.58 latitudinal resolution at the
equator (ORCA2 grid). The vertical grid has 31 levels with 10 levels in the upper 100 m and adopts a partial



step z-coordinate scheme. Lateral mixing along isopycnal surfaces is computed as in Lengaigne et al.
(2003). Baroclinic instabilities follow the Gent and McWilliams (1990) parametrization and vertical mixing is
parameterized using the turbulent kinetic energy scheme (Gaspar et al., 1990) as modified by Madec (2008).

The dynamical state of the ocean simulated by NEMO drives the PISCES model in an offline mode as
described in Aumont et al. (2015). PISCES simulates the lower trophic levels of the marine ecosystem with
two phytoplankton compartments (diatoms and nanophytoplankton), two zooplankton size-classes (micro-
zooplankton and mesozooplankton) and the biogeochemical cycles of carbon and of the main nutrients (N,
P, Fe, and Si). Phytoplankton growth in PISCES-v2 (Aumont et al., 2015) is parameterized according to a
mixed Monod-quota approach: phytoplankton growth rate is limited by the external availability of N and P
for both groups, of Si for diatoms, and by the internal availability of iron (Fe quota), which means that the
iron quota is variable. The iron limitation term for phytoplankton (nanophytoplankton and diatoms) is mod-
eled according to a classical quota formulation:

LP
Fe5min 1;max 0;

hFe;P2hFe;P
min

hFe;P
opt

!!

where hFe;P is the iron quota of phytoplankton (P) modeled as described in Aumont et al. (2015) and hFe;P
opt is

the optimum iron quota. This formulation allows for luxury uptake of iron following the modeling frame-
work proposed by Buitenhuis and Geider (2010). In this equation, the minimum iron quota, hFe;P

min , denotes
the minimum iron requirement of phytoplankton to achieve photosynthesis, respiration, and nitrate/nitrite
reduction. In the standard version of the model, hFe;P

min follows the parametrization proposed by Flynn and
Hipkin (1999) as adapted by Aumont et al. (2015) which predicts values typically between 7 and 15 mmol Fe
mol C21 for diatoms in the SO. These values of the minimum iron quota are significantly larger, by up to a
factor of 10, than what has been evidenced in cultures by Strzepek et al. (2011, 2012).

In order to account for the specific adaptation of diatoms to the low availability of iron in the SO, we modi-
fied the hFe;P

min formulation south of 308S. More specifically, we fixed hFe;P
min at a constant value of 2 mmol Fe mol

C21 south of 458S. This corresponds to the upper range of the smallest ratios that have been estimated for
four SO diatom species in the culture studies of Strzepek et al. (2011, 2012). The choice of a constant value
reflects the observed relative independence of the minimum iron requirements of diatoms to light levels
(Strzepek et al., 2012). A transition zone was defined between 308S and 458S where a linear interpolation
was applied between hFe;P

min computed according to Flynn and Hipkin (1999) and the constant minimum
value imposed south of 458S.

The model was initialized with World Ocean Atlas 2009 annual climatologies for nutrients (nitrate, phos-
phate, and silicate) and oxygen, GLODAP-v1 annual climatologies for DIC and alkalinity and with preindus-
trial atmospheric CO2 concentration (280 ppm). Two model experiments have been performed: one with
the standard version of the model (CTL) and one with the modifications described above (PHYSIO). Each
model configuration has been integrated for more than 3,000 years to achieve a quasi-balanced state for
the air-sea CO2 fluxes. Following these spin-up runs, both experiments have been forced by historical atmo-
spheric CO2 concentrations where atmospheric CO2 is increased from 287.3 ppm (year 1860) to 378.6 ppm
(year 2010).

The relative contribution of the thermodynamical, biological, and physical processes to the seasonal cycle
of pCO2 was decomposed into two main drivers of this variability: the solubility effect on one hand and the
biological and physical factors on the other hand. The relative contribution of temperature (solubility effect)
was computed following the formulation of Takahashi et al. (1993):

ð@pCO2=@TÞ
pCO2

50:0423�C21

The biological and physical relative contributions were deduced by subtracting the thermodynamic compo-
nent from the seasonal evolution of pCO2.

2.2. Observation Data Sets
In order to evaluate the model behavior against observations, we computed monthly climatologies for sur-
face chlorophyll concentrations and pCO2. For surface chlorophyll concentrations, we used the surface



chlorophyll distribution from MODIS-Aqua (Moderate Resolution Imaging Spectroradiometer, Standard
Mapped Images—Level 3 products) that covers the period 2002–2011 distributed by the Goddard Space
Flight Center and reprocessed with an algorithm specifically adapted for the SO (Johnson et al., 2013). For
pCO2, two observation products with different interpolation schemes have been used: the reconstructed
monthly maps of surface pCO2 from Landsch€utzer et al. (2014) and from Takahashi et al. (2009). The first
data set (Landsch€utzer et al., 2014) extrapolates observations synthesized in the Surface Ocean Carbon Atlas
(SOCAT) version 2 (Bakker et al., 2014) database and covers the period from 1998 to 2011, with a spatial res-
olution of 18 3 18. A monthly mean climatology centered on the year 2005 was computed to extract the
seasonal cycle from the interannual variability. The second data set (Takahashi et al., 2009) is a monthly cli-
matology constructed from about three million measurements of surface oceanic pCO2 covering the period
1970–2007 at a resolution of 48(latitude) 3 58(longitude). pCO2 values have been corrected for the reference
year 2000. To compare the data-based climatologies and the model results, we have computed the seasonal
DpCO2 anomalies by subtracting the annual mean value of DpCO2 to the seasonal evolution of DpCO2.

The monthly mean values of DpCO2 and surface chlorophyll concentrations (CHL) from the observations
and the model outputs have been averaged over the SO, defined as the entire oceanic region located south
of the Sub-Tropical Front (STF). The Antarctic circumpolar current separates the SO into three main zonal
regions with distinct hydrographic properties. Thus, for further analysis, we decomposed the SO into three
sub-regions defined from north to south as followed: the Sub-Antarctic Zone (SAZ), the Polar Zone (PZ) and
the Antarctic Zone (AZ). The boundaries between these regions were computed from the isocontours front
definitions proposed by Orsi et al. (1995) for the STF, the Sub-Antarctic Front (SAF) and the Polar Front (PF).
The SAZ lies between the STF and the SAF, the PZ between the SAF and the PF and the AZ between the PF
and the Antarctic continent.

3. Results

3.1. Validation of the Modeled Iron Distribution in the SO
Biological activity has been demonstrated to be tightly controlled by iron in the SO. As a consequence, a
proper representation of the biological pump in this region requires a realistic simulation of the iron distri-
bution. Figure 1 shows a comparison between the iron distributions from a global database constructed by
Tagliabue et al. (2012) and as simulated in the CTL experiment.

Even though the sparse data makes the validation of the model particularly difficult at the scale of the SO, a
visual inspection at three depth ranges (0–200, 200–1,000, 1,000–5,000 m) shows that globally the model
broadly captures the observed iron distribution. The differences between the observations and the model
tend to decrease with depth (Figure 1f). In the Pacific Ocean, south east of New Zealand and south of Tas-
mania, modeled iron concentrations are slightly too high, especially in the mesopelagic domain (200–
1,000 m, Figure 1e). Over the Kerguelen Plateau, observed values appear much lower than in the model. In
the Atlantic sector of the SO, the model simulates the iron concentrations along the Greenwich meridian,
offshore of Argentina and south of the Cape Horn reasonably well. However, simulated iron concentrations
are underestimated north of the Antarctic Peninsula and along the transect west of the Greenwich meridian
(Figure 1d). Some biases between the model and the observations occur around the Antarctic coast where
the model exhibits a significant overestimate of iron, for instance, in the Ross Sea and in the Amundsen Sea
(Figure 1d).

Table 1 shows a statistical analysis of the comparison between the modeled and observed iron distribu-
tions. The mean iron concentrations simulated in the model over the top 200 m of the ocean are slightly
underestimated. In the deep ocean, they are more strongly underestimated, by about 0.1 nmol L21. The
model performs the best in the deep ocean where the correlation coefficient (R) is the highest and the
mean absolute error (MAE) is the lowest. In the upper ocean, the model performs less well with a R value of
0.35 and a MAE of 0.34 nmol L21. The mesopelagic zone is the domain in which the model exhibits the
poorest performance at reproducing the observed variance of iron. This analysis of the modeled iron distri-
bution allows us to conclude that the model realistically represents the mean iron concentrations in the
three depth domains. Indeed, it displays no significant underestimation or overestimation of iron concentra-
tions in the SO.



3.2. An Enhanced Biological Pump Driven by Diatoms Primary Production
The implementation of a low and constant minimum iron quota for diatoms in the biogeochemical model
has a noticeable impact on the spatial distribution of the iron quota of diatoms in the SO (Figure 2). In the
CTL experiment (Figure 2a), this quota displays summer values ranging from 10 to 25 mmol Fe mol C21 with
lower values in the open ocean and higher values in coastal regions such as over the Kerguelen Plateau,
near the South Georgia Island and the Crozet archipelago, and close to the Antarctic coast. In the PHYSIO
experiment, the model predicts much lower iron quotas for diatoms in the open ocean. These quotas are
reduced by a factor of about 2 with mean values around 5 mmol Fe mol C21 (Figure 2b). In coastal regions
and downstream of the southern islands, iron quotas remain similar to the values predicted in the CTL
experiment. This more contrasted distribution of the diatoms iron quota illustrates the larger plasticity of
the iron requirements of this phytoplankton group in the PHYSIO experiment. This higher spatial variability
is in agreement with studies on the physiology of diatoms (Kustka et al., 2007; Marchetti et al., 2006; Strze-
pek & Harrison, 2004), which show large differences in the iron quotas of oceanic and coastal diatom
species.

The lower iron requirements of diatoms in the PHYSIO experiment
allow this phytoplankton group to become more competitive at low
dissolved iron concentrations. This translates into a larger diatoms
biomass during the productive season that increases the total primary
production in the SO (Table 2). In the CTL experiment, diatoms con-
tribute �38% of the total primary production in the SO, �32% in the
SAZ, �35% in the PZ, and �45% in the AZ. The new parametrization
increases this contribution to �48% in the SO, �36% in the SAZ,
�49% in the PZ, and 56% in the AZ. The 10% increase in the diatom
contribution to the SO total primary production brings the PHYSIO
experiment closer in line with the lower range of estimates from satel-
lite observations that suggest that diatoms contribute from 50% to

Table 1
Statistical Analysis of the Distribution of Iron in the Southern Ocean, South of
358S, in the Data and in the CTL Experiment. R is the Correlation Coefficient and
MAE, the Mean Absolute Error

0–200 m 200–1,000 m 1,000–5,000 m

Data
(n 5 1379) CTL

Data
(n 5 878) CTL

Data
(n 5 582) CTL

Mean Fer (nmol L21) 0.43 0.40 0.47 0.48 0.58 0.47
R 0.35 0.13 0.46
MAE (nmol L21) 0.34 0.29 0.24

Figure 1. (a–c) Distribution of the mean iron concentrations from observations and (d–f) difference between the mean iron concentrations in the CTL experiment
and in the observations in the Southern Ocean, south of 308S. Iron concentrations are averaged over (a and d) 0–200 m, (b and e) 200–1,000 m and (c and f)
2,000–5,000 m. Model values were sampled at the same location as data.



89% to total primary production in the SO (Alvain et al., 2008; Rousseaux & Gregg, 2013). Overall, primary
production is increased by 0.244 GtC yr21, the PZ and the AZ contributing mainly to this increase (Table 2).

Diatoms are known to strongly contribute to carbon export in the SO, but show a variable efficiency (Pollard et al.,
2007, 2009; Rembauville et al., 2015; Rigual-Hern�andez et al., 2015a, 2015b; Salter et al., 2012). Quantifying the car-
bon export from observations in the SO is a challenging task due to the lack of observations. Thus, a proper evalua-
tion of the model behavior is impossible at the scale of the SO. Here we compare the carbon export at 150 m
simulated in our two experiments for the summer period (Figure 3). In both experiments, the spatial distribution
of the carbon export over the SO is contrasted. The highest values are found in naturally iron-fertilized regions
and the lowest values in open ocean areas that are not downstream of islands (Figures 3a and 3b). The main differ-
ence is a significant increase of carbon export in the PHYSIO experiment in regions where export is already low
(Figure 3b). These increased values of carbon export remain within the range of observations (Ducklow et al.,
2008; Laurenceau-Cornec et al., 2015; Morris et al., 2007; Puigcorb�e et al., 2017; Roca-Mart�ı et al., 2017).

Total carbon export in the SO is increased by 16% from 1.47 GtC yr21 in the CTL experiment to 1.71 GtC
yr21 in the PHYSIO experiment (Table 3). Although the diatom contribution to total primary production is
increased by 10% (Table 2), the larger relative increase in export is explained by the more efficient carbon
export out of the euphotic zone sustained by diatoms. However, this change in export exhibits distinctive
differences between the three hydrological provinces (Table 3). The SAZ, which has the largest contribution
to carbon export in the CTL experiment with 0.59 GtC yr21, shows the lowest increase of about 0.02 GtC
yr21, i.e. 3%, in the PHYSIO experiment. In the PZ and the AZ, carbon export is increased by 0.08 GtC yr21

and by 0.12 GtC yr21 respectively, which represents an increase of 23%. With the new parametrization, the
AZ becomes the region where carbon export is the largest.

3.3. Spatial Distribution of Surface Chlorophyll
First, we analyze the ability of the model to reproduce the spatial pat-
terns of CHL during the most productive season (December, January,
and February) in the SO, south of 308S. Qualitatively, the comparison
between the observations and the CTL experiment shows that the
model reproduces the specific HNLC distribution of CHL in the whole
SO with large areas characterized by low values that contrast with
specific regions of high CHL (Figures 4a and 4b). The model captures
the island mass effect, which initiates blooms downstream of Kergue-
len Island and associated plateau, the Crozet Islands and the South
Georgia Island (Sullivan et al., 1993; Tyrrell et al., 2005). These naturally
iron-fertilized regions (Blain et al., 2007; Borrione & Schlitzer, 2013; Pol-
lard et al., 2007) are represented in the model thanks to the inclusion
of specific coastal and shelf iron sources. Along the Antarctic coast,

Figure 2. Spatial distribution of the mean iron quota of diatoms in summer (December, January, and February) in the
Southern Ocean, south of 308S in (a) the CTL experiment and (b) the PHYSIO experiment. Annual mean positions of the
fronts are shown by the black lines: from north to south, the STF, the SAF, and the PF.

Table 2
Relative Contribution of Diatoms to Total Primary Production in the CTL and
PHYSIO Experiments. The Difference in Total Primary Production Integrated Over
Depth Between the PHYSIO and the CTL Experiments (DPP in GtC yr21) Is Also
Shown for the Sub-Antarctic Zone (SAZ), the Polar Zone (PZ), the Antarctic Zone
(AZ) and the Southern Ocean (SO), South of the Subtropical Front. In Brackets
Are the Values of the Total Primary Production Integrated Over Depth in the CTL
Experiment

Experiment SAZ PZ AZ SO

CTL 32% 35% 45% 38%
PHYSIO 36% 49% 56% 48%
DPP (GtC yr21) 0.026 (2.1) 0.097(1.3) 0.120 (1.7) 0.244 (5.5)



the model predicts a summer bloom of CHL which displays the correct magnitude but observations show
more contrasted spatial distributions (Figure 4a). The most notable biases occur mainly in the frontal zone
between the STZ and the SAZ, north of 458S, along the Patagonian shelf, in the region of the Agulhas cur-
rent retroflection and around New Zealand. The resolution of the model is too coarse to represent the nutri-
ent enrichment induced by the elevated mesoscale and submesoscale activities that characterize these
regions (L�evy et al., 2012; Rosso et al., 2015, 2016).

The new parametrization is not expected to improve the spatial distribution of CHL (Figure 3c) since these
patterns are strongly driven by dynamical and topographical features (Mashayek et al., 2017; Rosso et al.,
2015), which are identical in both runs. However, some slight improvements are displayed in the PHYSIO
experiment as supported by a quantitative evaluation of the model experiments presented in Table 4 and
comprising the correlation coefficient (R), the mean absolute error (MAE), the average error (AE) and the
normalized standard deviation (STD). Two other model performance metrics are added to assess the model
skill as suggested in Stow et al. (2009): the reliability index (RI) (Leggett & Williams, 1981) and the modeling
efficiency (MEF) (Nash & Sutcliffe, 1970). The RI denotes the average factor by which the model diverges
from the observations. This index should be close to 1. The MEF evaluates how well the model predicts
observations relative to the average of the observations. A value near 1 indicates a close match with the
observations. A negative value means that the average of the observations is a better predictor than the
model. For CHL, the scores for MAE, AE, STD and MEF are almost identical in both runs. Nonetheless, moder-
ate improvements are displayed in the PHYSIO experiment, the coefficient of correlation showing a slightly
higher value than in the CTL experiment and the RI index decreasing to a value closer to 1.

3.4. Seasonal Evolution of Surface Chlorophyll
Here we analyze to which extent the lower iron requirement of diatoms modifies the modeled representa-
tion of the seasonal cycle of CHL. While the new parametrization only modestly improves the skill of the
model to reproduce the spatial distribution of CHL in the SO, the seasonal evolution of CHL exhibits a better
agreement with the observations than in the CTL experiment (Figure 5d). In particular, the PHYSIO experi-

ment predicts a larger seasonal cycle amplitude in CHL, with a peak
value of the bloom in December that is almost identical to the
observed climatological value. The decline of the bloom from Decem-
ber to May also shows a temporal evolution which follows more
closely the observations but with mean CHL values about 0.1 mg m23

too low from January to May.

This global improvement in the seasonal evolution of CHL with the
new parametrization conceals contrasted results in the three hydro-
logical provinces. In the SAZ (Figure 5a), both experiments simulate

Figure 3. Spatial distribution of the mean carbon export at 150 m (mgC m22 d21) in summer (December, January, and
February) in (a) the CTL experiment and (b) the PHYSIO experiment. Annual mean positions of the fronts are shown by
the black lines: from north to south, the STF, the SAF, and the PF.

Table 3
Annual Mean Carbon Export at 150 m in GtC yr21 in the CTL and the PHYSIO
Experiments in the Sub-Antarctic Zone (SAZ), the Polar Zone (PZ), the Antarctic
Zone (AZ), and the Southern Ocean (SO), South of the Subtropical Front

Experiment SAZ PZ AZ SO

CTL 0.59 0.35 0.53 1.47
PHYSIO 0.61 0.43 0.65 1.71



relatively similar variations of CHL. Nonetheless, in the PHYSIO experiment, the bloom peaks about one
month later, in December, and CHL concentrations remain slightly higher from January to March. This sea-
sonal evolution agrees slightly better with satellite observations, even if the summer mean values remain
underestimated by 0.07 mg Chl m23. In the PZ (Figure 5b), the CHL seasonal cycle simulated in the PHYSIO
experiment is notably improved with a summer peak bloom in December instead of November in the CTL
experiment. The amplitude of the bloom is also strongly increased although underestimated by about
0.1 mg Chl m23 compared with the observations. The decline of the bloom from December to May shows
higher values during the whole period in better agreement with the observations. In the AZ (Figure 5c), the
PHYSIO experiment also predicts a larger seasonal cycle than in the CTL experiment. Relative to the satellite
data, the bloom onset, its development and its decline are in phase with the observations. The peak of
the bloom arises one month too early in December, while CHL is slightly overestimated by about 0.05 mg
Chl m23.

3.5. Spatial Distribution of DpCO2

We found that parametrizing the physiological adaptation of SO diatoms to the low availability of iron
increased primary production and strengthened the efficiency of the biological pump in the SO. In this sec-
tion, we attempt to quantify the consequences of the enhanced biological pump on the air-sea CO2

exchange by examining the seasonal variability of pCO2.

Figure 6 shows the spatial distributions of the seasonal amplitude (winter minus summer) of DpCO2 in
the two data-based climatologies and in both model experiments. The observations display an annular
distribution of negative and positive seasonal differences of DpCO2 in the SO with high positive values
around the Antarctic continent, lower positive values ranging from 0 to 40 matm from 608S to 458S and

negative values north of 408S (Figures 6a and 6b). The positive annu-
lar distribution around the Antarctic continent is properly repre-
sented in both experiments as well as the negative annular
difference north of 408S. The main change lies between 408S and
608S where the CTL experiment simulates an alternating longitudinal
distribution of positive and negative seasonal differences of DpCO2.
Large areas of negative values are found in the Atlantic basin, north
of the South Georgia Island, in the Indian basin, south of the Kergue-
len Plateau, and in the Pacific sector, south of New Zealand (Figure
6c). These large regions of negative values, which fall in a zonal band
that encompasses the PZ and the northern part of the AZ, are absent
in both data-based climatologies (Figures 6a and 6b). The PHYSIO
experiment seems to partly correct this bias by reducing the magni-
tude of the negative seasonal differences south and north of the PF
(Figure 6d).

Figure 4. Spatial distribution of the mean surface chlorophyll concentrations in summer (December, January, and February) in the Southern Ocean, south of 308S,
from (a) observations (MODIS-Aqua), (b) the CTL experiment, and (c) the PHYSIO experiment. Annual mean positions of the fronts in the model are shown in both
experiments by the black lines: from north to south, the STF, the SAF, and the PF.

Table 4
Statistical Model-Data Comparison of the Two Experiments for Surface Chloro-
phyll Concentrations South of the STF. R, MAE, AE, STD, RI, and MEF are, Respec-
tively, the Correlation Coefficient, the Mean Absolute Error, the Average Error,
the Normalized Standard Deviation, the Reliability Index, and the Modeling
Efficiency

CTL PHYSIO

R (log) 0.51 0.53
MAE (mg Chl m23) 0.29 0.27
AE (mg Chl m23) 20.27 20.23
STD 0.25 0.22
RI 2.06 1.89
MEF 20.01 0.03



The statistical analyzes of the spatial distribution of the DpCO2 anomalies between the data-based prod-
uct of Landsch€utzer et al. (2014) and the experiments provide a more quantitative evaluation of the
model behavior. Over the SO, the scores of the PHYSIO experiment show no marked improvements com-
pared to the CTL experiment (Table 5). The correlation coefficients are equal, and the MAE and the RI
index are almost identical in both experiments. The AE is improved since it is closer to zero whereas both
the STD and the MEF exhibit a poorer performance in the PHYSIO experiment. However, when this statisti-
cal analysis is restricted to both the SAZ and the PZ, the scores of the PHYSIO experiment are now notably
improved compared to the CTL experiment. The slightly higher value of R suggests that the spatial pat-
terns of DpCO2 are better simulated than in the CTL experiment. Biases between predicted and observed
values of DpCO2 anomalies are markedly reduced in the PHYSIO experiment as illustrated by the lower
values of both MAE and AE. Furthermore, the normalized standard deviation is slightly closer to 1. Finally,
the PHYSIO experiment exhibits better model performance with a slightly lower and closer to 1 RI index
and a MEF index that switches from a significantly negative value in the CTL experiment to a positive
value in the PHYSIO experiment. This statistical analysis together with the qualitative comparison
between the spatial distributions of DpCO2 suggest that the region located in the southern part of the
AZ, i.e., in the seasonally ice-covered zone, seems to introduce significant biases in the spatial distribution
of DpCO2 in the model. The lower iron requirement of diatoms prescribed in the PHYSIO experiment
appears to increase this bias. This conclusion is further illustrated in the following description of the sea-
sonal cycle of DpCO2.

Figure 5. Seasonal cycles from June to May of the surface chlorophyll concentrations (mg Chl m23) from the remote sensing observations (dashed line, gray), the
CTL experiment (light green), and the PHYSIO experiment (dark green) averaged over (a) the Sub-Antarctic Zone (SAZ), (b) the Polar Zone (PZ), (c) the Antarctic
Zone (AZ), and (d) the Southern Ocean (SO), south of the subtropical front.



3.6. Seasonal Evolution of DpCO2

The phasing of the seasonal evolution of DpCO2 averaged over the SO is slightly modified when the physio-
logical adaptation of diatoms is introduced in the model (Figure 7d). Maximum values of DpCO2 in the
PHYSIO experiment are reached in September as shown by the observations. Minimum values are reached
one month later than in the CTL experiment, in January, in agreement with the observations. In the PHYSIO
experiment, the seasonal amplitude is increased by about 6 matm which seems to be too large, whereas the

amplitude simulated in the CTL experiment falls within the lower
range of the data-based climatologies.

The observed DpCO2 seasonal cycle in the SAZ (Figure 7a) is charac-
terized by a double peak which is representative of a transition
between the oligotrophic warm waters of the subtropics, north of the
SAZ, and the more productive waters, south of the SAZ (Merlivat et al.,
2015; Metzl, 2009). The summer peak ensues from the warming of sur-
face waters (solubility effect) whereas the winter maximum results
from the vertical entrainment of subsurface DIC-rich waters. In the
PHYSIO experiment, the summer peak is lower, and the winter peak is
slightly higher than for the CTL experiment. This marks a shift to a
regime in which the vertical entrainment of nutrients in winter and
the biological pump in summer exert a stronger control on pCO2. This
interpretation is supported by the decomposition of DpCO2 into its ther-
mal component which is a function of sea surface temperature (SST)
and into its both biological and dynamical components (Figure 8a). The

Figure 6. Spatial distribution of the seasonal amplitude (winter minus summer) of DpCO2 (pCOoc
2 – pCOatm

2 ) determined
from (a) the Takahashi climatology, (b) the Landsch€utzer climatology, (c) the CTL experiment, and (d) the PHYSIO experi-
ment. Winter encompasses June, July, and August and summer December, January, and February. Annual mean positions
of the fronts in the model are shown in both experiments (black lines): from north to south, the STF, the SAF, and the PF.

Table 5
Statistical Model-Data Comparison of the Two Experiments for DpCO2 (pCOoc

2 –
pCOatm

2 ) Anomalies in the Southern Ocean (SO) and in the Region That Encom-
passes the SAZ and the PZ (SAZ 1 PZ), South of the STF. R, MAE, AE, STD, RI,
and MEF are, Respectively, the Correlation Coefficient, the Mean Absolute Error,
the Average Error, the Normalized Standard Deviation, the Reliability Index, and
the Modeling Efficiency

SO SAZ 1 PZ

CTL PHYSIO CTL PHYSIO

R 0.67 0.67 0.43 0.49
MAE (matm) 10.9 11.3 7.08 6.40
AE (matm) 3.16 21.75 4.27 2.21
STD 1.20 1.42 0.85 0.89
RI 1.47 1.43 1.67 1.61
MEF 0.15 20.13 20.24 0.02



thermal contribution shows no difference between both experiments whereas the dynamical and biological
contributions to the seasonal evolution of pCO2 are slightly increased in the PHYSIO experiment. However, this
shift is too weak to cancel out the model deficiencies in that region which suggests that the biological pump
remains on average too weak in the PHYSIO experiment.

In the PZ, the phase and the amplitude of the seasonal cycle of DpCO2 simulated in the PHYSIO experiment
are closer to the observations than in the CTL experiment (Figure 7b). The CTL experiment simulates a sea-
sonal cycle characterized by two low maximums in August and February. This strongly contrasts with the
observations which exhibit a minimum in summer followed by a single maximum in winter. This erroneous
double peak disappears in the PHYSIO experiment where the seasonal amplitude is larger, the maximum
being reached in August and the minimum in December in agreement with the observations. The DpCO2

seasonal cycle amplitude in the PHYSIO experiment remains too low by 2 matm.

In the PHYSIO experiment, the longer and stronger bloom induces a more intense DIC uptake through pho-
tosynthesis than in the CTL experiment. This larger uptake is associated with a larger carbon export, driving
a stronger vertical gradient of DIC (Figure 9a). During this productive season (between December and Feb-
ruary), warmer temperatures act to increase oceanic pCO2. This thermodynamic effect is balanced by the
biological uptake of DIC that tends to decrease surface pCO2. In the PHYSIO experiment, the biological
effect is stronger than the thermodynamic effect, leading to a decrease in pCO2 (Figure 8b). In the CTL
experiment, a similar thermodynamic effect associated to a weaker biological uptake results in a small
increase in pCO2. In winter (from June to October), the solubility effect is equal in both experiments.

Figure 7. Seasonal cycles from June to May of the anomalies of DpCO2 (pCOoc
2 – pCOatm

2 ) from observations, Landsch€utzer data set (dashed line, dark gray), Taka-
hashi data set (dashed line, light gray), the CTL experiment (light blue), and the PHYSIO experiment (dark blue) averaged over (a) the Sub-Antarctic Zone (SAZ), (b)
the Polar Zone (PZ), (c) the Antarctic Zone (AZ), and (d) the Southern Ocean (SO), south of the subtropical front.



However, the winter entrainment of DIC is stronger in the PHYSIO experiment leading to a larger increase in
pCO2 in September, about 3 matm more than in the CTL experiment. The larger amplitude of the seasonal
cycle of DpCO2 in the PHYSIO experiment compared to the CTL experiment is thus due to a larger

Figure 8. Seasonal cycles from June to May of the thermodynamical (sst) and both biological and dynamical (dyn 1 bio) relative contributions to the seasonal
cycle of DpCO2 averaged over (a) the Sub-Antarctic Zone (SAZ), (b) the Polar Zone (PZ), (c) the Antarctic Zone (AZ), and (d) the Southern Ocean (SO), south of the
subtropical front. The light red (CTL) and the dark red (PHYSIO) curves denote the thermodynamic effect. The biological and physical factors are displayed in light
blue (CTL) and dark blue (PHYSIO).

Figure 9. Vertical gradients of DIC (mmol m23) from 0 to 350 m depth in (a) summer, (b) winter, and (c) seasonal difference (winter minus summer) of the vertical
gradients of DIC in the CTL experiment (blue) and in the PHYSIO experiment (orange) in the Polar Zone.



contribution of both the biological uptake (around 4 matm in summer) and the physical supply of DIC
(around 3 matm in winter).

This result is illustrated in Figure 9 that shows vertical profiles of DIC in the upper layer. These profiles are
almost identical in winter in both experiments (Figure 9b) whereas the vertical gradient of DIC in summer is
larger in the PHYSIO experiment (Figure 9a). In comparison with the CTL experiment, summer DIC concen-
trations in the PHYSIO experiment are lower in the mixed layer and higher below. This difference intensifies
the amplitude of the seasonal gradient (winter minus summer) of DIC in the mixed layer in the PHYSIO
experiment (Figure 9c) suggesting that the biological pump may drive a part of the winter entrainment of
DIC.

In the AZ (Figure 7d), the seasonal amplitude of DpCO2 simulated in the CTL experiment is on average 25%
larger than in the climatologies of Takahashi et al. (2009) and Landsch€utzer et al. (2014). The PHYSIO experi-
ment amplifies this bias by increasing this amplitude by 30% suggesting that the biological drawdown of
DIC during the favorable season is much too large (Figure 8d). However, in the latter, the seasonal variations
of surface chlorophyll fall within the range of the observations (Figure 5c). Yet, the AZ is characterized by a
high biomass low export regime (Lam & Bishop, 2007), thus a potential explanation for these apparently
contradicting features is that the model predicts a realistic magnitude of primary productivity, but a too effi-
cient carbon export to the ocean interior. Indeed, it has been suggested that the SO is characterized by a
low vertical transfer efficiency of export, whose causes remain elusive (Cavan et al., 2015; Laurenceau-
Cornec et al., 2015; Le Moigne et al., 2016; Maiti et al., 2013; Morris et al., 2007).

3.7. Sea-Air CO2 Flux
Figure 10a shows the annual mean sea-air fluxes of CO2 for 2010, for the three hydrological provinces and
for the whole SO. Observations and modeled integrated fluxes are computed using the formulation of the
gas transfer coefficient proposed by Wanninkhof (1992). Taking into account the physiological adaptation
of diatoms to low iron increases the biological pump, which then has a moderate, but nonnegligible impact
on the integrated sea-air CO2 flux in each zone (Figure 10a). The stronger carbon export in the PHYSIO
experiment enhances the carbon pump in the SAZ and in the PZ relative to the CTL experiment. In both
regions, the total annual uptake of CO2 is slightly increased (by 0.04 and 0.05 PgC yr21 in the SAZ and in
the PZ, respectively). The model better matches the observational estimates in the SAZ, and switches from
a slight source to a slight sink of atmospheric CO2 in the PZ as suggested from data-based flux estimates.
However, these results are not statistically significant as they remain within the 60.15 PgC yr21 observa-
tional uncertainty range. The main discrepancy between the model experiments and the observations
occurs in the AZ. The sea to air outgassing of carbon is much larger than estimated from the observations,
more than 10 times larger in both experiments. The new parametrization does not improve the model per-
formance, and in fact even slightly worsens it. The increased degassing of carbon to the atmosphere in the
AZ in the PHYSIO experiment is explained by the stronger export of DIC to the deep ocean in the SAZ and

Figure 10. (a) Annual mean sea-air fluxes of CO2 (PgC yr21) integrated over the SO and over the three provinces in the
CTL experiment (pink), the PHYSIO experiment (red), and the observations (gray) for 2010. Error bars in the observations
are overprinted in dark gray. (b) Difference in the zonal mean concentrations of DIC (mmol m23) between both experi-
ments (PHYSIO minus CTL).



in the PZ. The resulting larger concentrations of DIC in the ocean’s interior are transported back to the sur-
face in the AZ by upwelling and deep convective mixing (Figure 10b). Finally, the sea-air CO2 flux estimated
from the PHYSIO experiment over the SO is still a slight source of CO2 for the atmosphere mainly due to the
biased representation of the carbon source in the AZ, at least with respect to the data-based climatologies.

4. Discussion

This sensitivity study shows that taking into account the adaptive strategy of diatoms to low iron concentra-
tions in the SO has significant impacts on the representation of the biological pump and the seasonal evolu-
tion of surface chlorophyll and pCO2 in this region. The contribution of the biological pump to the air-sea
CO2 exchange is increased, which substantially alters the subtle balance between the simulated biological,
dynamical and thermodynamic factors that shape the seasonal variability of pCO2. In the specific case of
PISCES, this tends to better reconcile the model with the observed seasonal variability of CHL in the whole
SO and, at least partially, the seasonal evolution of pCO2, mainly in the PZ. A high primary production asso-
ciated with a weak vertical mixing in the upper ocean drives pCO2 to low values during summer whereas
low winter primary production and intense mixing in winter cause high pCO2 values, counterbalancing the
solubility effect. In addition, our model experiments suggest that the winter entrainment of carbon is tightly
coupled to the biological export of carbon in summer, with increased carbon export leading to increased
entrainment of DIC.

Our results point to a discrepancy in the seasonal cycle of pCO2 between the observations and the model in
the AZ where the model strongly overestimates the amplitude of the seasonal variations of pCO2 (Figure
7c). The data coverage in autumn and winter in this region is particularly scarce and is not sufficient to fully
constrain the winter end member of the seasonal cycle (Bakker et al., 2014). Moreover, the spatial distribu-
tion of pCO2 provided by the data-based climatologies are constructed by large scale interpolation of sparse
observations in space and have strong temporal biases. As a consequence the observed seasonal cycle
should be considered with care, especially during the unfavorable season. Indeed, the recent study by Wil-
liams et al. (2017) shows that the amplitude of the seasonal cycle of pCO2 might be largely underestimated
in the AZ, in agreement with our model. The SOCCOM project (http://soccom.princeton.edu/) will help to fill
the gaps in the observations at the seasonal scale in the SO.

Both model experiments display a strong bias when assessing the sea-air CO2 fluxes in the AZ that shows a
large and excessive outgassing of CO2 compared to the observations (Figure 10a). It is difficult to diagnose
if this large error is due to a deficiency in the model behavior or if it arises from a biased estimation due to
sparse air-sea CO2 exchanges observations in the AZ. However, in the model, this bias could be possibly
linked to a too strong convection in winter in the SO, especially in the Weddell Sea, which brings back
excessive amounts of DIC to the surface.

4.1. Is the Change in the Diatoms Contribution to Total Primary Production Realistic?
Our study links the physiological adaptation of SO diatoms to the intensity of the biological pump through
the increased contribution of this phytoplankton group to total primary production in the SO. Quantita-
tively, the new parametrization increases this contribution by 10% in the whole SO (Table 2). Is this change
in the diatoms contribution to total primary production realistic? This is a challenging question in view of
the poor data coverage of diatom abundance in the SO. We propose an indirect diagnostic in order to eval-
uate whether the modeled diatom abundance and silicification in the SO are improved with the new adap-
tation process. Diatoms synthesize their silica walls or frustules (Round et al., 1990), which are made of
hydrated glass (Drum & Gordon, 2003), from silica dissolved in seawater (Armbrust, 2009). They exert a
major control on the biogeochemical cycle of silicon in the oceans (Armbrust, 2009; Tr�eguer & De La Rocha,
2013) and in the SO (Buesseler et al., 2001; Qu�eguiner & Brzezinski, 2002). Hence, we compared the seasonal
cycles of surface silicate predicted by both experiments to the climatology from the World Ocean Atlas. It
should be borne in mind that this does not constitute a typical model validation, but a partial and indirect
verification of our model. For instance, the seasonal evolution of silicate is not only controlled by the abun-
dance of diatoms but also by their level of silicification (their Si:C ratio), which can be highly variable (Las-
bleiz et al., 2014; Martin-J�ez�equel et al., 2000; Sarthou et al., 2005) depending on the growing conditions
this group experiences (Brzezinski, 1985; Bucciarelli et al., 2010; Hoffmann et al., 2007; Lasbleiz et al., 2014).
We find that the seasonal evolution of surface silicate concentrations (Si) in the PHYSIO experiment is

http://soccom.princeton.edu/


improved when compared to climatological data in two hydrological provinces (Figures 11a and 11b). The
PHYSIO experiment better reproduces the amplitude and the mean values of Si in the SAZ (Figure 11a) and
in the PZ (Figure 11b). In these provinces, the seasonal amplitude simulated in both experiments is weaker
than in the observations but displays a slight increase in the PHYSIO experiment. In the AZ, the PHYSIO
experiment values range between the CTL experiment and the observations displaying a larger seasonal
amplitude (Figure 11c). Both experiments overestimate the observed seasonal evolution of Si in this hydro-
logical province. In the whole SO, the mean value of Si simulated in the PHYSIO experiment stays closer to

the observations with a larger amplitude due to the AZ bias (Figure
11d). Quantitatively, this seasonal improvement is supported by the
statistical evaluation of the model experiments (Table 6). The correla-
tion coefficient R for both experiments are equal with a mean value of
0.89 indicating that the spatial patterns of Si are not significantly
changed between the two model experiments. However, the MAE
and AE, which measure the discrepancies between predicted and
observed values, are improved in the PHYSIO experiment. The two
added indices, RI and MEF, with values closer to 1, denote that the
PHYSIO experiment performs better than the CTL experiment. This
statistical model-data comparison for Si tends to strengthen the fact
that diatom productivity is better represented in the PHYSIO
experiment.

Figure 11. Seasonal cycles from June to May of the surface silicate concentration (Si, mmol m23) from the World Ocean Atlas 2013 observations climatology
(dashed line, gray), the CTL experiment (light blue), and the PHYSIO experiment (dark blue) averaged over (a) the Sub-Antarctic Zone (SAZ), (b) the Polar Zone
(PZ), (c) the Antarctic Zone, and (d) the Southern Ocean (SO), south of the subtropical front.

Table 6
Statistical Model-Data Comparison of the Two Experiments for the Surface Sili-
cate Concentration South of 358S. R, MAE, AE, RI, and MEF Are, Respectively, the
Correlation Coefficient, the Mean Absolute Error, the Average Error, the Reliabil-
ity Index, and the Modeling Efficiency

CTL PHYSIO

R 0.89 0.89
MAE (mmol m23) 9.70 7.60
AE (mmol m23) 7.70 4.06
RI 2.72 2.37
MEF 0.48 0.61



4.2. Are We Correcting the Right Process? A Mechanistic Assessment of the Model
In the specific case of our model, the explicit representation of the adaptation strategy of diatoms
improves the representation of the seasonal evolution of pCO2, except perhaps for the SAZ. Even if this
improvement was not intended as the primary objective of this study, we further analyze here its sound-
ness. As the mean seasonal cycle of pCO2 is a relatively small residual between two major compensating
mechanisms, i.e., the thermally driven solubility changes and the DIC-driven changes, a moderate error in
the seasonal cycle of temperature, salinity or entrainment in the model could explain the failure of the
CTL experiment at reproducing the correct seasonality of pCO2. Even though our study focuses on the
sensitivity of the carbon cycle to a biological process, here we present arguments to strengthen the point
that the incorrect seasonality of pCO2 in the CTL experiment is mainly explained by the underestimation
of the biological drawdown of DIC.

Figure 12. Seasonal cycles from June to May of the average anomalies of (a–d) sea surface temperature (SST) and (e–h) sea surface salinity (SSS) from the World
Ocean Atlas 2013 data-based climatologies (dashed lines, gray) and the model (CTL experiment, blue). The second row (i–l) displays the seasonal cycles from June
to May of the average anomalies of DpCO2 (pCOoc

2 – pCOatm
2 ) from the CTL experiment (light blue) and recomputed with the SST and SSS WOA13 data climatolo-

gies and with DIC and alkalinity of the CTL experiment (red). The last row (m–p) displays the seasonal cycles from June to May of the average mixed-layer depth
(MLD) from the Monthly Isopycnal and Mixed-layer Ocean Climatology (MIMOC, dashed line, gray) and the model (blue). The columns display from left to right (a,
e, i, and m) the Sub-Antarctic Zone (SAZ), (b, f, j, and n) the Polar Zone (PZ), (c, g, k, and o) the Antarctic Zone, and (d, h, l, and p) the Southern Ocean (SO), south
of the subtropical front.



The comparison of the seasonal cycles of sea surface temperature
(SST) and sea surface salinity (SSS) anomalies between the model and
climatological observations shows minor biases in the three hydrolog-
ical provinces (Figure 12). The model underestimates the seasonal
amplitude of SST by 0.78C in the SAZ (Figure 12a) and by 0.248C in the
PZ (Figure 12b). On the contrary, in the AZ, the model overestimates
this amplitude by 0.68C (Figure 12c). In the whole SO, the amplitude
and phase of SST are correctly reproduced (Figure 12d). Regarding
SSS anomalies, the seasonal amplitude is very similar between the
model and the climatology in each hydrological province (Figures

12e, 12f, and 12g) and globally (Figure 12h). This qualitative comparison is supported by the statistical diag-
nostics presented in Table 7 where the scores show a good correlation in the spatial patterns of SST and
SSS between the model and the observations with R values of 0.98 and 0.91, respectively. The biases
between predicted and observed values of SST and SSS expressed in the MAE and the AE exhibit no signifi-
cant deviations.

In order to quantitatively evaluate the impact of these small biases on pCO2, we have recomputed the
model pCO2 using the observed values of SST and SSS instead of the simulated values of SST and SSS (Fig-
ures 12i, 12j, 12k, and 12l). The results highlight that the solubility effect is well captured by the model as
the recomputed seasonal cycle is not significantly altered in the PZ, the AZ and over the SO (Figures 12j,
12k, and 12l). In the SAZ, the recomputed cycle of DpCO2 diverges from the CTL experiment cycle showing
that the thermal effect is here underestimated (Figure 12i). This implies that the biological pump should be
even stronger than suggested by the model. This gives us further confidence that the representation of the
thermodynamic contribution in the model is not responsible for the incorrect seasonality of pCO2 in the
CTL experiment.

Finally, when compared to the Monthly Isopycnal and Mixed-layer Ocean climatology (MIMOC) from
Schmidtko et al. (2013), the Mixed-Layer Depth (MLD) in the model is systematically shallower in summer
and deeper in winter (Figures 12m, 12n, 12o, and 12p) with a significant discrepancy in the SAZ (Figure
12m). This suggests that the winter entrainment of DIC might be overestimated by the model. In this study,
we pointed out that the biases simulated in the CTL experiment result from an insufficient contribution
from the biological pump and from winter entrainment (Figures 8a and 8b). Moreover, the model suggests
that the intensity of the winter entrainment could be closely linked to the strengthening of the seasonal
vertical gradient of DIC induced by the increased biological pump in the PHYSIO experiment (Figure 9). As a
consequence, the simulated excessive seasonal amplitude of the MLD cannot be advocated to explain the
model discrepancy in the SO. In fact, it should even drive an excessive winter entrainment, which strength-
ens the hypothesis that the biological pump is largely underestimated in the SO by the CTL experiment.

The above analyses permit us to conclude that the enhanced efficiency of the biological pump in summer
does not compensate for an overestimation of the contribution of the solubility effect to the seasonal cycle
of pCO2 in the SO. Furthermore, compared to the solubility effect, the relative contribution of winter
entrainment to the seasonal variability of pCO2 is probably overestimated as a result of an excessive sea-
sonal amplitude of the mixed layer. Both points give us some confidence in the fact that the contribution of
the biological pump is underestimated in the CTL experiment and that the adaptive response of diatoms in
the SO can be a mechanism by which this biological pump could be strengthened.

4.3. Limitations of the Study
Resolving properly the relative contribution of each process at the scale of the SO and for each hydrological
province is challenging because of the high sensitivity of DpCO2. The contrasted results in the SAZ, PZ, and
AZ between the observations and the PHYSIO experiment for CHL and DpCO2 reflect the difficulty to repre-
sent the contribution of the different environmental factors that shape the plankton community in this oce-
anic region (Boyd, 2002). They are difficult to diagnose and to disentangle as they are specific for each
region (Ardyna et al., 2017). Moreover, the lack of observations at the seasonal scale in the SO makes even
more challenging a proper representation of the relative contributions of each component (biological, phys-
ical, and thermodynamic) to the seasonal evolution of pCO2 in this key region for the climate system (Len-
ton et al., 2006; Majkut et al., 2014; Swart et al., 2015).

Table 7
Statistical Model-Data Comparison of the Two Experiments for Sea Surface Tem-
perature (SST), Sea Surface Salinity (SSS) and Mixed-Layer Depth (MLD) South of
358S. R, MAE, and AE Are, Respectively, the Correlation Coefficient, the Mean
Absolute Error, and the Average Error

SST (8C) SSS (psu) MLD (m)

R 0.98 0.91 0.51
MAE 0.84 0.33 45.6
AE 20.25 0.31 22.8



The simulated spatial distribution of CHL exhibits quite significant biases. As iron limitation is a major factor
controlling primary production in the SO, a point that could be put forward to explain these biases is the
complex representation of the different bioavailable sources of iron in the SO (Boyd et al., 2012; Strzepek
et al., 2005; Tagliabue et al., 2017). This complexity is not represented in biogeochemical models due to the
substantial uncertainties that exist regarding our understanding of the bioavailability of iron to phytoplank-
ton. Another point concerns the size distribution of diatoms which is represented by a single size-class in
the model. The composition of diatom communities shows different size-classes in the SO (Froneman et al.,
1995; Poulton et al., 2007) with different levels of carbon export efficiency (Froneman, et al., 2004; Lasbleiz
et al., 2016; Tr�eguer et al., 2017). Considering this disparity could have significant implications for the spatial
distribution and the seasonal evolution of pCO2 in the SO.

Finally, the coarse resolution of the model does not allow us to represent with a reliable approximation
the dynamical features that drive the availability of nutrients in the sunlit layer. This is illustrated by the
biased representation of the variability of MLD in the SO. Preliminary tests with model resolutions of 1
and 1=4 degree did not show any significant improvements in the spatial distribution of both CHL and
DpCO2 (not shown). A more realistic behavior could be expected with models at higher resolution (eddy
resolving model) that explicitly resolve mesoscale and submesocale dynamical processes (Rosso et al.,
2014, 2016).

4.4. Unknown and Uncertainties
Our study suggests that diatoms could grow more efficiently than previously thought in HNLC waters of the
SO. This efficiency is inherent to their physiological adaptation strategy to low iron concentrations and to
their ability to maintain a relatively high growth rate in spite of a low availability of iron (Strzepek et al.,
2011, 2012). This distinctive physiological feature, which is not yet integrated in biogeochemical models,
favors diatoms relative to other species and sustains a more significant biological pump with a major impact
on the seasonality of surface pCO2. We modeled this adaptive strategy using a very simple parametrization
which alters quite significantly the model behavior, and in our case, improves it. This is a promising first
step in our understanding and representation of the role played by the biological component in this region
which plays a critical role for the carbon cycle (Arrigo et al., 1998; Marinov et al., 2006).

Our results put forward the decisive role diatoms could have on air-sea CO2 flux variability but uncertainties
remain. The simple formulation adopted in our modeling approach revealed the great sensitivity of surface
chlorophyll and pCO2 to how iron physiology of phytoplankton is represented. It also points out some
important unresolved issues. Our proposed parametrization does not rely on a grounded mechanistic
understanding of the involved physiological processes. Instead, we imposed a single minimum iron quota
for diatoms in iron limited areas south of 458S. Actually, the SO is characterized by a strong spatial and tem-
poral heterogeneity which is reflected by a high variability in the values of the Fe:C quota (Twining et al.,
2004). Such heterogeneity could have an impact on the representation of the spatial patterns of surface
chlorophyll but at this stage, not enough is known about this process to better constrain it. Furthermore,
our study relies on findings from only two laboratory studies on SO diatom species (Strzepek et al., 2011,
2012). How this adaptive strategy operates and evolves in function of the iron availability, for which species
and what is the regional disparity of this strategy are questions that need to be addressed in order to be
able to properly resolve this adaptive response at the scale of the SO.

Diatoms are an important group in marine environments and a key phytoplankton group for the carbon
cycle (Nelson et al., 1995; Smetacek, 1999). Our modeling study suggests that this group may control to a
large extent the seasonal evolution of pCO2 in the SO. It is thus critical to better understand their physiology
and their spatial and temporal distribution in that region. To date, studies on this phytoplankton group
have been performed in very localized areas of the SO (Arrigo, 1999; Lasbleiz et al., 2016; Salter et al., 2012;
Wright & van den Enden, 2000), which does not provide a synoptic overview of its role. However, other spe-
cies play an important role in the SO such as Phaeocystis (Arrigo, 1999; Coale et al., 2003; DiTullio et al.,
2000) or coccolithophores (Balch et al., 2011; Cubillos et al., 2007; Mohan et al., 2008) and may have devel-
oped adaptation strategies to support the specific conditions of the SO, although dedicated studies are
lacking hitherto. Unfortunately, disentangling the relative contribution from each species and groups to the
carbon uptake is still an open question as too few observations are available in the SO to quantify it clearly.



Moreover, the links between the structure of the plankton community and carbon export are largely
unknown in the ocean remaining far from being properly modeled (Guidi et al., 2016).

5. Conclusion

This sensitivity study is a first step in highlighting the critical role the physiology of SO diatoms has on the
carbon export, the biological pump and the representation of the seasonal cycle of air-sea CO2 exchange.
SO diatoms can efficiently adapt their intracellular Fe requirements to the low availability of iron in order to
sustain significant growth rates. Our model finds that this adaptation strategy strengthens the biological
pump and significantly modifies the representation of the seasonal variability of CHL and pCO2 in the SO.
This confers a stronger contribution to the biological pump, relative to the effect of solubility and highlights
the potentially key role that SO diatom physiology plays for carbon uptake in the upper ocean and export
to the ocean interior. However, the modeled solubility effect and winter mixing display biases compared to
the observations that affect the robustness of this conclusion. Thus, we highlight the physiological adapta-
tion of SO diatoms to low iron may be a significant biological process that should be considered in our
assessments of pCO2 seasonal dynamics.

Our study demonstrates that some specific biological features may have to be modeled at regional or basin
scales for a better integration of the biological component in global models. To improve our understanding
of the biological key processes that control both the carbon and iron cycles in the SO, sustained in situ
observations associated to process-oriented laboratory experiments are needed. It is also essential to
explore if this diatom adaptation strategy could occur in other regions like in the iron limited north Pacific
or in the north Atlantic where significantly low values of Fe:C quota were measured for several diatom spe-
cies (Marchetti et al., 2006; Strzepek & Harrison, 2004; Sunda et al., 1991). Such effort is needed to improve
the predictive capability of ocean biogeochemical models.

How biological processes and the structure of the phytoplankton ecosystem in the SO will respond to cli-
mate change and other stress factors is central to quantify the future evolution of the oceanic carbon sink
and higher trophic resources (Bopp et al., 2013; Gattuso et al., 2015). Recent studies suggested that climate
change may increase primary production and the abundance of heavily silicified diatoms in the SAZ (Boyd
et al., 2015) and in the Ross Sea (Kaufman et al., 2017) designating diatoms as an even possibly stronger key
player in the future. This further highlights the need to to urgently improve our understanding of this key
phytoplankton group.
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