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The sense of social agency in gaze leading 

Abstract: Social interactions entail reciprocal reactions where one’s communicative acts triggers 

responses in others. Fluent interpersonal exchange relies on the ability to discriminate behaviors 

produced by others that are responses to one’s actions, thus involving a social sense of agency. Given 

the pivotal role of gaze in human communication, we propose to use gaze following as a model for 

studying the sense of agency in social actions. The experiment investigates the influence of sensory 

expertise and timing of the action’s effects by comparing feedback provided by a human avatar versus a 

nonfigurative animated object (an arrow) and by varying the control exerted by participants’ gaze on the 

feedback (avatar vs arrow). Results revealed a linear relationship between the judgement of agency and 

feedback latencies and higher agency discriminating performances with the avatar. These outcomes 

suggest that classical cognitive accounts of the sense of agency can be expanded to the realm of social 

actions and provide important information for designing virtual agents to train social gaze interactions. 
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1. Introduction 

1.1 Social agency 
Social interactions entail reciprocal reactions where one’s communicative acts triggers responses in 

others. The consequences of one’s social action on another partaker provides feedback to the former 

about her/his action. Efficient social communication is achieved when one is able to regulate her/his 

own behavior on the basis of the feedback received from others. As Bandura [1] reminds us, during 

interpersonal exchanges, “people are each other’s environments” (p. 165). Self-regulation of behavior 

with respect to others’ social reactions appears early in life as illustrated by the functional role of 

imitation in the development of communicative skills [2]. Pre-verbal infants tend to spontaneously use 

imitation as a mean to achieve social contingency with peer partners through reciprocal adjustments of 

behaviors [3]. Deficits in the ability to adjust to the consequences of one’s behavior in social contexts  

have been associated with impairments such as those observed in Autism Spectrum Disorders [4]. As 

emphasized by Loveland [5], “successful self-regulation requires a rapid assessment of one’s own 

behavior and reactions, as well as their effects on others and the situation” (p. 369) and “persons with 

autism have special difficulty not only with perceiving social and emotional aspects of the world, but also 

with using this information to regulate their own behavior and emotions in appropriate ways” (p. 370).   

Social reactions often follow routines that can be anticipated, as when one holds out her/his hand and 

expects the other to grab it and shake it. A lack of the expected responses by a social other can fuel the 

impression of being ignored and lead to negative feelings towards the other. The ability to identify the 

consequences of one’s social actions thus enables fluent interpersonal communication. Yet, it may be 

prone to errors, notably because social partakers are autonomous agents that behave according to their 

own will. For social interactions to run smoothly, one needs to discriminate social responses that are 

consequences of her/his actions from behaviors that are unconnected. We therefore contend that, to be 

a social agent, an individual needs to have a sense of which behaviors in others were caused by her/him. 
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The present paper investigates the mechanisms that underlie the sense of being an agent in social 

interactions. The sense of agency refers to the experience of controlling one’s own actions and their 

effects on the world [6]. According to Gallagher [7], it is “The sense that I am the one who is causing or 

generating an action” (p. 15). He emphasizes how the ability to judge events as self-generated enables us 

to define who we are. Although the sense of agency is commonly viewed as essential for social 

functioning [8], it has rarely been investigated in the context of social actions. If the sense of agency has 

been widely studied for self-generated actions on objects, its extension to social interactions has been 

largely ignored. Some studies pertained to the influence of social context on the sense of agency when 

manipulating objects [9] or to the sense of agency in joint actions with others [10], but the causal 

relationship between one’s actions and other people’s reactions has only been marginally addressed in 

this field of research. Pfister, Obhi, Rieger and Wenke [11] reported an experiment where participants 

developed a sense of agency for another person’s behavior that was triggered by their own action. 

However, participants’ actions and their partners’ reactions were simple keypresses that were abstractly 

related due to task demands and did not carry any social meaning, thus contrasting with real life social 

interactions. In the present work, the sense of social agency refers to the experience of controlling one’s 

own socially meaningful actions and their effects on others.  

Transposing the experimental frameworks of the classical agency literature to the social realm requires 

fine-grained control over the possible expressions of social actions. Manually mediated social 

interactions, such as handshaking, usually involve joint actions in which movement production is shared 

and individual responsibilities are hard to disentangle. For this reason, gaze appears to be an interesting 

experimental model to introduce this new perspective, as eyes have the advantage of yielding clearly 

separable movements that are relatively simple with limited degrees of freedom. Gaze holds an 

important role as an action in the realm of social exchanges, which goes beyond its usual perceptive 

function. Film director Louis Malle illustrates the dreadful impact that gaze can have on the outcome of a 
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social encounter in his autobiographical film “Au revoir les enfants” (“Goodbye, children”, release date: 

1987) about his childhood during World War Two. In the most dramatic scene, he looks at his Jewish 

friend while the Gestapo is raiding his school, and thus unintentionally draws the attention of the 

Gestapo officer toward his friend, which gives him away. Eye movements convey meaningful messages 

that can influence the behavior of people we are socially engaged with. Gaze is one of the active 

modalities that makes us agents of social interactions. Judgement of agency occurs when we consciously 

ascribe to ourselves the social consequences of our eye movements, just as Louis Malle took 

responsibility for the fate of his friend. Experimental evidence shows that we are able to quickly learn to 

associate our gaze movements with social reactions displayed by others, such as changes in emotional 

facial expression, and, furthermore, that we then anticipate these changes [12]. Verschoor, Spapé, Biro 

and Hommel [13] found that spontaneous action – effect binding occurred for eye saccades as early as in 

the first year of life. The social agency of gaze can thus be experienced from the very early stages of 

social development.  

1.2 Theoretical accounts of the sense of agency 
During the last twenty years, several theories have been forged to model the sense of agency.  A 

hypothesis classically advanced is the “comparator model”. It posits the existence of an internal 

predictive mechanism, called the “forward model”, embedded in the central nervous system [14]. When 

an action is initiated, the forward model receives a duplicate of the motor signals, so-called the 

“efference copy”, on the basis of which it predicts the sensory outcomes of the action. This prediction is 

then compared with the actual sensory consequences of the action. The sense of agency results from the 

congruency between the two. According to Wolpert, Doya and Kawato [15], this model can be extended 

to social interactions. Research on the human visual system provides evidence supporting the existence 

of a “forward model” for eye movements and possible neural pathways for the efference copy [16–18]. 

The concept of “forward model” was first introduced as a building block of sensorimotor control [19, 20]. 
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As such, the “forward model” should be tuned to the degree of expertise that an individual has with a 

given sensorimotor environment. According to the comparator model hypothesis, the sense of agency 

depends on whether the “forward model” can predict the sensory consequences of actions. Therefore, 

in this view, the ability to recognize one’s agency requires some degree of familiarity with the sensory 

feedback. 

An alternative theory, often referred to as the reconstructionist approach [21], purports that the sense 

of agency follows similar rules than the general cognitive mechanisms used to deduce causality [22]. In 

this perspective, an action is self-attributed when the conscious thought of acting preceded the action, 

the action and the thought were consistent and the action was not better explained by other available 

options. The sense of agency is thus viewed as a retrospective mechanism. Familiarity with the sensory 

feedback is of lesser importance in this framework. By contrast, the timing of the feedback plays a major 

role. Experimental evidence on finger movements shows that the sense of agency decreases when the 

delay between the action and its effects increases [23–27]. Whether this applies to social actions needs 

confirmation. Recent literature tries to bridge the gap between the comparator model and the 

reconstructionist theory [28, 29]. The goal of the present research was to investigate the influence of 

timing and sensory expertise on the sense of agency in the case of social gaze movements generated by 

a virtual human.  

1.3 Gaze following as a model of social agency 
Most of the studies on the sense of agency focus on limb movement [30] and very few have been 

devoted to gaze [4, 31, 32]. Gaze nevertheless provides an insightful paradigm to investigate the sense of 

agency in the context of social interactions. The first step of our study was to identify a familiar social 

feedback of gaze actions. A typical example of gaze movements eliciting reactions in others is gaze 

following. Gaze following designates the natural tendency to respond to the gaze orientation of another 

individual by following her/his line of sight. It is considered highly linked to the specific features of the 
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human eye acquired through evolution [33]. Gaze following has been extensively studied using an 

adaptation of Posner’s task [34]. It has also been coined the “Gaze Cueing Effect” [35, 36], which 

emphasizes the deictic action produced by gaze. Evidence suggests that visual attention is automatically 

prompted by gaze cueing, tantamount to a reflexive mechanism [37, 38]. Gaze following is considered to 

be an essential element of joint attention [35, 39], which starts emerging around six months of age [40, 

41] and forms the basis of our ability to coordinate attention with a social partner [42]. Edwards, 

Stephenson, Dalmaso and Bayliss [43] recently revealed that one’s attention is automatically reoriented 

towards the eyes of another individual who followed her/his gaze. According to these authors, this 

mechanism would be instrumental in our ability to monitor the effects of our gaze on others during joint 

attention episodes. They underline the need to investigate the sense of agency when one leads the gaze 

of another person and emphasize that “the time course of these interactions will be critical” (p. 6). We 

thus reasoned that gaze following would represent a relevant naturalistic setting for investigating the 

sense of social agency in gaze and that such studies would foster better understanding of the 

mechanisms involved in joint attention. 

The present study tested the influence of sensory expertise and feedback delay on the sense of agency in 

social gaze. We compared a familiar social feedback versus a non-social feedback of eye movements. The 

familiar social feedback was provided by simulating a human face who followed the gaze of the 

participant, while the non-social feedback was supplied via a nonfigurative object, that is, an arrow. 

Using a real human for the familiar social feedback would have come at the expense of controllability, 

because real humans cannot be expected to control their gaze in the same systematic and timely manner 

as computers. We therefore designed a human avatar and an arrow that were controlled using the same 

algorithms. Arrows are attentional stimuli that have been compared to eyes or faces in experiments on 

gaze cueing using the Posner paradigm [44–51]. Arrows are known to elicit automatic orienting of 

attention in a similar manner to gaze cues [52]. Therefore, an arrow appeared as an appropriate 



7 
 

comparison stimulus in our study. To equate the movements of the arrow with the human face, we used 

a realistic human avatar that was controlled by the same computer system than the arrow. Although 

arrows and gaze cues yield similar effects on attention, they have been reported to involve different 

cognitive and neural mechanisms [44, 46–49, 53].  

The experiment reported here investigated the sense of agency by using an eye-tracker that coupled the 

two types of feedback with the gaze of the participants. According to the comparator model account, the 

forward model of a participant should be more finely tuned to familiar sensory feedback of action than 

to unfamiliar feedback. Therefore, the sensory prediction of the effects of gaze movements should be 

more accurate when the feedback is conveyed with the avatar than with the arrow, given that the 

former simulates the common phenomenon of gaze following, while the latter was created artificially 

and is very unlikely to happen in real life. Hence, participants should be better at discriminating the 

effects of their gaze on the avatar compared to the arrow. By contrast, the reconstructionist approach 

places less emphasis on the ability to produce precise sensory predictions. Hence, according to this 

second theory the sense of agency should be similar for the two types of feedback. These hypotheses are 

summarized in Table 1. To evaluate the influence of sensory expertise on the sense of social agency in 

gaze, we sought to accentuate the difference between the two types of feedback in terms of how 

relevant they were with respect to the real life experience of participants. It was therefore important to 

optimize the realism of the human avatar rather than using a schematic representation of a face, as the 

latter could have ended up creating a feedback for eye movements that was comparatively just as 

unusual as the arrow. We therefore did not try to match the low-level visual features of the two types of 

feedback. Besides, as emphasized by Guzzon et al. [46], arrows bear specific geometrical asymmetries 

that are different from those of the eyes and entail distinct spatial distribution of luminance. It thus 

seemed pointless to try to suppress perceptual differences between the two types of feedback. 

Moreover, gaze orientation in real life is not only contingent on eye motion, but involves combined eye 
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and head movements. Thus, to simulate common naturalistic gaze following behaviors, the avatar was 

designed to produce such combined eye-head movements. Gaze contingent avatars have previously 

been used to investigate the emotional and attentional effects of having one’s gaze followed by another 

person, but they usually relied on faces that could only produce a given set of pre-defined movements 

involving only the eyes [32, 43, 54–61]. Here, we sought to enhance the ecological validity of the 

stimulus by simulating more natural gaze movements.  

Daprati et al. [62] have shown that performances in discriminating self-generated from external actions 

depends on the congruency of the movement that is fed back. They asked participants to recognize 

whether hand movements shown to them were theirs or not. Participants could trivially answer when 

the hand movement they watched was incongruent with the one they generated, but their 

performances degraded when the movement was congruent. They then had to rely on subtle 

discrepancies in timing and kinematic. We employed an equivalent protocol transposed to eye 

movements. Participants had to judge their agency when the feedback was either controlled by their 

eyes (self-generated action) or by an external source (externally generated action). In the latter case, the 

movements of the avatar or the arrow were generated independently by the computer and were either 

congruent or incongruent with respect to the direction in which participants moved their eyes. 

Additionally, we sought to assess the effect of time on the sense of agency in gaze. Series of self-

generated action conditions were created by varying the latency between the eye movements of the 

participants and the feedback. Our goal was to characterize the strength of one’s impression that 

another person is following her/his gaze as a function of how fast this other person follows her/his gaze. 

Our hypothesis is detailed in Table 1. Several studies suggest that the sense of agency is best described 

by a continuous rather than dichotomous mechanism [23–25, 63]. Therefore, we opted for a continuous 

scale rating of the sense of agency. In addition, we measured response times to estimate the effort 

needed to decide whether the feedback was controlled by oneself or by an external source. 
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Table 1: Summary of the hypotheses 

Hypothesis Expected outcome 

Supporting the 

comparator model 

Participants would experience more control over the effect of their gaze 

when the feedback is conveyed by the avatar compared to the arrow 

Supporting the 

reconstructionist account 

Participants would experience just as much control over the effect of their 

gaze whether the feedback is conveyed by the avatar or the arrow 

Supporting the influence 

of effect latency  

Participants would experience less control over the effect of their gaze 

when the latency of the feedback increases 

 

2. Method 

2.1. Participants 
Twenty four participants were recruited for this experiment. This sample size matches the highest 

sample size in the studies that were included in a recent meta-analysis on the sense of agency [64]. 

Additionally, we conducted a power analysis based on data reported by Daprati et al. [62] for healthy 

participants who were shown feedback that was congruent with their finger movements but was actually 

generated by the experimenter [Cohen’s d = 1.19]. The significance threshold was set at 0.05 and the 

power at 0.9. This power analysis was performed with the G*Power application [65]. It indicated that the 

sample size should be superior to eight.  

Participants were free of any known psychiatric or neurologic symptoms, non-corrected visual or 

auditory deficits and recent use of any substance that could impede concentration. Their age ranged 

from 18 to 34 years with a mean of 23.25 [SD = 3.63]. The group comprised 11 women and 13 men. This 

research was reviewed and approved by the regional ethics committee. Informed consent was obtained 

from each participant. 
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2.2 Material 
Participants were seated in front of a computer that was equipped with an eye-tracker, model X2-60 

from Tobii (www.tobii.com). This eye-tracker remotely detected the direction of the eyes without the 

need for a chin rest or a helmet. Participants could therefore move their eyes and head freely. The 

sampling rate of the eye-tracker was 60 Hz. The screen size was 380 x 215 mm² with a resolution of 

1920 x 1080 pixels. Participants were placed at an approximate 60-65 cm distance from the screen, in 

compliance with the eye-tracker’s specifications. Either an avatar or an arrow were displayed on the 

screen. A toolkit called MARC, for Multimodal Affective and Reactive Characters [66], was used to 

animate the avatar. The 3D model of the avatar was created with the Blender 3D software suite 

(www.blender.org). To endow the avatar with realistic physical features of a human being, its graphic 

design was based on a real person (Figure 1). Using the Python programming language and the Tobii 

Software Development Kit, we developed software that enabled the avatar to follow the gaze of the 

participant via the eye-tracker. The avatar combined head and eye movements to simulate gaze 

following. The avatar’s movements were designed according to the procedure described by Courgeon, 

Rautureau, Martin and Grynszpan [67]. The Python language was also used to animate the arrow on the 

screen (Figure 1), which could also be controlled via the eye-tracker. To drive the movements of the 

arrow with the same algorithm as the avatar, we needed a reference point on the avatar’s face. The 

reference point that seemed the most adequate was the tip of the nose, because (1) it was the point on 

the avatar’s face that moved with the highest velocity, (2) perception of head orientation is highly 

dependent on the deviation of the nose [68]. The arrow was therefore designed to match the 

movements of the tip of the nose of the avatar: It pointed towards the gaze position of the participant 

on the screen, and when the participant’s gaze was in its vicinity, it shortened. The maximum length of 

the arrow was equal to the maximum displacement of the tip of the nose of the avatar. 

http://www.tobii.com/
http://www.blender.org/
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Fig. 1 The graphic models used as visual feedback for the participants’ gaze movements. The avatar is displayed on the left and 
the arrow on the right 

2.3 Procedure 

Two blocks of 80 trials each were administered to the participants. The arrow was displayed during one 

block, while the human avatar was displayed during the other block. The order of the blocks was 

randomly counterbalanced across participants. In each trial, the avatar (respectively arrow) was flanked 

by a “1” on one side and a “2” on the other side (Figure 2). The left or right positions of the “1” and “2” 

were allocated randomly. Participants were instructed to first look at “1” and then at “2”.  
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Fig. 2 Screenshots of the avatar flanked by a number “1” and a number “2” that were randomly positioned on the left or on the 

right. Participants were instructed to look first at number “1” and second at number “2”. They then had to rate the extent to 

which they controlled the avatar with their gaze 

The movement of the avatar (respectively the arrow) was programmed to comply with 8 movement 

conditions that were randomized across trials. Six of these movement conditions involved self-generated 

actions, that is, the avatar (respectively arrow) was contingent on the eyes of the participant. Those six 

“self-generated” movement conditions differed with respect to the gaze following latency of the avatar 

(respectively arrow). The six following latencies were used: 100 ms, 300 ms, 500 ms , 700 ms, 900 ms and 

1100 ms. Each trial lasted two seconds.  Horowitz et al. [69] report that voluntary shifts of visual 

attention require between 200 and 300 ms. Looking first at the center of the screen, then at the two 

numbers and back again at the center required three voluntary shift of visual attention and was thus 

estimated as taking less than 900 ms. As each trial lasted 2 seconds, participants had enough time to see 

the reaction of the avatar (respectively arrow) for every latency condition. The initial position of gaze on 

the center of the screen was enforced by instructing participants to look at a fixation cross that was 
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displayed during two seconds before each trial. To avoid erratic movements of the avatar (respectively 

arrow) due to micro-saccades, the gaze orientation of the avatar (respectively arrow) was derived from 

the average gaze positions of the participant over a moving window of 100 ms. Hence, the 100 ms gaze 

following latency condition could be considered as a quasi-immediate match of the gaze movements of 

the participant.  

The two remaining movement conditions involved externally-generated actions, that is, the gaze 

orientation of the avatar (respectively arrow) was unrelated to that of the participant. To generate 

autonomous movements of the avatar (respectively arrow), the system would replay gaze trajectories 

that had been recorded on a real individual prior to the experiment. In a condition called “externally-

generated congruent”, the avatar (respectively arrow) moved in the same direction as the participant, 

that is, orienting first toward number “1” and then toward number “2”, but, given that the movement 

was pre-recorded, it was not contingent on the participant. In the final condition called “externally-

generated incongruent”, the avatar (respectively arrow) followed a pre-recorded trajectory in the 

opposite direction to the participant, that is, orienting first toward number “2” and then toward number 

“1”. 

Participants were told that they would be facing an avatar or an arrow that would follow their gaze in 

some trials and gaze independently in some other trials. They were also informed that there could be 

latencies in the gaze following movement of the avatar (respectively arrow). After each trial, participants 

had to rate the extent to which the avatar (respectively arrow) was controlled by their gaze on a Likert 

scale. They were required to provide a score ranging from 0 to 9. Zero meant that they had no control at 

all over the avatar (respectively arrow), while 9 meant that they had full control over the avatar 

(respectively arrow). Those scores were considered a suitable measure for the sense of agency as they 

informed on how participants perceived their degree of control over the avatar (respectively arrow). 
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Furthermore, to evaluate the difficulty participants had in perceiving their agency, their response time 

were recorded. 

The scores and response times were scanned to remove outliers that were beyond two standard 

deviations from the mean. Additionally, the Box Cox transform was applied to normalize the data [70]. A 

two-way repeated measures analysis of variance was conducted using the Greenhouse-Geisser 

adjustment. The first factor of the ANOVA was the movement condition of the avatar (respectively 

arrow). As explained above, there were 8 movement conditions: Six of them were “self-generated” 

movement conditions where the avatar (respectively arrow) was gaze-contingent, that is, it was 

following the participant’s eyes with 6 different latencies (100 ms, 300 ms, 500 ms, 700 ms, 900 ms, 1100 

ms); the two remaining movement conditions were “externally-generated” and were either “congruent” 

or “incongruent” with respect to the direction in which the participant was instructed to direct her/his 

gaze. The second factor of the ANOVA represented the graphic model displayed on the screen, that is, 

either the avatar or the arrow. Post-hoc t-tests were performed using the Tukey adjustment procedure. 

The statistical computations were conducted with the Statistica software (www.statsoft.com).  

2.4 Validation of the stimuli 

Given the potential influence of attentional resources on the agency judgments, we conducted a pilot 

experiment designed to compare visual detection of the avatar’s movements with that of the arrow. This 

experiment was intended to validate the assumption that the two types of graphic model used in the 

main experiment were comparable with respect to the accuracy with which participants recognized their 

movement. The task employed the exact same visual stimuli as those used in the externally generated 

movement conditions of the main experiment, that is, pre-recorded trajectories that were replayed. In 

the main experiment, recognizing one’s agency involved the ability to appraise the movements of the 

direction of the avatar’s gaze (respectively arrow) with respect to one’s own gaze action. In the pilot 

http://www.statsoft.com/
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validation experiment, participants were simply required to monitor the orientation of the avatar 

(respectively arrow) and did not have to give any agency judgment. 

2.4.1. Participants 

A new sample of twenty five participants were recruited for this experiment, so as to obtain consistent 

sample sizes in the two experiments. Participants were free of any known psychiatric or neurologic 

symptoms, non-corrected visual or auditory deficits and recent use of any substance that could impede 

concentration. Their age ranged from 19 to 29 years with a mean of 22.44 [SD = 3.15]. The group 

comprised 16 women and 9 men. This research was reviewed and approved by the regional ethics 

committee. Informed consent was obtained from each participant. 

2.4.2 Material 

The setting was similar to the main experiment, except for the eye-tracker that was not needed. The 

animations obtained from the recordings used in the main experiment served as the original stimuli. In 

these animations, the avatar (respectively the arrow) first gazed at the center of the screen, then looked 

at the numbers 1 and 2 in a random order and back at the center of the screen. Animations of more than 

2 seconds were generated by aggregating randomly selected recordings. In the resulting animations, the 

orientation of the avatar (respectively the arrow) could alternate between numbers “1” and “2” more 

than once. 

2.4.3 Procedure 

As in the main experiment, a fixation cross was displayed during two seconds before each trial. During 

the trial, participants watched the animated avatar (respectively arrow) flanked by the “1” and “2” 

numbers and had to subsequently determine as fast as possible which of the two numbers was last cued 

by the avatar (respectively arrow). The duration of each trial varied randomly between 1 and 3 seconds 

so that participants would not be able to predict the last movement of the avatar (respectively the 
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arrow). There were 20 trials in total: 10 for the avatar and 10 for the arrow. The order of the trials was 

randomly counterbalanced across participants. Participants’ success rates in determining the last 

number cued by the avatar (respectively arrow) and their response times were collected. 

As the task was rather simple, the success rates were generally high and their distribution could not be 

normalized. We therefore used Wilcoxon paired-samples tests to compare the avatar with the arrow 

under the three movement conditions. The response times were scanned to remove outliers that were 

beyond two standard deviations from the mean and compared using a paired t-test. 

2.4.4 Results and Discussion 

The Wilcoxon tests on success rates yielded no significant differences between the avatar (mean = 0.89 

SD = 0.17) and the arrow (mean = 0.85 SD = 0.19) [Z = 0.99 p = 0.32]. There were no significant 

differences between the response times of the avatar (mean = 1694ms SD = 222ms), and the arrow 

(mean = 1715ms SD = 287ms) [t(24) = 0.37 p = 0.71]. Results support the assumption that participants 

had similar performances in detecting movements of the avatar and the arrow. 

3. Results of the main experiment 
The analysis of variance for scores yielded significant main effects for the graphic model [F(1, 23) = 12.02 

p = 0.002 ² = 0.34] and for the movement condition [F(7, 161) = 147.34 p < .0001 ² = 0.86]. With 

respect to the graphic model, the arrow yielded higher scores than the avatar. Post-hoc tests for the 

movement conditions showed that scores for “self-generated” movement with gaze following latencies 

of 100 and 300 ms were significantly higher than for all larger latencies [all p < .005]. A significant 

stepwise decrease was observed from 500 to 900 ms latencies [all p < .0001]. Scores in the “externally-

generated incongruent” condition were lower than scores in the “externally-generated congruent” 

condition [p < 0.0001]. They were also lower than in “self-generated” movement conditions with gaze 

following latencies equal or below 900 ms [all p < .0001]. Scores in the “externally-generated congruent” 
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condition were significantly lower than in “self-generated” movement conditions for latencies of 100 and 

300 ms [all p < .0001], but they were higher when the latencies were larger or equal to 700 ms [all 

p < .005]. 

There was also a significant interaction between the graphic model and the movement condition 

[F(7, 161) = 4.90 p < .001 ² = 0.18]. Post hoc tests showed that the “externally-generated congruent” 

condition was the only condition where scores were significantly higher with the arrow than with the 

avatar [p < .0001] (Figure 3). With the arrow, the “externally-generated congruent” condition yielded 

significantly lower scores than “self-generated” movement conditions when the gaze following latencies 

were smaller or equal to 300 ms and significantly higher scores when the latencies were above or equal 

to 700 ms [all p < 0.0001]. By contrast, with the avatar, scores in the “externally-generated congruent” 

condition were significantly lower than scores in the “self-generated” movement conditions for latencies 

smaller or equal to 500 ms, and they were higher for latencies above or equal to 900 ms [all p < .0001]. 
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Fig. 3 Scores rating the judgement of agency according to movement conditions when participants faced either the avatar or the 

arrow. The movement conditions on the X axis were: Six different “self-generated” movement with gaze following latencies 

ranging from 100 ms to 1100 ms; two “externally-generated” movement that were either “incongruent” or “congruent” with 

respect to the direction in which participants were instructed to direct their gaze. Error bars represent confidence intervals 

To estimate the relationship between the scores and the latencies for “self-generated” movement 

conditions, that is, when the avatar (respectively arrow) followed the gaze of the participant, we 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

100 ms 300 ms 500 ms 700 ms 900 ms 1100 ms Incongruent Congurent 

a
g
e
n
c
y
 s

c
o
re

s
 

movement conditions 

Avatar Arrow 

Self-generated with latencies Externally-generated 



19 
 

conducted a linear regression analysis with the six latencies ranging from 100ms to 1 100ms. The result 

yielded an adjusted R² = 0.82 for the avatar and R² = 0.84 for the arrow (Figure 4). 

 

Fig. 4 The relationship between scores for the sense of agency and latencies of gaze following movements for the avatar 

(respectively the arrow) in the self-generated movement conditions. A regression analysis showed that this relationship was well 

approximated by a linear function. Data points are the mean scores for each latency and error bars are the standard errors. The 

dotted lines represent fitted linear functions 

The analysis of variance for response time yielded significant main effects for the graphic model 

[F (1, 23) = 20.03 p < .001 ² = 0.47] and the movement condition [F (7, 161) = 4.90 p < .001 ² = 0.18]. 

Response times were longer for the avatar than the arrow. Post hoc tests on “self-generated” movement 

conditions showed that response times for the 100 ms gaze following latency were significantly shorter 
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than for latencies of 500, 700 and 900 ms [all p < .01]. Response times in the “externally-generated 

incongruent” condition were significantly shorter than in “self-generated” movement conditions with 

gaze following latencies of 500 and 700 ms [all p < .03]. The interaction between the graphic model and 

the movement condition was not significant. 

4 Discussion 
As we had hypothesized, when the avatar (respectively arrow) was contingent on the gaze of the 

participants, scores for the judgement of agency decreased as the gaze following latency increased. The 

present experiment revealed a linear relationship between the rating scores for agency and the latencies 

in gaze following movements. This finding that was equally true for the avatar and the arrow is 

consistent with the view that the sense of agency relies on causal inferences between actions and 

effects. It is thus consistent with the reconstructionist approach. It does not contradict the comparator 

model account either, even if the forward model was less well tuned to the arrow because it was an 

unfamiliar feedback. Research on ideomotor learning shows that the association between eye 

movements and their sensory effects can be rapidly acquired [13]. Hence, as the experiment unfolded, 

the forward model could have been adjusting its prediction of the arrow’s movements, even if it was 

initially unfamiliar with this highly unusual feedback for eye movements. This “on the fly” learning 

process provides an explanation, that is consistent with the comparator model, of why agency scores 

showed a similar trend for the arrow and for the avatar when gaze movement latencies increased.  

Notwithstanding, the type of feedback did modulate the judgement of agency, as suggested by the main 

effect of the graphic model: The arrow was scored higher than the avatar and participants were slower 

to respond when facing the avatar. Moreover, there was an interaction between the graphic model and 

the movement conditions for agency scores. When the movement of the avatar (respectively arrow) was 

externally generated, that is, the computer replayed a pre-recorded trajectory that was unrelated to the 

gaze of the participant, the rating of agency yielded distinct results depending on whether the avatar’s 
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movement (respectively arrow) was congruent or incongruent with the eye movement of the 

participant. As expected, when the movement of the avatar (respectively arrow) was incongruent, that 

is, in the direction opposite to the gaze of the participant, the agency was trivially judged as externally 

caused, as shown by very low scores. The answers were not as straightforward when the movement of 

the avatar (respectively arrow) was congruent, that is, in the same direction as the gaze of the 

participant. In this condition, the agency ratings were significantly higher for the arrow than for the 

avatar. Therefore, when the ambiguity between externally-generated actions and self-generated actions 

was high due to movement congruity, participants were better at discriminating external agency from 

their own self-agency when they were facing the avatar compared to the arrow. This higher performance 

can be explained by participants’ expertise in detecting gaze following on human faces and thus provides 

evidence in favor of the comparator model. We thus conclude that the outcome supports the first 

hypothesis of Table 1. 

Alternatively, the face of the avatar being larger than the arrow, one could argue that the movement of 

the former was easier to perceive than the movement of the latter. However, the movement of the 

avatar was distributed over the eyes and the head, therefore head motion alone was not enough to 

grasp the entire gaze movement. Moreover, the arrow was colored black on a white background, thus 

yielding a high contrast that was easily detectable. As explained earlier, the length of the arrow matched 

the extension of the displacement of the tip of the nose of the avatar. Given that the nose is a major cue 

for head orientation [68] and that the tip of the nose was the feature of the avatar’s face with the 

highest movement magnitude, the arrow can be considered as yielding comparable, if not simpler, visual 

information regarding gaze movement than the avatar. Additionally, this issue of motion recognition was 

tentatively addressed in the pilot experiment that we conducted to compare the two stimuli.  This pilot 

experiment showed comparable performances for the avatar and the arrow on a simple motion 

detection task.  
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Response times in this first experiment were longer when the participant was exposed to the avatar 

compared to the arrow. This result suggests that attributing agency to oneself versus to an external 

source was harder when facing the avatar than the arrow. The fact that response times were slower with 

the avatar is not well explained by either of the two explanatory theories introduced earlier for the sense 

of agency. In the reconstructionist approach, the causal inferences are the same for the two stimuli and 

should take the same amount of time. In the comparator model, the less accurate prediction generated 

by the “forward model” in the case of the arrow should make the decision process more difficult and 

therefore longer than for the avatar. Hence, the comparator model predicts the exact opposite of what 

was observed. Gaze and arrow cues are known to elicit automatic orienting of visual attention [37, 38, 

52], but yet differ in how they involve social cognitive processes [53]. Such differences could account for 

the difference in processing time that were found in the present experiment.  

In the present study, we attempted to simulate a real life situation where judging one’s agency matters. 

Obviously, when facing a social partner, one needs to know whether or not she/he is the cause of the 

partner’s change of gaze orientation. It is a necessary condition for joint attention and can have social 

implications. Therefore, the personal stakes are higher than in typical laboratory experiments on the 

sense of agency that rely on senseless actions on physical objects such as keypresses. To approach real 

life settings, we used a realistic human avatar. However, as it was controlled by a computer program, 

participants may have been less receptive to the social relevance of its gaze behavior than if it had been 

a true person. An extension of the present study could be to examine the sense of agency when 

participants are driven to believe that the avatar is controlled by a real person. Additionally, as we 

sought to simulate naturalistic behaviors, we designed an avatar that combined eye and head 

movements. An interesting future addition to the present work would be to test whether the results 

reported here would remain if only the eyes of the avatar could move. Avatars on 2D displays are 

commonly associated with an illusion, called the Mona Liza effect, whereby observers perceive the 
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avatar’s eyes as following them when they move around it, although the avatar’s eyes are actually steady 

[71]. This illusion is unlikely to explain the outcomes of the present study as participants remained 

seated in the same position throughout the experiment. Moreover, the avatar’s movement was not 

restrained to the eyes, but also involved the entire head. The Mona Lisa effect has been reported to 

disappear in 3D projection surfaces [71]. Gaze direction detection may therefore be more accurate in 

such settings. Our paradigm could be transposed to 3D virtual reality or with robots to test the influence 

of these settings on the sense of agency. During joint attention episodes, sensorimotor expertise and 

social attentional skills could prove to be significant assets for determining agency. Future studies should 

investigate if the sense of social agency can influence joint attention abilities as suggested by Edwards et 

al. [43].  

Using gaze contingent human avatars, Pfeiffer et al. [32] had already noticed an effect of congruency and 

latency of eye movements on the judgement of agency, but their results yielded a peak in ratings of self-

agency when the gaze following latency was equal to 400 ms. However, their avatar could only produce 

two types of horizontal eye movements and the delays in their experiments varied in steps of 400 ms. 

These technological and methodological differences could explain the discrepancies between their study 

and ours. More specifically, when the gaze following latency was equal to 0 ms in the study of Pfeiffer et 

al. [32], participants’ gaze movements may have interfered with their ability to pay attention to the small 

displacement of the iris of the avatar, which could account for lower agency scores compared to the 400 

ms latency. By contrast, the avatar in our experiment displayed large movements, involving the head and 

the eyes, which were easier to attend to. Additionally, Pfeiffer et al. [32] assessed the sense of agency by 

asking participants to rate “how strongly related they experienced the gaze reaction of the other to their 

own gaze shift” (p. 4). The sense of agency entails one’s causality, which is not necessarily the case of 

relatedness, so these two notions cannot be equated. Hence, the study of Pfeiffer et al. [32] and ours 

also differed in this respect. 



24 
 

Our first experiment showed that the magnitude of the judgement of agency on a continuous scale 

decreased proportionally with latencies. The data curves reported by Kawabe et al. [24] or Sato and 

Yasuda [25], who employed continuous scales for rating the sense of agency of finger movements, seem 

to follow a linear decreasing trend quite similar to that found in the present study. The linear 

relationship between the judgement of agency and feedback latencies could therefore apply not only to 

gaze movements, but also to other sensorimotor modalities. In the context of gaze, this relationship 

constrains social gaze interactions: Gaze following reactions that occur too late could be misattributed 

and thus impede social exchanges. 

The present study illustrated how theoretical frameworks developed in the classical literature on the 

sense of agency can be transposed to the social realm. Additionally, the outcomes point toward the 

contribution of specifically social cognitive mechanisms, such as sensorimotor expertise in interpersonal 

exchange. These contributions underscore the distinctive features of the sense of agency for social 

actions directed at others, as compared to the classical sense of agency for physical actions on objects. 

The sense of social agency thus appears to be a relevant construct that could shed light on social 

cognitive functioning. A reasonable assumption is that mental state attribution depends on the ability to 

analyze the reactions of others and discriminate those that are responses to one’s social actions from 

those that are independent behaviors guided by an autonomous will. The sense of social agency can thus 

be conceived as a building block of theory of mind, which would be specifically relevant to live social 

interactions. Further research on the sense of social agency could enhance our understanding of what 

some authors call “spontaneous mental state attribution” [72], which is hard to grasp in laboratory 

settings, although it is common in real life social communication and is considered critical in Autism 

Spectrum Disorders (ASD). Senju, Tojo, Dairoku and Hasegawa [73] reported an experiment where 

children with autism did not show preferential sensitivity to gaze cues compared to arrow cues whereas 

typically developing children did. It would therefore be worth adapting our experimental paradigm to 



25 
 

analyze sensorimotor expertise of gaze following movements in ASD. Finally, the linear relationship 

between agency scores and the latencies in gaze following movements found in the present study 

provides important information on time parameters for those who wish to design artificial agents that 

follow the user’s gaze. Artificial agents such as robots have been used to train joint attention skills in 

individuals with ASD [74]. Improving gaze following latencies in these robots may enhance their 

efficiency. 
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