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Strontium titanate is a wide-gap semiconductor avoiding a ferroelectric instability thanks to quan-
tum fluctuations. This proximity leads to strong screening of static Coulomb interaction and paves
the way for the emergence of a very dilute metal with extremely mobile carriers at liquid-helium
temperature. Upon warming, mobility decreases by several orders of magnitude. Yet, metallicity
persists above room temperature even when the apparent mean free path falls below the electron
wavelength. The superconducting instability survives at exceptionally low concentrations and be-
yond the boundaries of MigdalEliashberg approximation. An intimate connection between dilute
superconductivity and aborted ferroelectricity is widely suspected. In this review, we give a brief
account of ongoing research on bulk strontium titanate as an insulator, a metal, and a supercon-
ductor.
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I. INTRODUCTION

Strontium titanate (STO) is an insulator with a band
gap of 3.22 eV [1]. It has a perovskite structure, with
each Ti atom sitting at the center of a TiO6 octahe-
dron and each Sr at the center of a SrO12 cuboctahedron.
The space is filled by tessellation of these octahedra and
cuboctahedra. Since Ca and Ba sandwich Sr in the same
column of the periodical table, comparing SrTiO3 with
BaTiO3 and CaTiO3 is illuminating. Both of the latter
compounds lose their cubic structure above room tem-
perature and in different ways. BaTiO3 is a celebrated
ferroelectric insulator, undergoing a succession of struc-
tural transitions at 403, 287 and 197 K, breaking the
inversion symmetry and leading to robust ferroelectric-
ity. CaTiO3 becomes tetragonal (but not ferroelectric),
below a temperature as high as 1400 K. In contrast to
its sibling compounds, SrTiO3 keeps its cubic structure
almost intact, indicating a fragile balance extremely sen-
sitive to small perturbations.

In 1964, superconductivity with a modest critical tem-
perature of 0.3 K was discovered in lightly-doped stron-
tium titanate [2]. In hindsight, this discovery was a re-
markable moment in the eventful history of superconduc-
tivity. This compound was one of the first ’semiconduct-
ing’ superconductors [3]. We know now [4] that super-
conductivity is the fate of most semiconductors includ-
ing archetypal silicon, diamond or germanium. It was
also the first oxide perovskite superconductor, preceding
the discovery of high-temperature superconductivity in
cuprates by more than two decades [5]. Tunneling exper-
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iments in the 1980s [6] found two distinct gaps in this sys-
tem, predating the discovery of the two-band supercon-
ductivity in MgB2 in the early years of the present cen-
tury [7]. Finally, it was found quite early [8] that the crit-
ical temperature of STO is a non-monotonic function of
carrier concentration. The temperature rises first, peaks
afterwards and then dives towards zero, restricting there-
fore, the superconducting state to a ’dome’. Since then,
many other superconducting domes have been found in
very different families of materials. Nowadays, the re-
striction of superconductivity to a finite window close to
another electronic order is considered as a tantalizing clue
to the origin of pairing, which is presumably boosted by
the quantum critical fluctuations of its competing neigh-
bor [9].

K. A. Müller’s 1988 Nobel lecture passionately high-
lighted the similarities between the two perovskite super-
conductors [5]. Nevertheless, research on superconduc-
tivity in strontium titanate faded away from the center
stage of condensed-matter research in the final decades of
the last century. The fundamental issue of superconduc-
tivity in doped semiconductors, first formulated by Gure-
vich and collaborators [10], remained a marginal ques-
tion. In retrospect, this is not very surprising. The low
critical temperature left little room for applications. As
for fundamental interrogations, a theory invoking multi-
valley electron-phonon coupling successfully reproduced
the magnitude of critical temperature and its variation
with carrier concentration [11]. However, this theory was
not based on the correct band structure with multiple
valleys. Later band calculations identified the location of
the Fermi surface at the center of the Brillouin zone [12].
This was confirmed much later by experimental fermiol-
ogy [13–16]. STO is now firmly established as not being
a multivalley electronic system.

Even in the 1980s, not everybody admitted that the
issue of superconductivity in strontium titanate was set-
tled. In particular, Takada [17] pointed to the fact that
because of the small Fermi temperature compared to the
Debye temperature, a straightforward application of the
BCS theory is problematic. Using a frame elaborated
by Kirzhnits, Maksimov and Khomskii [18], he calcu-
lated a critical temperature with a dome-like structure
as a function of carrier density. Appel [19] wondered if
the soft mode associated with the structural transition
at 105 K plays a role in pairing. With a few exceptions
[6], however, experimental research on superconducting
strontium titanate was no longer alive.

In 2004, Ohtomo & Hwang discovered a metallic two-
dimensional electron gas at the interface between SrTiO3

and LaAlO3 [20]. This led to the discovery of supercon-
ductivity of this metallic interface three years later [21]
and a new field of research. Soon it became clear that
the heterointerface between SrTiO3 and numerous insu-
lators (including vacuum [22]) is metallic and whenever
this two-dimensional metal can be cooled below 0.3 K, it
becomes a superconductor [23]. The intense research ac-
tivity on interface superconductivity generated renewed

interest in the origin of its bulk parent.

Five decades after its discovery, strontium titanate
remains by far the most dilute superconductor among
doped semiconductors [4]. The persistence of supercon-
ductivity in such a context raises several questions: Can
one apply the BCS theory when the hierarchy between
Fermi and Debye energies is reversed? How can we con-
ceive phonon-mediated superconductivity in the absence
of retardation? How can we reconcile the Macmillan for-
mula with a finite critical temperature of 0.1 K when the
density of states corresponds to one electron per 50,000
formula units (f.u.)? It is an unavoidable temptation to
speculate about a connection between dilute supercon-
ductivity and aborted ferroelectricity [24]. According to
recent experiments [25, 26], the superconducting order
parameter has a purely s-wave symmetry at least at op-
timal doping. Several authors have suggested quantum
critical scenarios [27, 28] based on the idea of ferroelec-
tric quantum criticality [29]. Some experimental support
for this has recently emerged [30, 31].

Electronic transport after chemical substitution in the
parent insulator generates another set of questions. In-
troducing mobile electrons to this insulator is remarkably
easy, in contrast to hole-like carriers. This dissymmetry
is presumably due to the indirect gap, which puts the n-
doped and p-doped constant-energy surfaces in different
locations in the Brillouin zone. The precocious metal-
licity of the n-doped semiconductor is understandable in
the light of the Mott criterion for metal-insulator transi-
tions [32], which states that the critical doping for metal-
insulator transition, nc is set by the effective Bohr radius,
a∗B , namely: nc a

∗
B
∼= 0.25. Here, a∗B is unusually long be-

cause of the large static electric permittivity [24]. A long
a∗B can also explain why the low-temperature electron
mobility is large [33], even in the absence of controlled
homogeneous doping. The temperature dependence of
resistivity of this dilute metal was the subject of forgotten
debates in the 1960s [34, 35]. At low temperature, resis-
tivity is quadratic in temperature [36, 37] as is expected
in a Fermi liquid. But does this temperature dependence
simply reflect the size of the phase space for electron-
electron scattering? At high-temperatures the exponent
becomes larger than two and the behavior does not match
the Bloch-Grüneisen picture of electron-phonon scatter-
ing. Recently, it has been found that injecting the well-
established low-temperature effective mass to the Drude
expression for conductivity at room temperature implies
an unrealistically short carrier mean-free-path [38]. Is
the temperature dependence of resistivity simply set by
the change in the scattering rate of carriers? If so, then
this is another bad metal, which keeps its metallicity be-
yond the Mott-Ioffe-Regel limit. Or is the effective mass
of the polaronic carriers changing and becoming heavier
with warming? There are no consensual answers to these
questions yet.

This review tries to give a brief account of the accu-
mulated knowledge on this solid as an insulator, a metal
and a superconductor. The focus is on the bulk solid.
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The interested reader can find many reviews on the su-
perconducting properties of hetero-structures [39, 40]. A
more detailed review of phenomena associated with fer-
roelectric quantum criticality can be found in [41].

II. THE CRYSTAL LATTICE OF SRTIO3

At room temperature, SrTiO3 has a cubic structure
(Figure 1a), with Pm3m symmetry and a lattice param-
eter of a = 3.9053 Å. It undergoes a structural transition
at TAFD = 105 K and becomes tetragonal. This transi-
tion, called antiferrodistortive (AFD) because of the an-
tiphase rotation of the TiO6 octahedra (Figure 1b), has
played an important role in the history of research on
structural phase transitions. It was the first case of a
zone-boundary soft mode [42]. SrTiO3 is subject to an-
other lattice instability associated with the softening of
a zone-center phonon mode, potentially leading to a fer-
roelectric distortion. The softening of this mode remains
incomplete even at zero temperature. This soft mode is
the origin of the quantum paraelectric phenomenon.

Density functional theory has confirmed the instability
of the cubic structure. The experimental lattice param-
eter leads to imaginary phonon frequencies both at the
boundary (R-point) and the center (Γ-point) of the Bril-
louin zone [45]. Recently, two theoretical groups have
employed alternative techniques, based on anharmonic
lattice dynamics [46] or microscopic anharmonic force
constants [47] and obtained a phonon spectrum free of
imaginary frequencies.

A. The Antiferrodistortive (AFD) Transition

Early X-ray measurements quantified the slight tetrag-
onal distortion c/a= 1.0005 caused by the the AFD tran-
sition without any detectable change in the unit-cell vol-
ume [48]. Based on Electron Spin Resonance measure-
ments, Unoki & Sakudo suggested that the unit cell in
the tetragonal phase is

√
2a ×

√
2a × 2c (shown in Fig-

ure 1b). This implies that each pair of adjacent TiO6

octahedra rotates clock-wise and anti-clockwise around
the c-axis [49]. This scenario was confirmed by Raman
[50] and neutron [51] scattering measurements,which also
showed that the [111] zone-boundary phonon, located at
the R-point softens. In the tetragonal phase, the triply-
degenerate soft mode splits into a singlet for rotations
around the c-axis and a doublet for rotations around the
a and b axes. The octahedra rotation angle is as small as
φ = 1.4◦ [49, 51] at T = 70 K. A review of research on
the AFD transition in the three decades preceding 1996
can be found in ref. [52]. A detailed study of the spe-
cific heat near the critical temperature, found that this
phase transition is second-order, mean-field and close to
tri-criticality [53].

The octahedra can rotate around each of the three per-
pendicular cubic axes. Therefore, in absence of controlled

strain, three types of tetragonal domains along three dif-
ferent c-axes emerge. Single-domain samples have been
obtained by manipulating the shape of the crystal or ap-
plying directional stress [54]. Detailed studies of the lat-
tice constant of single-domain samples by high-resolution
(better than 1 ppm) X-ray diffractometry found that the
TiO6 polyhedron does not remain a perfect octahedron,
but slightly elongates along its c-axis [55].

The AFD transition is extremely sensitive to the pres-
ence of a tiny amount of extrinsic atoms. Introducing
oxygen vacancies reduces TAFD [56, 57]. However, sub-
stituting Ti with Nb shifts it upward. Substitution of Sr
with La or Ca is beneficial for TAFD [57, 58], but it is
detrimental with Ba and Pb [59]. McCalla et al. [60]
have recently examined in detail the complex response
of TAFD to substitution and proposed a unified picture
to explain it that is based on a combination of impurity-
induced change in the Goldschmidt tolerance factor and
the ionic valence mismatch between the host and the im-
purity.

B. A Quantum Paraelectric

SrTiO3 is subject to a second lattice instability asso-
ciated with a soft mode at the Γ-point (the Γ15 mode),
which could lead to a ferroelectric instability. The soft-
ening of the Γ15 mode has been observed by Raman [61]
and neutron [62] scattering. In contrast to the AFD tran-
sition (where the softening of the R-mode is complete
at TAFD), the frequency of the transverse optical mode
never reaches zero frequency. The system is therefore
very close to a ferroelectric instability without effectively
ordering.

This incipient ferroelectricity [63] shows itself in its
large dielectric constant. As the system is cooled from
room temperature to liquid He, the dielectric constant
rises from 300 to 20,000 times vacuum permittivity [64].
Below about 40 K, it deviates from a Curie law and satu-
rates [24]. This is a quantum paraelectric state caused by
the stabilization of large zero-point quantum fluctuations
preventing ferroelectricity.

In a polar crystal, there is a theoretical link between
the ratio of static, ε0, to high-frequency, ε∞, electric per-
mittivity and the ratio of longitudinal, ωLO, to trans-
verse, ωTO, phonon frequencies known as the Lyddane-
Sachs-Teller expression [65]:

ε0
ε∞

=

(
ωLO
ωTO

)2

(1)

The scaling between static electric permittivity, ε0, and
the frequency of the transverse optical (TO) soft mode
[50, 62], ωTO has been experimentally verified. Yamada

& Shirane [62] showed that ωTO = 194.4
√
ε−1 within

experimental resolution, where ωTO is expressed in meV.
Given that the highest-frequency Longitudinal Optical
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FIG. 1. Structure and instabilities of SrTiO3 a) Lattice structure in the tetragonal phase, the titanium atoms are in the
center of oxygen polyhedras. b) View along the c-axis of the antiferrodistortive phase. The unit cell is shown in black. c)
Substituting 16O with 18O or Sr with Ca favors the ferroelectric instability, Ca atoms are smaller than Sr and 18O heavier than
16O. d) Curie temperature, TCurie, determined from dielectric measurements in SrTi(16O1−y

18Oy)3 [43] and Sr1−xCaxTiO3

[31, 44] as a function of Ca and 18O content, respectively.

(LO) phonon corresponds to 100 meV, this would imply
an ε∞ ' 4. Thus, the large static screening disappears
at high frequencies.

C. Multiple Roads Towards Ferroelectricity

As discussed above, SrTiO3 is a quantum paraelectric.
Its paraelectric state shows the soft-mode behavior of a
displacive ferroelectric. The potential energy of the polar
soft mode as a function of the relative displacement of an-
ions (O) and cations (Sr, Ti) exhibits a double well shape
with two minima corresponding to ferroelectric ground
states with opposite polarizations. In pristine SrTiO3

zero-point fluctuations between those two states impede
the emergence of a long-range ferroelectric order. This
order can be stabilized by chemical substitution (of a
small fraction of Sr atoms with Ca [44] or Ba [66]), by
isotopic substitution (of 16O with 18O [67]) or by appli-
cation of stress [63] or an electric field [68].

Sr1−xCaxTiO3 (CaSTO) becomes ferroelectric for Ca
concentrations of 0.002 < x < 0.02 and it’s Curie temper-
ature TC increases with increasing x as shown in Figure
1d. It should be noted that the complete phase diagram
of CaSTO is complex with multiple structurally-distinct
phases [69]. The ferroelectric phase is restricted to a
very narrow window with a calcium content lower than
two percent. Dielectric and linear birefringence mea-
surements on CaSTO showed that CaSTO is an XY-
ferroelectric with the polarization building up along the
[110] and [11̄0] directions [44, 70]. An activation of TO
phonon modes below TC has been observed with Raman
spectroscopy [70]. In SrTi(16O1−y

18Oy)3 (STO18) fer-

roelectricity appears above an 18O substitution level of
around 35%, evidenced by the appearance of a peak in
the dielectric constant [43, 67] and a hardening of the
TO1 soft-mode seen in Raman measurements below TC
[71]. Figure 1d compares TC measured in both CaSTO
and STO18.

The emergence of ferroelectricity in CaSTO and
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STO18 has been described using two different pictures,
since the transition exhibits components of both dis-
placive and order-disorder type ferroelectrics. In CaSTO,
the substituted Ca atoms have a slightly smaller ionic ra-
dius (0.99 Å) than Sr (1.12 Å) (see Figure 1c). In the
first (order-disorder or percolation) picture, Ca atoms
take off-center positions and form polarized dipole clus-
ters that grow in size with decreasing temperature. The
percolation of these clusters at TC leads to a long-range
ferroelectric order [72]. In the second picture, Ca sub-
stitution damps the quantum fluctuations that prevent
ferroelectricity in pure STO. A transverse Ising model
has been used to describe the competition between the
zero-point quantum fluctuations and the ferroelectric or-
der [73]. In this model, the dipolar interaction between
Ca sites enhances the cooperative exchange coupling be-
tween dipoles and suppresses tunneling between the pos-
sible ferroelectric ground states. In STO18, substitution
of 16O with larger mass 18O atoms (Figure 1c) lowers the
zero point energy in the ferroelectric double well potential
and tunneling between the two ground states is reduced,
thus enabling a condensation of the polar soft mode [28].
In addition to this soft mode behavior, an order-disorder
component of the transition was reported based on the
observation of polar clusters in NMR measurements [74].

D. Phonon Hydrodynamics

Two rare transport phenomena, second sound and
Poiseuille flow, manifestations of phonon hydrodynam-
ics [75] were observed in this insulator and traced back
to the presence of soft modes in the phonon spectrum.
Second sound is a wave-like propagation of temperature
or entropy. Studies of Brillouin scattering [76] and low-
frequency light scattering [77] have concluded that it oc-
curs in this solid. Poiseuille flow is invoked when the
temperature dependence of thermal diffusivity is set by
the variable viscosity of the phonon fluid. It has been
detected by a study of thermal conductivity [78]. Both
these signatures of phonon hydrodynamics require a com-
bination of frequent Normal scattering and rare resistive
(that is, Umklapp and impurity) collisions. Strong cou-
pling between soft phonons and acoustic phonons [79]
can enhance Normal scattering. This is invoked to ex-
plain the observation of phonon hydrodynamic in this
solid [77, 78].

III. METALLICITY OF DOPED SRTIO3

A. Charge Transport: Historical Background

The first report on electronic transport in doped stron-
tium titanate [80] and the latest discussion of it [38] are
separated by fifty-three years. During this time, numer-
ous papers treated the subject [34–37, 81–85]. Surpris-
ingly, however, there is no consensual picture of the way

electrons travel in this dilute metal.
Early studies found that the electric resistivity changes

by orders of magnitude when one cools the solid from 300
to 4 K [34, 35, 80, 81]. This was very different from the
temperature dependence of resistivity in metallic silicon
[86]. Cooling doped silicon at a carrier concentration of
6×1018 cm−3, leads to a twofold increase in mobility [86].
In doped strontium titanate at the same carrier concen-
tration, the mobility enhancement is thousandfold [38].
A room temperature to residual-resistivity-ratio of 1000
is not surprising per se. It has been observed in numer-
ous metals. Here, however, a thousandfold change in the
scattering time (or equivalently in the mean-free-path)
given our knowledge of the zero-temperature properties
of the system, generates a paradox.

B. Band Structure and Experimental Fermiology

Experimental fermiology [14–16] agrees with the ex-
pectations of ab initio band calculations [36, 57]. Accord-
ing to theory [36], stoichiometric SrTiO3 has an indirect
gap at the Γ-point. The filled bands are associated with
oxygen 2p orbitals and three empty bands originate from
Ti 3d orbitals. In the cubic state and in the absence of
spin-orbit coupling the latter three bands are degenerate.
The tetragonal crystal field and the finite spin-orbit cou-
pling lift the degeneracy and create three distinct bands
all centered at the Γ-point [36]. The lower band has a dis-
tinct non-parabolic dispersion. It starts as a light band
and becomes heavier when k > 0.1/a as a consequence of
band anti-crossing. The non-parabolic dispersion of the
lower band is also captured by tight-binding models.

Like what was reported in other dilute metals [87–
89], measurements of the Nernst effect [14],found gi-
ant quantum oscillations. The oscillating component is
much larger than the background. Extensive Shubnikov-
de Haas studies [16] detailed the variation of the multi-
ple frequencies with carrier concentration. A single fre-
quency was found in the dilute limit [14]. Assuming a
single slightly anisotropic pocket, this frequency yielded
a carrier concentration matching the Hall number. This
establishes that the Fermi surface is indeed located at
the Γ-point. As the carrier concentration increases, this
Fermi surface grows in size and above a threshold concen-
tration, nc1, close to what the theory had suggested [36],
a second small frequency, pointing to the emergence of an
additional concentric pocket, is detected [16]. The outer
Fermi surface becomes heavier when n > nc1, confirm-
ing another expectation of ab initio theory. An angle-
dependent study of quantum oscillations in La-doped
SrTiO3 thin films confirmed the expected anisotropy of
the lower band at low carrier concentration [15]. The
success of the rigid-band picture using virtual crystal ap-
proximation in describing non-stoichiometric strontium
titanate is remarkable.

The experimentally-resolved mass at low concentra-
tion (1.8me) [14, 16] is 2.5 times the expected band mass
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(0.7me) [36], suggesting a finite but modest mass renor-
malization. A mass renormalization of similar magnitude
was obtained by infrared conductivity [90]. With increas-
ing carrier concentration , the cyclotron mass of the outer
Fermi surface increases and becomes as heavy as 3.5me

[16], which is what is expected by the theoretical non-
parabolic dispersion of the lower band [36].

A further check of the overall consistency is provided
by specific heat data, which resolved an electronic spe-
cific heat of γ = 1.55 mJ/K2cm−3 [25] at a carrier con-
centration of n = 2.6 × 1020 cm−3. Now, quantum os-
cillations quantify how carriers are distributed among
three pockets of unequal size. Using this information and
the three different cyclotron masses, one finds γ = 1.53
mJ/K2cm−3 in excellent agreement with the measured
value. This leaves little doubt on the accuracy of the
band picture in describing the electronic properties at
low temperature.

C. Bohr Radius, Metal-Insulator Transition and
High Mobility

Quantum oscillations can be observed in this doped
semiconductor in presence of a moderate magnetic field.
Since this is not the case for metallic silicon, one may
wonder why. It is because the parent insulator of dilute
metallic strontium titanate is a quantum paralectric. The
effective Bohr radius (a∗B = 4πε0~2/m∗e2) depends on
the static permittivity, ε0, and the effective mass, m∗.
Because of the large magnitude of ε0, a∗B becomes as long
as 600 nm in metallic STO [33]. According to the Mott
criterion for a metal insulator transition, metallicity [32]
should emerge at a carrier concentration as low as nc '
1011 cm−3. Unavoidable extrinsic impurities, impede a
controlled study of a metal-insulator transition at such
carrier concentrations [91]. However, in such a context,
observing a sharp Fermi surface down to 1017 [14, 15] or
even 1016 cm−3 [92] becomes unsurprising.

How can a shallow Fermi sea (with a depth of 1 meV
on top of a band gap of 3 eV) survive without disinte-
grating into a collection of puddles in absence of homo-
geneous distribution of oxygen vacancies? The long ef-
fective Bohr radius plays a crucial role by pushing up the
Thomas-Fermi screening length in the dilute metal. This
protects the percolated Fermi sea even when its depth
becomes more than three orders of magnitude smaller
than the gap and keeps the mobility of the carriers high,
because any local departure from lattice perfection is av-
eraged over long distances. The doping dependence of
mobility, which follows n−α with α close to unity, can
be explained with a set of most unsophisticated assump-
tions, leading to an expression for the intrinsic mobility
of a metallic semiconductor with a random distribution
of dopants [33].

D. T-Square Resistivity

The Tokura group, studying the phase diagram of
Sr1−xLaxTiO3, was the first to show that the low-
temperature resistivity of the dilute metal follows a T 2

behavior [93]. Their study was restricted to carrier den-
sities exceeding 0.01 e− per formula unit (f.u.). Subse-
quently, van der Marel et al. showed that T -square resis-
tivity persists down to carrier densities as low as 10−3e−

per f.u. [36]. Then, Lin et al. showed that the behavior
persists even when the carrier density becomes as low as
3 × 1017 cm−3 (corresponding to 2 × 10−5 e− per f.u.)
[37]. Across a concentration window extending over four
orders of magnitude, the low-temperature electric resis-
tivity can be expressed as ρ = ρ0 +AT 2. The residual re-
sistivity, ρ0, is enhanced when one introduces controlled
disorder [26] by irradiating a sample, but A is not (see
Figure 2a). It smoothly increases with decreasing car-
rier concentration, becoming as large as a few µΩcmK−2,
typical of a heavy-electron metal (see Figure 2b).

One expects a T -square resistivity in a Fermi liquid,
because the phase space for electron-electron scattering
[95] has such a temperature dependence. This phase
space is inversely proportional to the square of the Fermi
energy, therefore, the smooth increase in the magnitude
of the prefactor with decreasing Fermi energy (which
scales with carrier concentration) is also expected (Fig-
ure 2b). At a first glance, all this appears to be a simple
extension of the Kadowaki-Woods scaling [94] to a low-
density metal.

However, the observation raises several questions.
There are two known ways for collision between elec-
trons to generate a finite contribution to electric resis-
tivity. The first is Umklapp scattering, during which the
colliding electrons lose a unit vector of the reciprocal lat-
tice. But in the extreme dilute limit, the Fermi surface is
too small for Umklapp scattering. The second possibility
is often dubbed the Baber mechanism [96]. If there are
two reservoirs of electrons, with one being more coupled
to the lattice, even if the momentum is ultimately lost
by electron-phonon collisions, the rate is set by a bot-
tleneck set by the momentum exchange rate between the
two reservoirs. However, as discussed above, there is only
one band in the extreme dilute limit.

A second problem is the persistence of the T -square be-
havior up to the degeneracy temperature and above. In
the Fermi liquid picture, one expects a T -square behavior
only when the quasi-particles are well-defined and deep
in the degenerate regime. Maslov & Chubukov have re-
cently pointed out [97] that there is an old and alternative
explanation for the T -square resistivity [98] invoking the
collision of electrons with two TO phonon modes. One
shall not forget, however, that the T -square resistivity is
the asymptotic low-temperature behavior and accounts
for a tiny fraction of the overall temperature-dependent
resistivity. The exponent is smoothly evolving (Figure
2d) and this blurs a reliable detection of the temperature
above which T -square resistivity stops.
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E. T-Cube Resistivity

Above 100 K, the temperature dependence of resistiv-
ity is close to cubic, as reported in early studies [34, 81]
and confirmed by more extensive recent measurements
[37, 38]. In this regime, the mobility becomes indepen-
dent of carrier concentration. It is equal to 4.9 ± 0.5
cm2/Vs at 300 K (see Figure 2c) and continues to de-
crease as T−α, with α > 2 with warming (see Figure
2d). Given what we know about the low-temperature
properties, this metallicity defies the Boltzmann picture.
Injecting the carrier concentration and the effective mass
resolved by quantum oscillations [15, 16], the carrier
mean-free-path becomes significantly shorter than the
de Broglie thermal wavelength and the interatomic dis-
tance. In other words, this metallicity does not respect

the boundaries set by the Mott-Ioffe-Regel limit [99].

In 1981, Baratoff & Binnig [82] fitted the resistivity
over the entire temperature range by adding to the T -
square term a sum of two weighted Bose-factors rep-
resenting the population of two LO phonon modes at
58 and 100 meV. In this picture, the main driving
force behind the temperature dependence of resistivity
is the change in the population of thermally excited LO
phonons strongly scattering electrons. More than three
decades later, Micheev et al. [85] used a similar approach.
This led to an excellent fit, but raised several unanswered
questions: Why does the mean-free-path continues to de-
crease even after falling below the carrier wavelength?
What explains the persistence of the T -square component
up to room temperature (which is required in addition
to the Bose factor to obtain a satisfying fit)? Why does
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metallic BaTiO3−δ [100], which has similar LO phonons,
have a very different temperature-dependent resistivity?

Although SrTiO3−δ behaves very differently from ordi-
nary doped semiconductors, including those with a sim-
ilar hard phonon spectrum, its temperature-dependent
resistivity is strikingly similar to other aborted ferro-
electrics such as IV-VI semiconductors [101] and doped
KTaO3 [102, 103]. This observation points to the soft
TO phonons as the driving force behind the tempera-
ture dependence of resistivity [38]. As early as 1966,
Wemple, invoking the striking similarity in the effect of
pressure on resistivity and electric permittivity in various
perovskites, argued in favor of a central role played by
TO phonons in charge transport [104].

If the quasi-particles do not change their mass with
temperature, then they cease to be well-defined over a
time scale long enough to allow a scattering time, used
in the collision-based Boltzmann picture. This is the
central paradox for any collision-based picture of charge
transport in this system. But what if the polarons were
becoming heavier upon warming? This interesting line
of thought was suggested by Eagles [105] who invoked
the thermal evolution of plasma frequency as reported
by Gervais et al. [106]. Later and more extensive stud-
ies by van der Marel’s group [90] led to a quantitatively
different set of data and an attenuated temperature de-
pendence. It is important to recall what Fredrikse et al.
noticed as early as 1964 [80] that small polarons are not
expected to become heavier with warming.

IV. THE MOST DILUTE SUPERCONDUCTOR

A. The Superconducting Phase Diagram

In the 1960s, when superconductivity was discovered
in n-doped STO [8, 11] only a few semiconducting super-
conductors were known. Since then many other super-
conductors whose parent is an insulator have been dis-
covered [4]. The list includes celebrated insulators such
as diamond, silicon and germanium. As seen in Figure
3a, however, strontium titanate remains by far the most
dilute among such superconductors [14]. In a dilution
refrigerator with a 20 mK base temperature, we have
observed a transition towards zero resistivity in samples
with a carrier density as low as 3 × 1017 cm−3. By con-
trast, bulk superconductivity could be detected down to
4.5 × 1018 cm−3. As seen in Figure 3a, not only the su-
perconductivity of strontium titanate is remarkably pre-
cocious, but also the dependence of its Tc with carrier
density does not show the steep initial increase seen in
other systems. There are reports of superconductivity
in Zr-substituted STO extending to even lower carrier
densities [107, 108]. But these are ceramic samples with
dubious homogeneity. In contrast to single crystals [14],
there is no evidence for quantum oscillations establishing
the existence of a single continuous Fermi sea.

One puzzling feature of superconductivity in strontium

titanate is that, resistive Tc (the temperature at which
resistivity drops to zero) and the bulk Tc (the tempera-
ture at which specific heat begins to rise) are different.
Figure 3b shows the superconducting transition in the
same optimally-doped sample monitored by four differ-
ent probes. Electric resistivity vanishes well above the
temperature at which specific heat, magnetic susceptibil-
ity and thermal conductivity begin to deviate from their
normal-state values because of the superconducting tran-
sition. The bulk Tc corresponds to the onset of the global
Meissner effect seen by DC magnetization measurements
[109]. This means that even at optimal doping, filamen-
tary superconductivity persists at a temperature higher
than the bulk critical temperature and the same filamen-
tary superconductivity persists in the dilute limit even
after the destruction of the bulk superconductivity. One
possible place where filamentary superconductivity can
’hide’ is a domain wall between tetragonal domains. This
speculation is supported by a recent finding reported by
the Moler group who, studying Nb-doped SrTiO3 thin
films, found that upon warming the diamagnetic response
in domain boundaries survives at a temperature ≥ 10%
higher than elsewhere [110]. Given the well-established
sensitivity of the critical temperature to strain [111] and
pressure [112] (see Section IV D), oriented strain or neg-
ative pressure in the domain boundary can be the origin
of such a higher critical temperature. The polar nature
of the domain boundaries [53], in the light of the grow-
ing evidence for an intimate connection between ferro-
electricity and superconductivity (see Section IV D) may
also play a role.

Another puzzling feature is that dilute superconduc-
tivity, which is clearly observed in the resistivity of
SrTiO3−δ is absent in SrTi1−xNbxO3 (see Figure 4b).
The two systems do not show any detectable difference in
their phonon spectrum or their Fermi surface structure.
The only obvious difference is that an oxygen vacancy
donates two mobile electrons and a Nb dopant only one.
This may be a manifestation of the “negative-U” super-
conductivity [113], where the presence of two electrons
at the same site favors the formation of Cooper pairs in
dilute SrTiO3−δ.

As seen in Figure 4b, the superconducting dome of
SrTiO3−δ has a structure [14, 16], that correlates with
the evolution of the Fermi surface with doping (see Fig-
ure 4a). The initial increase of Tc in the dilute limit is
interrupted as soon as the middle band begins to be oc-
cupied. Fernandes and co-authors have recently argued
that the expected enhancement in Tc [114] due to the en-
hanced density of state by the occupation of an additional
band can be suppressed in a multi-band superconductor,
when the inter-band pairing interaction is repulsive [115].

B. The Symmetry of the Order Parameter

The first study of the superconducting gap in STO
was by Binnig et al. [6], who performed planar tun-
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FIG. 3. Features of superconductivity in doped STO a) Superconducting phase diagram for a group of semiconducting
superconductors [4]. Strontium titanate is by far the most dilute. b) Specific heat C/T , thermal conductivity κ/T , AC
susceptibility χAC and resistivity ρ as a function of temperature for SrTi1−xNbxO3 around the optimal doping level. The bulk
Tc is slightly lower than the temperature where resistivity vanishes. Abbreviation: STO, strontium titanate.

neling experiments on SrTi1−xNbxO3 and observed two
distinct gaps. Recent tunneling studies on superconduct-
ing SrTiO3/LaAlO3 interfaces [116] and Nb-doped thin
films [117], however, could not detect such multiple gaps.
These early and recent tunneling studies found that the
magnitude of the gap is close to the BCS weak-field cou-
pling value of ∆/kBTc = 1.76 and in agreement with the
size of the specific heat jump [25].

The study of thermal conductivity, κ, in the supercon-
ducting state [25] found no T -linear term in κ deep in-
side the superconducting state (Figure 5a). Nodal quasi-
particles are expected to present a T -linear contribution
to the heat transport [118]. Therefore, the result im-
plies that the superconducting gap is nodeless. Con-
trolled disorder was found to have little effect on the
superconducting transition temperature [26]. As seen in
Figure 5b, Tc is insensitive to defects introduced by elec-
tron irradiation. This behavior is similar to what was
observed in MgB2, and contrasts with the typical sen-
sitivity of unconventional superconductors. In d-wave
YBaCuO7−δ and p-wave Sr2RuO4, Tc is extremely sen-
sitive to potential scattering and the superconducting
ground state can be completely destroyed by disorder
[119–121]. In contrast, according to Anderson’s theorem
[122], Cooper pairs with s-wave symmetry are not bro-
ken by non-magnetic defects. Thus, it is safe to conclude
that, at least when optimally-doped, the superconduct-

ing gap(s) is(are) s-wave and nodeless.

C. Superfluid Density and Its Distribution Among
Bands

The superfluid density ns, i.e., the density of carri-
ers condensing into Cooper pairs is unusually small in
this system. This quantity is linked to the penetration
depth λ by the London equation λ−2 = µ0nse

2/m? [127].
Therefore, it can be quantified either by direct measure-
ments of λ or through the lower critical field Hc1 via
Hc1 = φ0

4πλ2 (lnκ+ 0.5), where κ is the Ginzburg-Landau
parameter [128, 129].

Because of its low carrier density, the expectedHc1 is of
the order of the terrestrial magnetic field [109, 130]. As-
suming that most of the superfluid density should come
from the lower band and taking the effective mass ex-
tracted from quantum oscillations and specific heat (see
Section III B), it is possible to derive ns from Hc1 mea-
surements [109]. The ns dependence on doping is shown
in Figure 5c and follows a dome-like structure which
seems to scale with Tc.

In a naive picture, when T → 0, all carriers contribute
to superconductivity and as a result ns should match the
normal state carrier density nH . This is indeed true in
a large variety of superconductors in (or close to) the
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clean limit [109, 131]. Nevertheless, in presence of a su-
perconducting dome, this equality between ns and nH
breaks down and there is an apparent scaling between ns
and Tc, which can be understood thanks to the Homes
law [132]: because of scattering, states of characteristic
energy higher than 2∆ do not condense, giving the pro-
portionality ns/n ∝ ∆τ (∼ `/ξ) in the the dirty limit.

To take a closer look, the ratios ns/nH and π∆τ/~
reported in Ref [109] are plotted in Figure 5d. At the
lowest doping, ns matches nH as expected. Then, upon
entering the dirty limit (`/ξ < 1), ns deviates from nH
and becomes only a few percent of nH . However, there
is no strict proportionality between ns/nH and ∆τ , as
expected according to the Homes law in a single-band
picture.

The latter observation may be connected to the un-
settled issue of multi-band superconductivity. At opti-
mal doping, the normal carriers are distributed among
three distinct Fermi surfaces. However, recent tunneling
studies detect a single superconducting gap [117] and mi-
crowave measurements [133] see a single energy scale for
the superfluid condensate. A future challenge is to rec-
oncile these experimental results with the temperature
dependence of Hc1 [109] in a quantitative way.

D. Quantum-Critical Ferroelectricity

Is it a mere coincidence that this unusual supercon-
ducting dome occurs in a doped semiconductor whose
insulating parent is an incipient ferroelectric? One sus-
pects the answer to this question to be negative. This
suspicion is reinforced by the simple observation illus-
trated in Figure 6. A small pressure of 5 kbar destroys
superconductivity (panel a) and stabilizes the ferroelec-
tric order (panel b). It is hard to see how such a small
pressure could affect longitudinal phonons or their well-
documented [117] strong coupling with mobile electrons.
The fact that a small and comparable pressure is required
to harden the soft mode and to destroy the superconduc-
tor is indicative of an intimate link between the two.

Following Rowley et al. [27] pointing to ferroelectric
quantum criticality, Edge et al. proposed a specific sce-
nario in which the maximum Tc is set by the emergence of
the ferroelectric instability [28]. As seen in Section II B,
quantum fluctuations suppress the emergence of a long-
range ferroelectric order in the pristine insulating STO.
When 18O replaces 16O or a small fraction of Sr atoms
is substituted by Ca atoms, a long-range order appears.
Furthermore, the composition of 35% 18O has been iden-
tified as a quantum critical point [27]. According to the
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quantum critical scenario, the maximum Tc enhances and
the dome shifts to lower doping levels upon 18O substitu-
tion, as isotopic substitution pushes the quantum critical
point into the electron doping region that allows super-
conductivity [28].

Experimental support for the ferroelectric quantum-
critical scenario, the subject of several recent theo-
retical studies [112, 134–136], has recently emerged
in the studies of SrTi(16O0.65

18O0.35)3−δ [30] and
Sr0.991Ca0.009TiO3−δ [31]. As seen in Figure 6c, both Ca
[31] and 18O [30] substitution were found to enhance the
superconducting critical temperature in a finite window
of doping.

Sr1−xCaxTiO3−δ (0.002 < x < 0.02) is a metal, and
therefore not a true a ferroelectric with a reversible bulk

polarization. Nevertheless, it hosts a phase transition
structurally indistinguishable from the ferroelectric tran-
sition occurring in the insulator without oxygen vacancies
[31]. Figure 6c plots the Curie temperature detected in
these metallic samples showing that there is a region in
the phase diagram in which superconductivity and fer-
roelectricity coexist (sketched in Figure 6d). The en-
hancement of Tc is the strongest in the vicinity of the
destruction of the ferroelectric-like order, in qualitative
agreement with the quantum critical scenario. Hence, a
major role played by the soft TO phonon mode in the
formation of Cooper pairs near the peak of the supercon-
ducting dome is confirmed by these experiments. The
survival of zero-resistivity (accompanied or not by bulk
superconductivity) in oxygen-reduced strontium titanate
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remains a challenge to theory. A promising possible can-
didate are plasmons [17, 137].

V. CONCLUDING REMARKS

The BCS theory based the phenomenon of supercon-
ductivity on solid theoretical grounds. But it also led to a
paradigm shift. In the words of A. J. Leggett, supercon-
ductivity ”was understood as occurring almost inevitably
in a very degenerate Fermi system” whenever phonon-
mediated attraction outweighs Coulomb repulsion [138].
Superconductivity of strontium titanate constitutes an
intriguing case of the survival of a superconductor in an
unexpected context where carriers have a small kinetic
(and even smaller potential) energy. This strangeness
highlights the limits of ab initio theory in determining
the outcome of the balance between attraction and repul-
sion and the irony of a glorious scientific theory weak in
prediction and strong in postdiction, as underlined by the

recent discovery of superconductivity in bismuth [139].

DISCLOSURE STATEMENT

The authors are not aware of any affiliations, mem-
berships, funding, or financial holdings that might be
perceived as affecting the objectivity of this review.

ACKNOWLEDGMENTS

We thank A. Balatsky, P. Chandra, D. Eagles, J. Flou-
quet, J. Hemberger, G. G. Lonzarich, T. Lorenz, D.
Maslov and N. Spaldin and D. van der Marel for discus-
sions and comments. This work was supported by Fonds-
ESPCI and by the Agence Nationale de Recherche as a
part of the QUANTUMLIMIT project. BF acknowledges
support from Jeunes Equipes de l’Institut de Physique du
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SUMMARY POINTS

1. SrTiO3 is a quantum paraelectric with a very large
dielectric permittivity. The ferroelectric order can
be stabilized by applying strain, chemical (Ca for
Sr) or isotopic (O18 for O16) substitution.

2. The large permittivity of the insulator leads to a
long effective Bohr radius for dopants, which can
easily turn the system into a dilute metal. Charge
transport in this metal presents intriguing features
including the persistence of T -square resistivity in
the extreme dilute limit and a non-saturating mag-
netoresistance at room-temperature and above.

3. The superconducting dome persists down to very
low carrier densities where several usual assump-
tions in the BCS scenario cease to be valid.

4. Superconductivity and ferroelectricity are inti-
mately linked and there is experimental support for

the quantum-critical scenario according to which
the critical temperature is boosted by the vicinity
to the ferroelectric order.

FUTURE ISSUES

1. A reliable theory of charge transport in the dilute
metallic state is missing.

2. Do the electrons become heavier with warming or
do they keep their low-temperature mass?

3. Can a quantum-critical scenario explain the persis-
tence of superconductivity in the very dilute limit
in the oxygen-reduced strontium titanate?

4. Where does the difference between the bulk and
resistive Tc come from?

5. Is the system a multi-gap superconductor?
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Norman, Phys. Rev. B 48, 653 (1993).
[122] P. Anderson, Journal of Physics and Chemistry of Solids

11, 26 (1959).
[123] S. K. Tolpygo, J.-Y. Lin, M. Gurvitch, S. Y. Hou, and

J. M. Phillips, Phys. Rev. B 53, 12454 (1996).
[124] A. A. Blinkin, V. V. Derevyanko, A. N. Dovbnya, T. V.

Sukhareva, V. A. Finkel’, and I. N. Shlyakhov, Physics
of the Solid State 48, 2037 (2006).

[125] Y. Fukuzumi, K. Mizuhashi, K. Takenaka, and
S. Uchida, Phys. Rev. Lett. 76, 684 (1996).

[126] A. P. Mackenzie and Y. Maeno, Rev. Mod. Phys. 75,
657 (2003).

[127] F. London and H. London, Proc. R. Soc. A 149, 71
(1935).

[128] A. Abrikosov, Sov. Phys. JETP 5, 1174 (1957).
[129] C.-R. Hu, Phys. Rev. B 6, 1756 (1972).
[130] E. Ambler, J. H. Colwell, W. R. Hosler, and J. F. Schoo-

ley, Phys. Rev. 148, 280 (1966).
[131] C. Collignon, Ph.D. thesis, Université de Sherbrooke &
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