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An efficient technique for calculating X-ray Raman scattering spectra at the K edge in the frame-
work of a single-particle theory is presented. It is based on a recursive method to compute the
dynamic structure factor as a continued fraction without requiring the explicit calculation of high-
lying unoccupied electronic states. Multipole transitions are calculated to provide a full account of
the q-dependence of K edges recorded in a series of lithium-bearing reference compounds, namely
LiBO2, Li2CO3, Li2O and LiF. The good agreement obtained between experimental and theoretical
spectra validates our approach and provides a solid ground for analyzing K edges beyond the dipole
approximation.

I. INTRODUCTION

Since the pioneering experimental work of Suzuki and
collaborators1,2 during the late 1960’s, X-ray Raman
Scattering (XRS) spectroscopy has become increasingly
popular in condensed matter physics and chemistry,
earth and material sciences as a tool for investigating
the local atomic and electronic structure of solids3–5, liq-
uids6–8 and gases.9,10 Also known as Non-Resonant In-
elastic X-ray Scattering (NRIXS), this technique indeed
bears a lot of similarities with well established soft X-
ray Absorption Spectroscopy (XAS) and Electron En-
ergy Loss Spectroscopy (EELS), as it essentially probes
the same electronic transitions under experimental condi-
tions where the dipole approximation remains valid.11,12

The use of hard X-rays, however, makes this spec-
troscopy particularly well suited for studying low energy
edges of bulk materials even under highly absorbing sam-
ple environments, opening up a wealth of possibilities
for in situ experiments. This characteristic appears as
a substantial advantage over XAS, where in situ mea-
surements are largely hindered by the necessity of work-
ing in a high-vacuum environment and where the signal
is essentially surface-sensitive, and over EELS, as this
spectroscopy is often implemented in the transmission
electron microscope with still rather limited in situ ca-
pabilities. A number of studies focussed on pressure-
induced structural modifications have therefore been car-
ried out in XRS ranging from in situ monitoring of the
π to σ-bond conversion in layered compounds such as
graphite13 and hexagonal BN14, variation of the unoccu-
pied state orbital character in bulk silicon,15 to the detec-
tion of coordination changes in silicon,16–20 germanium21

or boron22,23 bearing crystalline and amorphous mate-
rials. Pressure has also been employed to explore the
different phases of ice24,25 and, combined with temper-
ature, to probe the local structure of water under sub-
and supercritical conditions.26

Another important advantage of XRS resides in its
ability to control not only the energy, but also the mo-

mentum transferred to the photoelectron, both in mag-
nitude and direction. Angular dependence studies of K
edges have therefore been carried out with the purpose
of determining the symmetry of unoccupied electronic
states in hexagonal BN,5,27 MgB2

28 or in iridates,29 to
measure crystal-field splittings. Dichroic signals have
also been measured at shallow edges such as the cerium
N4,5 edge in unconventional heavy fermion superconduc-
tors CeCu2Si230 and CeCu2Ge231 for large magnitudes
of the momentum transfer, allowing determination of the
ground orbital states of these compounds.

The ability of XRS to transfer a large momentum
and, thus, induce electric multipole transitions has in-
deed soon been recognized.32 The most striking examples
illustrating this aspect in XRS are undoubtedly the N4,5

edges of lanthanides33,34 and O4,5 edges of actinides35,36
where, when increasing the magnitude of the momen-
tum transfer, giant dipole resonances progressively van-
ish while higher order transitions appear at slightly lower
energy losses, revealing a multiplet structure that even-
tually dominates the spectra. Non-dipole transitions can
also be probed at K edges of light elements4,37–39 and
consist predominantly of monopole or, usually to a much
lesser extent, quadrupole transitions.40 In this context,
site specific angular-momentum projected local densities
of states have been retrieved from sets of isotropic spec-
tra recorded with different magnitudes of the momentum
transfer41, revealing the nature of the first unoccupied
states in solids25,42 and liquids.43

Modeling therefore plays a very important role when
interpreting the complex q-dependence of the XRS sig-
nal with the purpose of extracting useful information
about the local atomic or electronic structure of a mate-
rial. While atomic44,45 or ligand-field30,31 multiplet the-
ories prove to be very successful in describing shallow
edges characterized by localized final states such as lan-
thanides N4,5 or actinides O4,5 edges, K edges are usu-
ally better described in the framework of single-particle
theories. Different approaches have been developed for
this purpose at different levels of approximation rang-
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ing from multiple-scattering theory within the muffin-tin
approximation,4,46 full-potential density functional the-
ory (DFT) calculations carried out in real space for clus-
ters40,47,48 or reciprocal space for periodic systems49,50
to many-body perturbation theory by solving the Bethe-
Salpeter equation (BSE).51–54

In this paper, we propose an efficient method for cal-
culating XRS K edges based on DFT and implemented
in the framework of the pseudopotentials and plane-wave
method. In the same spirit as for XAS55–57, the XRS dy-
namic structure factor is computed as a continued frac-
tion through a recursive method, avoiding the explicit
calculation of high-lying unoccupied states. In partic-
ular, multipole transitions are calculated to provide a
full account of the q-dependence of K edges in a series
of lithium-bearing reference compounds, namely LiBO2,
Li2CO3, Li2O and LiF.

The paper is organized as follows: in Sec. II, we give a
brief account of the theory of XRS and describe its imple-
mentation in the framework of pseudopotentials. Sec. III
provides all the necessary details related to the exper-
iments and the calculations presented in this work. In
Sec. IV, we present an extensive comparison between ex-
perimental and theoretical spectra, gathering all the K
edges accessible in XRS on this set of compounds. More-
over, the different approximations employed to account
for the presence of the core-hole in the final state and
the associated technical issues are discussed in details.
Our results on LiF are finally compared with those ob-
tained using a more involved numerical approach based
on solving the Bethe-Salpeter equation.

II. THEORY

A. XRS dynamic structure factor

In an inelastic X-ray scattering experiment, an inci-
dent photon, of wave vector, energy and polarization (kin,
~ωin, ε̂in), is scattered by an electron system. The scat-
tered photon is similarly characterized by kout, ~ωout and
ε̂out. A momentum q and an energy ~ω, defined respec-
tively by q = kin − kout and ~ω = ~ωin − ~ωout, are thus
transferred to the system.58 The XRS double-differential
scattering cross-section can be written as46

d2σ

dΩdω
(q, ω) =

(
dσ

dΩ

)
Th

S(q, ω) , (1)

where the Thompson scattering differential cross-section
reads (

dσ

dΩ

)
Th

= r0
2 (ε̂in · ε̂∗out)2

ωout

ωin
, (2)

and the dynamic structure factor S(q, ω) is defined, in a
single-particle framework, by

S(q, ω) =
∑
f

∣∣〈ψf | eiq·r |ψi〉∣∣2 δ(Ef − Ei − ~ω) . (3)

In Eq. (2), r0 is the classical radius of the electron. In
Eq. (3), Ei and Ef are the energies of the initial core-
state |ψi〉 and the final state |ψf 〉, respectively, and the
transition operator can be expanded in terms of spherical
harmonics as

eiq·r = 4π

+∞∑
λ=0

λ∑
µ=−λ

iλY µλ (q̂)∗Y µλ (r̂)jλ(qr) , (4)

where jλ(qr) is a spherical Bessel function. In Eq. (4) the
zeroth (λ = 0), first (λ = 1) and second (λ = 2) order
terms lead to monopole, dipole and quadrupole electronic
transitions, respectively.

B. Implementation in a pseudopotential framework

In a pseudopotential approach, using the Projec-
tor Augmented Wave (PAW) formalism59, the dynamic
structure factor can be written as

S(q, ω) =
∑
f

∣∣∣〈ψ̃f |φ̃0〉∣∣∣2 δ(Ef − Ei − ~ω) , (5)

where the pseudo final state |ψ̃f 〉 is related to the all-
electron final state |ψf 〉, which is not directly computed,
and

|φ̃0〉 =
∑
ν

|p̃R0,ν〉 〈φR0,ν | eiq·r |ψi〉 . (6)

In Eq. (6), |φR0,ν〉 is an all-electron atomic partial wave
centered on the absorbing atom site R0, defined in the
Schrödinger representation as

〈r|φR0,ν〉 = Rp`σ(r)Y m` (r̂)χsσ(sz), (7)

where r = r r̂, Rp`σ, Y m` and χsσ are the radial, angular
(complex spherical harmonics) and spin parts of φR0,ν ,
respectively. The |φR0,ν〉 all-electron partial wave coin-
cides with the |φ̃R0,ν〉 corresponding pseudo-atomic par-
tial wave outside a spherical core region ΩR0 . The |p̃R0,ν〉
projector function, equal to zero outside ΩR, satisfies the
conditions 〈p̃R′,ν′ |φ̃R0,ν〉 = δR′,R0

δν′ν . The compound
index ν stands for quantum numbers (`,m, σ) and an
additional p number, used if there is more than one pro-
jector per angular momentum channel.

A general expression of |φ̃0〉 valid for any edge re-
quires the specification of a set of quantum numbers
(ni, `i, j,mj) to describe the initial state |ψi〉, which ac-
counts for the effect of spin-orbit coupling when `i 6= 0.
Using Eq. (4), and consistent with the notations of
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Ref. 57, it reads

|φ̃0 ni,`i,j,mj 〉 = 4π

∞∑
λ=0

λ∑
µ=−λ

iλ(−1)µY −µλ (q̂)

×
1/2∑

σ=−1/2

(`i mj−σ s σ|j mj)

×
∑
p,`

J λp`,ni`i,σ

∑̀
m=−`

G`,mλ,µ,`i,mj−σ |p̃R0,p,`,m,σ〉 .

(8)

In Eq. (8), (`1m1 `2m2|`3m3) is a Clebsch-Gordan coef-
ficient, G is a Gaunt coefficient and J λp`,ni`i,σ

is the radial
integral defined by

J λp`,ni`i,σ =

∫
Rp`σ(r)Rni`iσ(r)jλ(qr)r2dr . (9)

For an initial s state (K edges, L1 edges, etc.), the
monopole, dipole and quadrupole terms of |φ̃0 ni,0,

1
2 ,σ〉

read respectively

|φ̃0〉mono =
∑
p,σ

J λ=0
p0,ni0,σ |p̃R0,p,0,0,σ〉 , (10)

|φ̃0〉dip = i
√

3
∑
p,σ

J λ=1
p1,ni0,σ

(
q̂x + iq̂y√

2
|p̃R0,p,1,−1,σ〉

+ q̂z |p̃R0,p,1,0,σ〉+
−q̂x + iq̂y√

2
|p̃R0,p,1,1,σ〉

)
,

(11)

|φ̃0〉quad = −
√

15

2

∑
p,σ

J λ=2
p2,ni0,σ

(
(q̂x − iq̂y)2

2
|p̃R0,p,2,2,σ〉

+ (−q̂x + iq̂y)q̂z |p̃R0,p,2,1,σ〉+
3q̂z

2 − 1√
6
|p̃R0,p,2,0,σ〉

+ (q̂x + iq̂y)q̂z |p̃R0,p,2,−1,σ〉+
(q̂x + iq̂y)2

2
|p̃R0,p,2,−2,σ〉

)
,

(12)

where (q̂x, q̂y, q̂z) are the cartesian coordinates of q̂, the
unit vector describing the orientation of q (q = q q̂).

For each monopole, dipole or quadrupole transition,
the dynamic structure factor (Eq. 5) is calculated as a
continued fraction, whose coefficients are obtained by
building a Lanczos basis60 for a fixed value of the norm
of q. We thus neglect its energy dependence over the
range employed to calculate the spectra, usually of a few
tens of eV. Note that the relative variation ∆q/q is maxi-
mized for small scattering angles and small energy losses,
i.e. typically for K edges of low-Z elements studied in
this work. However, under the experimental conditions
described in this paper, ∆q/q evaluated over an energy
range of 50 eV, is lower than 1%, justifying the above
mentioned approximation.

Figure 1. Crystal structures of LiBO2, Li2CO3, Li2O and
LiF.

The dynamic structure factor depends on both the
norm q and the orientation q̂ of the momentum transfer
q. In the case of a powder sample, for a given value of q,
the XRS spectrum can be calculated as a sum of isotropic
λ-dependent contributions, since the cross-terms (i.e.,
terms between two different transition channels in the
squared matrix element of Eq. (3)) cancel. By definition,
the monopole (λ = 0) contribution is isotropic. Indeed,
as shown in Eq. (10), |φ̃0〉mono does not depend on q̂.
As explicitly visible in Eq. (11) and Eq. (12), the dipole
(λ = 1) and quadrupole (λ = 2) contributions both de-
pend on q̂. The calculation of Siso

dip(q, ω) and Siso
quad(q, ω)

requires the consideration of at most three and five dis-
tinct q̂ orientations, respectively. However, these num-
bers can be reduced depending on the symmetries of the
crystal point group.
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Table I. Structure and supercells used for LiBO2, Li2CO3, Li2O and LiF. Rhombohedral (rh) supercells were used in the case
of face-centered cubic lattices.
Compound System Space group Lattice Inequivalent sites Supercell Shortest distance Reference

parameters between excited atoms
LiBO2 monoclinic P21/c a = 5.838 Å 2 sites of O 2 × 2 × 2 8.696Å Ref. 61

b = 4.348 Å (128 atoms)
c = 6.449 Å
β = 115.12◦

Li2CO3 monoclinic C2/c a = 8.390 Å 2 sites of O 1 × 2 × 2 8.390Å Ref. 62
b = 5.000 Å (96 atoms)
c = 6.210 Å
β = 114.5◦

Li2O cubic Fm3̄m a = 4.619 Å - rh 3 × 3 × 3 9.798Å Ref. 63
(81 atoms)

LiF cubic Fm3̄m a = 4.028 Å - rh 3 × 3 × 3 8.545Å Ref. 64
(54 atoms)

III. TECHNICAL DETAILS

A. Samples

This study was carried out on powder samples
of lithium metaborate (LiBO2), lithium carbonate
(Li2CO3), lithium oxide (Li2O) and lithium fluoride
(LiF). Li2CO3 (99.99%), Li2O (97%) and LiF (99.99%)
were purchased at Alfa Aesar, Aldrich and Sigma-Aldrich
respectively. LiBO2 was synthesized from Li2CO3 and
H3BO3 following a method described previously.65,66 The
powder samples were pressed into cylindrical powder pel-
lets of 13 mm diameter and approximately 3 mm thick-
ness.

The crystallographic structure of these four lithium
compounds is displayed in Fig. 1. LiBO2 has a mono-
clinic structure composed of infinite chains of BO3 units
parallel to [010] with two bridging and one non-bridging
oxygens. Li2CO3 has a monoclinic structure with iso-
lated triangular CO3 units with one double C=O bond.
In LiBO2 and Li2CO3, Li atoms occupy distorted tetra-
hedral sites. Li2O has a cubic structure with Li occupy-
ing all the tetrahedral interstitial sites of the cubic close
packing of oxygens. Finally, LiF has a rock-salt cubic
structure with both Li and F in octahedral sites.

B. Experiments

The K edges of all the elements constitutive of LiBO2,
Li2CO3, Li2O and LiF were recorded using X-Ray Ra-
man Scattering spectroscopy. All experimental spectra
were collected at the inelastic scattering beamline ID20
of the European Synchrotron Radiation Facility (ESRF),
Grenoble, France.

The incident X-rays were monochromatized using a
combination of a high heat-load Si(111) monochroma-
tor and a Si(311) post monochromator and focused to a
spot size of approximately 50 × 50 µm2 at the sample
position using a Kirkpatrick-Baez mirror assembly. XRS

spectra of Li2CO3, Li2O, and LiF were taken using the
large-solid-angle X-ray Raman scattering spectrometer67
employing 24 Si(660) analyzer crystals for momentum
transfers of 4.5±0.2 Å−1 (low q) and 8.5±0.1 Å−1 (high
q) and an overall energy resolution of 0.7 eV. The LiBO2

data were recorded using the high-resolution spectrome-
ter employing 5 Si(555) analyzer crystals in two different
runs for momentum transfers of 2.4±0.1 Å−1 (low q) and
10.2± 0.1 Å−1 (high q), respectively. The overall energy
resolution was 0.6 eV for this second data set.

All experimental data was analyzed using the
XRStools software package.68 The integrated intensity of
each spectra was normalized over a 40 eV energy range.

C. Calculations

1. Computational details

All the theoretical spectra were obtained using the
XSpectra module in which we implemented the calcu-
lation of the XRS dynamic structure factor (see Eq. (5))
as a continued fraction, following the scheme adopted for
X-ray absorption calculations.55,56 XSpectra is a part of
the Quantum Espresso69 suite of codes, which is based
on DFT, uses plane-wave basis set, pseudopotentials and
periodic boundary conditions. This reciprocal space ap-
proach implies the use of supercells to isolate the absorb-
ing atom. The supercell has to be large enough to mini-
mize the interaction between the absorbing atom and its
periodically repeated images.

Two methods were employed to preserve charge neu-
trality of the supercell in the presence of a core-hole for
the absorbing atom: (i) the Full-Core Hole (FCH) ap-
proach, in which the excited electron is modeled as a
uniform background charge within the supercell; (ii) the
eXcited Core-Hole (XCH) approach,70 in which the ex-
cited electron is put in the lowest available unoccupied
state so as to contribute to the local screening of the
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core-hole. The XCH approach was used at the Li, B and
C K edges, while the FCH approach was preferred at
the O and F K edges. Alternatively, the Half-Core-Hole
(HCH) approach was tested at the Li K edge. The HCH
approximation consists in removing half an electron from
the core-state, thereby simulating a transition state in the
x-ray excitation process. The choice of a given approach
is discussed in Sec. IVC.

Ultrasoft pseudopotentials71 were generated using
the Pslibrary72, in the Rappe, Rabe, Kaxiras, and
Joannopoulos formalism73 and within the generalized
gradient approximation of Perdew, Burke, and Ernzer-
hof.74 Each pseudopotential includes two s and p pro-
jectors, a single d projector was added for lithium and
fluorine to evaluate the quadrupole contributions in LiF.
The pseudopotential of the absorbing atom was obtained
by removing one 1s core electron (half an electron only
in the HCH approximation) from its electronic configu-
ration and by adjusting the ionic radii to slightly smaller
values when required. To generate the pseudopotential of
absorbing lithium, the 1s state was included in the core.

For each compound, the supercell size convergence was
verified, leading to the supercell parameters described
the Table I. All the Self-Consistent Field (SCF) calcula-
tions were carried out with an energy cut-off for electronic
wavefunction and density of 100 Ry and 800 Ry, respec-
tively, and a uniform Monkhorst Pack 3 × 3 × 3 k-point
grid.75 A 4× 4× 4 k-point grid was used for the spectra
calculation.

2. The core wavefunction issue

The dynamic structure factor calculation for the
monopole transition requires the evaluation of the
radial part of the matrix element 〈ψf | j0(qr) |ψ1s〉.
For low-q values, j0(qr) tends to 1 and therefore
lim
q→0
〈ψf | j0(qr) |ψ1s〉 = 0, as a consequence of the one-

electron state orthogonality. Hence, the Smono(q, ω) term
is expected to vanish when q tends to 0.

In our pseudopotential scheme, the evaluation of the
radial part of 〈ψf | j0(qr) |ψ1s〉 requires the calculation of
integrals defined by Eq. (9). In XSpectra, initially devel-
oped for X-ray absorption calculations where monopole
electronic transitions are forbidden, the radial parts of
the absorbing atom core-state partial wave, R10σ(r) for a
K edge, and the absorbing atom final-state partial wave,
Rp`σ(r), are usually extracted from ground-state and
excited-state electronic configurations, respectively, and
are therefore not orthogonal. For XRS calculations, as a
consequence of this loss of orthogonality, the monopole
intensity for very low q values raises again instead of van-
ishing, as shown in Fig. 2 in the case of LiF. The simplest
way to circumvent this issue consists in using an atomic
radial core wavefunction calculated for an excited state
electronic configuration of the absorbing atom. By do-
ing so, the orthogonality between the initial and final
states is restored, so that the monopole signal monotoni-

1 2 3 4 5 6 7 8 9 10
q (Å-1)

0

0.1

0.2

0.3

0.4

0.5

0.6

I m
on

o(q
) /

 I to
t(q

)

Li K edge

F K edge

using ES elec. config. 
using GS elec. config. 

Figure 2. Variation of Imono(q)/Itot(q) as a function of q in
the case of LiF (triangles for the LiK edge, circles for the FK
edge). The I quantity corresponds to the dynamic structure
factor S(q, ω) integrated over a 50 eV energy range (Imono is
the contribution of the monopole term only, Itot is the inte-
gral of the sum of both monopole and dipole terms). Two
electronic configurations of the absorbing atom were used to
generate the atomic initial state core wavefunction, R10σ(r):
the ground state (GS) one, and the excited state (ES) one,
which was obtained with only one 1s electron.

cally decreases with the q-value, as it should (see Fig. 2).
Whereas at the F K edge, the Imono(q)/Itot(q) ratio ob-
tained using both radial core wavefunctions differs by a
few percent over the full range of q values, they converge
to the same value at the Li K edge in the high-q limit.

3. Isotropic dynamic structure factor calculation

For dipole transitions, the isotropic dynamic structure
factor of LiBO2 and LiCO3 was obtained by the mean
average of Sdip(q, ω) calculated with three distinct ori-
entations: q ‖ [100], q ‖ [010] and q ‖ [001]. Since
dipole transitions are isotropic for cubic structures, the
isotropic dynamic structure factor of Li2O and LiF was
obtained by using only one of the three above-mentioned
q-orientations.

For quadrupole transitions, the isotropic dynamic
structure factor of cubic structures can be expressed as

Siso
quad(q, ω) =

1

5
[Squad(q‖ [100], ω) + 4Squad(q‖ [110], ω)] .

(13)
Eq. (13) was used in the case of Li2O and LiF. Squad

iso (q, ω)
was not calculated for the crystals with lower symmetries,
i.e. the monoclinic structures LiBO2 and Li2CO3 since
their quadrupole contributions were found to be two or-
ders of magnitude smaller than the monopole and dipole
terms in the energy range of interest (see Sec. IVC).

4. Core-level shift calculation

In LiBO2 and Li2CO3, oxygen occupies two inequiv-
alent crystallographic sites, leading to two distinct the-
oretical spectra that have to be weighted appropriately.
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Before averaging, the two individual spectra are energy
shifted using the ∆SCF approach described in Ref. 49,
which we briefly summarize here for completeness.

In a first step, the energies of the lowest unoccupied
electronic state, εlumo, of individual spectra calculated in
FCH or XCH, depending on the approximation selected
for the element under consideration, are set to the same
value. In a second step, the relative excitation energies
are evaluated as the differences of supercell total ener-
gies obtained in the XCH approximation, EXCH, i.e. by
promoting the photoelectron from the core-state to the
lowest available conduction state. Assuming a reference
site i, the relative position of the component arising from
site j is therefore obtained as

∆j
CLS = EjXCH − E

i
XCH + εilumo − ε

j
lumo

= (EjXCH − ε
j
lumo)− (EiXCH − εilumo) . (14)

5. Spectra broadening and normalization

The continued fraction was calculated with the follow-
ing energy-dependent broadening parameter γ(E)76

γ(E) = ΓH +
ΓM

2
+

ΓM

π
arctan

[
π

3

ΓM

Aw

(
x− 1

x2

)]
, (15)

where x = (E−EF )/Ac, EF is the Fermi energy, and ΓH

is the core-hole finite lifetime broadening. The following
set of values was used: ΓH = 0.2 eV, ΓM = 3 eV at the
Li K edge and ΓM = 5 eV at the B, C, O and F K edges,
Ac = 30 eV and Aw = 30 eV. A subsequent convo-
lution by a Gaussian was performed to account for the
experimental resolution. The same rigid energy shift, at
low and high q, was applied to all the calculated spectra
to match with experiment. The normalization procedure
for spectra calculated with different values of q is the
same as for the experimental spectra, i.e. the integrated
intensity of Siso

tot(q, ω) was normalized to unity over the
same energy range as the one used to normalize the inte-
grated intensity of the corresponding experimental XRS
spectrum.

IV. RESULTS AND DISCUSSION

A. Comparison between experiments and
calculations

In Fig. 3, the experimental XRS spectra for LiBO2,
Li2CO3, Li2O and LiF acquired for two values of q are
compared with the corresponding calculated spectra. For
all K edges a good agreement is observed, with a well-
reproduced q-dependence. Nevertheless, calculated spec-
tral features systematically appear to be slightly con-
tracted when compared with the experiments. For in-
stance, the second peak of the Li K -edge theoretical spec-
trum in Li2O at low q is downshifted by about 0.5 eV with

respect to the experiments and this contraction tends to
be more pronounced as the energy increases. This dis-
crepancy, which is known to be related to the use of DFT,
tends to underestimate the gap and the energies of the
empty states.55,77,78

In the following, the spectra are analyzed and discussed
according to the probed element.

1. Li K edge

As shown in Fig. 3, Li K -edge XRS spectra strongly de-
pend on the compound. As XRS is sensitive to the local
environment of the absorbing atom, the observed spec-
tral similarities/differences can be tentatively ascribed to
some particular coordination geometries of the lithium
polyhedron.

LiBO2 and Li2CO3 spectra exhibit similar overall
shapes: the Li local environment in LiBO2 and Li2CO3

are comparable, although their crystal structures differ
(infinite chains of triangular units BO3 and isolated tri-
angular CO3, respectively, as shown in Fig. 1). In both
cases, Li has four oxygen neighbors at about 1.96Å, with,
for LiBO2, an additional neighbor at much longer dis-
tance (2.47Å). In Li2O, Li also has four oxygens first
neighbors as it is located at the center of a regular tetra-
hedron (dLi−O = 2.0Å), but the shape of the spectra
strongly differs from those of LiBO2 and Li2CO3. This
emphasizes that the interpretation of the spectral shape
solely in terms of local structure is rather limited. The
overall shape of the LiF XRS spectra significantly differs
from that of the oxygen-bearing crystals, the most strik-
ing difference being the energy shift of the edge onset of
2 eV. This shift to higher energy, previously reported in
Ref. 50, could be related, at least to some extent, to an
increase of both the coordination number of Li79,80 from
[4]Li in LiBO2, Li2CO3 and Li2O to [6]Li in LiF and to an
increase of the anion electronegativity from O to F.81,82

For all compounds, the q-dependence is significant on
an energy range extending over about 10 eV above the
edge onset. This might simply be explained by the fact
that, in an ionic picture, Li is formally close to Li+ so
that the first unoccupied Li 2s states dominate the bot-
tom of the conduction band. Therefore, at high q, a
strong signal arising from monopole transitions is ex-
pected due to a large density of unoccupied 2s states.50
The q-dependence, as observed here for LiF, Li2CO3 and
Li2O both experimentally and theoretically, is consistent
with the results of Fister et al.83

2. B and C K edges

B and C K -edge spectra of LiBO2 and Li2CO3 are
analogous, because of the structural similarities of tri-
angular BO3 and CO3 units (Fig. 1 and Fig. 3). Both
spectra can be decomposed in a narrow and intense first
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peak corresponding to dipole transitions towards π? out-
of-plane antibonding states and a higher-lying broader
structure associated with transitions to the unoccupied
σ? in-plane antibonding states.22,84 The σ? peak appears
to be more structured in the carbonate than in the bo-
rate, which might be attributed to the presence of a dou-
ble C=O bond in the former.

The C K-edge spectra of Li2CO3 display a weak de-
pendence with q, the main effect being limited to a slight
increase of the first peak of the σ? structure with q. Our
calculations reproduce this effect, but also exhibit an op-
posite q-dependence of the π?-peak intensity, in agree-
ment with the experimental XRS spectra of Fister et
al.83 Even though the spectra have been recorded un-
der slightly different experimental conditions, exploring
a wider q range for LiBO2, the B K -edge, and more pre-
cisely the relative intensity of the π? and the σ? struc-
tures, seems to be more sensitive to the norm of the mo-
mentum transfer. This intensity ratio can be reduced
by a factor of about 1.5-2 when moving from the low-q
(2.4 Å−1) to the high-q region (10.2 Å−1).

3. O K edge

The overall O K-edge spectral shapes of LiBO2 and
Li2CO3 are similar, as compared to that of Li2O. This is
in line with the similarities observed in the Li, B and
C K-edge spectra described previously. Unlike Li2O,
for which a unique oxygen site is reported, the crys-
tal structures of LiBO2 and Li2CO3 both contain two
non-equivalent oxygen sites leading to a more complex
structure in the O K -edge spectra. These two O sites,
which show two distinct coordination numbers [3]O and
[4]O, are involved in covalent (O-B or O-C) or in more
ionic bonds (O-Li). Consequently, they are characterized
by rather different local electronic structures. DFT cal-
culations provide the individual contributions associated
with each non-equivalent oxygen atom (see Fig. 4). For
LiBO2, the A peak observed at 534 eV arises from tran-
sitions to the oxygen component of the π? states of the
BO3 structural units and is associated with non-bridging
oxygen atoms, whereas the B peak located at 536.5 eV
is related to transitions towards the same antibonding
states but associated with bridging oxygen atoms.49 The
two non-equivalent oxygen sites (O1 and O2) in Li2CO3

lead to similar spectral features, but separated by a core-
level shift of about 0.7 eV only, which is much smaller
than in the case of LiBO2 (slightly more than 2.0 eV).
Indeed, as visible in the 3 Å radius clusters shown in
Fig. 4, O1 and O2 share very similar local environments
in Li2CO3, in sharp contrast with LiBO2.

Fig. 3 shows that the q-dependence of the O K-edge
XRS spectra is more subtle than that of the Li or B K-
edge spectra (see section IVA2) and has even been omit-
ted in previous XRS studies83 of Li2O and Li2CO3. The
weak q-dependence is especially clear in the case of Li2O,
where at the exception of the growth of a small excitonic

Figure 4. Decomposition of the calculated O K edge XRS
spectrum at high q into oxygen-site-dependent contribu-
tions for LiBO2 (top, q=10.2 Å−1) and Li2CO3 (bottom,
q=8.5 Å−1). For each crystal, the local environment within
a 3 Å radius cluster of the two oxygen non-equivalent sites,
labeled O1 and O2, is displayed on the right.

shoulder right below the edge onset (∼533 eV) similar
to what is observed in the F K-edge spectra of LiF (see
section IVA4 below), the general shape of the spectra
remains otherwise largely unchanged. The q-dependence
of O K edge XRS spectra of LiBO2 and Li2CO3 is almost
the same and involves the spectral region related to the
π? antibonding states. Even though they are weak, these
spectral differences with q are rather nicely reproduced
by the calculations.

4. F K edge

At the F K-edge, the sensitivity of q is primarily seen
in a feature at 690 eV that grows with q and is at-
tributed to monopole transitions. These results are con-
sistent with previously reported studies,39,40,51,83 the re-
maining discrepancies coming from the choice of spectra
normalization. The first experimental evidence of the q-
dependence of the F K-edge XRS spectrum was reported
by Hämäläinen et al.39, for q varying from 2.72 Å−1 to
10.20 Å−1, and later confirmed by Fister et al.83 (q rang-
ing from 1.3 Å−1 to 7.8 Å−1) and by Joly et al.40 (q
ranging from 3.14 Å−1 to 8.72 Å−1). The q-dependence
is well reproduced by the calculations performed using
either a single-particle DFT framework (this study and
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Ref. 40), or a two-particle approach based on the Bethe-
Salpeter equation (BSE).39,51,83 For high q value, a more
in-depth comparison between both calculation methods
is presented in Sec. IVC.

B. Monopole versus dipole transitions

A systematic decomposition of the q-dependent XRS
spectra in terms of monopole and dipole transitions is
presented in Fig. 5 for LiF and Li2O and in Fig. 6 for
LiBO2 and Li2CO3. As already noted in Sec. IVA1,
monopole transitions bring a large contribution to the
spectral shape at the Li K edge and may even com-
pletely dominate the dipole contribution for sufficiently
large momentum transfers. This peculiarity arises from
the fact that the 2s states of the Li+ ion strongly con-
tribute to the low-lying unoccupied states in lithium-
bearing compounds.

As monopole transitions are closely related to the local
s projected density of states, they strongly depend on the
local environement of the excited atom, i.e. the nature
of the chemical bonds between the probed atom and its
neighbors or the local symmetry. For instance, in LiBO2

and Li2CO3 (see Fig. 6), B and C atoms are respectively
at the center of planar triangular BO3 and CO3 struc-
tural units favoring the formation of in-plane σ covalent
bonds involving sp2 hybrids. On the contrary, out-of-

plane π bonds purely involve p states. As a consequence,
monopole transitions are predominantly contributing to
the high-lying σ? peak in the B and CK edges. The same
remarks apply to the O K edge in LiBO2 and Li2CO3 as
their shape echoes the same underlying electronic struc-
ture. Their analysis is however less straightforward due
to the overlapping contributions of the two inequivalent
sites. Finally, in ionic compounds like LiF and Li2O (see
Fig. 5), monopole contributions at anion K edges are
very sensitive to the presence of the core-hole and give
rise to spectral features essentially localized at the edge
onset which displays a strong excitonic character.

C. Core-hole electron interaction modeling

In a DFT supercell framework, several approximations
can be used to model the core-hole electron interac-
tion, such as FCH, XCH and HCH (see Sec. III C 1).
Beyond DFT, the core-hole electron interaction can be
modeled using a two-particle picture within a many-
body perturbation theory framework, as described by
the Bethe-Salpeter equation (BSE). Figure 7 (top panel)
presents a systematic comparison of these approxima-
tions with the experimental spectrum of the Li K edge
in LiF for the high q-value, including a decomposition in
terms of monopole, dipole and quadrupole contributions.
The BSE calculations were performed using the ocean
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package52, starting with a DFT ground-state electronic
structure generated in the Local Density Approximation
(LDA) using Quantum Espresso. All the spectra were
broadened and normalized using the same parameters
(see Sec. III C 5). As it can be clearly observed, the cal-
culated spectra strongly depend on the approximation
employed, which makes this very light element K edge a
critical test case for the ab initio modeling of the core-
hole electron interaction.

Most of the K edge calculations carried out previously
using XSpectra were performed within the FCH approx-

imation85–87, even in the case of light elements like oxy-
gen49,88. However, accounting for the core-hole effects in
the framework of DFT still remains an open issue89 and
other approximations such as the XCH approach have
also been employed.70 In the present case of the Li K
edge, the XCH calculation was indeed preferred over the
FCH calculation as it permits to better reproduce exciton
peaks A and A′ as well as peak B and the relative inten-
sities between peak A and the broad structure C. For
analogous reasons, the XCH approach was chosen for all
Li, B and C K edge XRS calculations presented in this
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work, although only a slight improvement was observed
for the latter two elements.

BSE calculation improves the agreement with experi-
ments in terms of relative energy positions of the spectral
features. More surprisingly, the same kind of improve-
ment is also observed using the HCH approach, suggest-
ing that relative energy positions are very sensitive to the
core-hole electron interaction. The HCH approach pro-
vides the best result for the shape of peak C, but at the
expense of the agreement with the A-A′ double structure,
whose intensity is drastically underestimated within this
approximation. Alternatively, the BSE approach tends
to overestimate the intensity of peak C with respect to
that of peak A, in agreement with previously reported
BSE calculations of Li K edge XRS spectra.83

An interesting aspect of this comparison consists in as-
sessing the capability of each approximation to describe
the double A-A′ structure. As it is now well estab-
lished53, this structure is composed of a low-lying even-
parity, or dipole forbidden, exciton peak A and a higher-
lying odd-parity, or dipole allowed, exciton peak A′.
These two peaks indeed clearly appear in distinct compo-
nents of the spectrum, monopole and dipole respectively,
revealing the different spatial symmetries of these exci-
tations. As already noticed in the literature53, the BSE
calculation largely underestimates the energy separation
of these two structures by predicting a splitting of about
0.28 eV, whereas it is experimentally close to 0.74 eV.
Interestingly, single-particle DFT based approaches are
also able to capture these subtle excitonic signatures.
The calculated A-A′ splitting, however, proves to be very
sensitive to the way the core-hole and its screening by the
valence electrons are taken into account, varying from
1.26 eV in the HCH approach to 1.09 eV for the XCH
and 0.84 eV for the FCH approximations.

As shown in the bottom panel of Fig. 7, the F K edge
in LiF is not as sensitive to core-hole electron modeling
as the Li K edge. FCH and XCH approaches lead to
almost identical results, though a slightly better agree-
ment with experiment is obtained in the region of peak
A using the FCH approach. As in the case of the Li K
edge, BSE calculations provide partial improvement in
the relative energy positions of the spectral features, but
tends to overestimate the intensity of peak A with re-
spect to higher lying structure B. At the F K edge, our
DFT and BSE calculations lead to almost superimpos-
able monopole contributions that display a localized ex-
citon peak at the origin of A′. The rest of the spectrum is
largely dominated by dipole transitions. The quadrupole
component is found negligible as in the case of the Li K
edge.

Note that, in principle, as these experiments were car-
ried out at room temperature, thermal effects should be
included in the calculations. Indeed, temperature in-
duces symmetry lowering associated with nuclear dis-
placements which may result in hybridization of local
electronic states and enable transitions that would oth-
erwise be symmetry forbidden. A number of studies
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focussed on K edges recorded in XAS87,90–92 or low-q
XRS50 show that an increase of the temperature not only
leads to a general broadening of the lineshapes but also
enhances and shifts certain spectral features, especially
in the pre-edge region. In this latter case, thermal fluc-
tuations induce an admixture of local p character in oth-
erwise s-like electronic states, at the origin of these ap-
parently forbidden monopole transitions. Temperature
effects may therefore be of importance when a quantita-
tive interpretation of K pre-edge features is needed, as
they might indeed enhance electronic transitions similar
to those induced by the monopole term in finite-q exper-
iments.

V. CONCLUSION

In summary, we have presented an efficient method
for calculating K edges in X-ray Raman Scattering spec-
troscopy developed in the framework of a single-particle
theory and designed to fully account for the multipole
transitions observed in finite-q experiments. The calcu-
lation of the dynamic structure factor is implemented in
the framework of density functional theory, based on the
pseudopotential-plane-wave method and on a recursive
approach, avoiding the explicit calculation of high-lying
unoccupied electronic states. This method is therefore
particularly well suited to dealing with large systems of
hundreds of atoms such as complex minerals, liquids or
glasses. Our implementation has been validated using
an extensive set of edges recorded of a series of reference

lithium-bearing compounds and proves to be very useful
for analysing XRS spectra beyond the dipole approxima-
tion.

Further important developments include the extension
of this method to the modeling of the L2,3 edges of light
elements easily accessible in XRS for which additional
difficulties arise from the multiple transition channels
already present in the dipole term and where subtle
effects are expected to result from the shallow core-hole
electron interaction. Inclusion of temperature effects
also appear as an essential step toward a quantitative
modeling of this technique, frequently employed in the
context of in situ experiments. In particular, accounting
for the effects of thermal fluctuations on the theoretical
spectra is crucial to disentangle the influence of tempera-
ture from the inherent monopole transitions observed in
experiments carried out with a finite momentum transfer.
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