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The quest for a possible liquid-liquid coexistence line in supercooled water below its homogeneous nucleation temperature is faced by confin
ing water within a porous silica substrate (MCM-41). This system is investigated by synchrotron radiation infrared spectroscopy, exploring
both the intramolecular and the intermolecular vibrational dynamics, in the temperature range from ambient down to ∼120 K, along sev-
eral isobaric paths between 0.7 kbar and 3.0 kbar. Upon lowering the temperature, the OH-stretching band shows that the intramolecular
vibrational dynamics continuously evolves from predominantly liquidlike to predominantly icelike. An abrupt change in the line shape of
the intermolecular vibrational band between 220 K and 240 K, depending on the pressure, is the signature of nucleation of ice within the
MCM-41 pores. These finding do not support the presence of two liquid phases and provide evidence for the coexistence of liquid water and
ice in water confine in MCM-41.

I. INTRODUCTION

In many situations relevant to our life and environment, water
is confine in small volumes or at the surface of a substrate. This
is, for instance, the case of water within rocks and minerals or in
living cells, and many other examples can be made, encompass-
ing field such as geology, biology, and technological applications.
Consequently, it is not surprising that rich literature on confine
water has been published (see, for instance, Refs. 1–3 and references
therein) since the seminal work of Hawkins and Egelstaff in 1980.4
This literature shows that a few features common to all instances
of confine water can be identifie although structural and dynami-
cal details may depend on the properties of the confinin substrate,
such as hydrophilicity,5 chemical heterogeneity,6 and topography.7
In particular, both experiments and simulations establish that at the
substrate surface, there is a layer of water molecules with a higher
density and a slower dynamics3,5,6,8–13 compared to molecules dis-
tant from it (for instance, in the middle of a pore). Both these

observations suggest that a direct comparison between bulk and con-
fine water requires caution although the two share some common
features, as, for instance, a line of maximum density or the purported
fragile to strong crossover, FSC.3

It is well known that confinemen allows us to decrease the
melting temperature of water well below the homogeneous nucle-
ation temperature, TH ∼ 232 K, as it reduces the extension of the
hydrogen bonded (HB) network14,15 while preserving the key tetra-
hedral local geometry. This is one of the reasons why some organ-
isms can survive at low temperatures and liquid micrometer droplets
occur in cirrus clouds. The possibility to shift the melting tempera-
ture below TH has paved the way to a lively research aimed at under-
standing the known water anomalies by experiments performed on
confine water at low temperatures.

As a matter of fact, several properties of water such as density,
thermal expansion coefficient isothermal compressibility, and iso-
baric heat capacity have an anomalous absolute value and tempera-
ture dependence at low temperatures, in the supercooled metastable
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state, between TM = 273 K and TH .17 Several conjectures have been
proposed to explain these anomalies, the most popular being the
retracing spinodal,18 the singularity free scenario,19 and the sec-
ond critical point hypothesis.20 The key for discriminating among
these conjectures resides in the ability of probing water properties
in a low temperature thermodynamic range that is experimentally
not accessible in bulk water. This thermodynamic range, named
No man’s land (see Fig. 1),17 has instead been thoroughly inves-
tigated by Molecular Dynamics (MD) simulations19–25 because ice
nucleation can in principle be controlled in silica. As a result of a
controversial debate, it has been established that MD simulations
report unambiguous signatures of distinct liquid-liquid, L–L, and
liquid-crystal, L–X, transitions in several models of bulk supercooled
water.25

Given the relevance and fascination of the second critical point
scenario, the experimental research has used tricks in order to
enter the No man’s land, the most popular being confinemen in
the small volumes of micelles and microemulsions,17 porous sil-
ica glasses,3,8–11,26,27 or droplets.28 Exhaustive account of all litera-
ture concerning this experimental quest for a second critical point
and a liquid-liquid transition under confinemen is unfeasible here;
nevertheless, we mention that clear, convincing experimental evi-
dence has not yet been achieved.29–34

Here, we use synchrotron radiation infrared (IR) spectroscopy
to investigate the vibrational dynamics of water confine in a porous
silica matrix, over a wide temperature and pressure range, along the
isobaric lines shown in Fig. 1 as blue arrows. IR spectroscopy is an
ideal technique which can be exploited to probe even small amounts

FIG. 1. Phase diagram of water, with superimposed Widom line data (TL, yellow
dots) for water confined in MCM-41 (figure redrawn from Ref. 16). The so-called
No man’s land is highlighted in blue: dark blue for the HDL region and light blue for
the LDL region, separated by a red dashed line, corresponding to the liquid-liquid
coexistence curve. The latter ends at the second critical point (red star). A Widom
line (TL) emanating from this point and represented by yellow dots has been drawn

by Liu et al.
16

TH and TX indicate the homogeneous nucleation temperature line
and the crystallization temperature of amorphous solid water, respectively; TMD

is the temperature of maximum density line, and TM is the melting line. The P, T

phase diagram for ices I, II, and III is also shown. The blue arrows indicate the
isobaric paths investigated in the present work.

of water in different environments and under different thermody-
namic conditions, allowing us to investigate the H-bonding interac-
tions on length scales covering several orders of magnitude: from
the molecular (local) scale to the mesoscopic scale typical of the
Hydrogen Bond (HB) network. This can be achieved by combin-
ing the midinfrared (MIR) region (1000 < ν < 6000 cm−1) and
the low-frequency domain known as the far-infrared (FIR) region
(ν < 600 cm−1). MIR and FIR spectroscopies allow monitoring
the evolution of both intramolecular and intermolecular vibrational
modes of water, through the OH-stretching band (in the MIR
range) and the so-called connectivity band arising from the collec-
tive dynamics of the HB network (in the FIR range). Needless to
say, previous literature on this matter16,35–38 is controversial. Indeed,
some authors interpret the changes in the IR spectral line shapes
of confine liquid water when lowering the temperature as a sig-
nature of a structural change from a predominantly high-density
liquid phase (HDL) to a lower-density phase (LDL) as the Widom
line is crossed;16,36,37 conversely, other authors ascribe these changes
to a liquid-solid phase transition.35,38 In particular, according to Liu
and co-workers,16 upon lowering the temperature, T, at constant
pressure, P, in the one-phase region, i.e., at P < PC (blue arrows in
Fig. 1), one should observe a discontinuous change in the collective
vibrational dynamics, corresponding to the cusplike FSC transition
observed when crossing the so-called Widom line (yellow circles in
Fig. 1). On the contrary, at P > PC, when the L–L coexistence line
is crossed, the sample would evolve from a predominantly HDL
phase to a predominantly LDL one, passing in a continuous man-
ner through mixtures of different proportions of HDL and LDL,
and effects on the vibrational as well as on the relaxational dynam-
ics should be washed out. Other authors29,30 interpret the dynamical
crossover observed below PC outside the scenario set by the crossing
of the Widom line. On the other hand, it is not clear why crossing
the L–L coexistence line should not induce a discontinuous change
in the dynamics, if a phase transition between two liquid states takes
place. As a consequence, we believe that a deeper investigation of
the vibrational dynamics of water is on demand and report here
new IR spectroscopy experiments on confine water, in order to
test the scenario of Liu and co-workers16. Measurements have been
performed in both MIR and FIR energy intervals. This approach
allows us to study at the same time the variation of the molecu-
lar vibration strength due to the local environment modifications
and the collective vibrational dynamics, which is sensitive to the
relaxation dynamics of the system, respectively. The thermodynamic
range investigated covers several isobars in the 0.7–3 kbar range and
temperatures down to ∼120 K.

We show that the observed changes in the OH-stretching band
with temperature and pressure can be interpreted without invoking
the crossing of a Widom line and that the MIR spectra suggest the
nucleation of ice inside the confinin pores.

II. METHODS

A. Sample preparation

The experiment has been performed on water confine in a
sample of MCM-41/C10 (pore size 2.8 nm and total pore volume
0.5 ml/g). Details on the synthesis procedure are described else-
where.39 The MCM-41/C10 powder has been hydrated by expo-
sure to water vapor, to a level of hydration h ∼ 0.44 g of H2O/g of
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dry MCM. This water content corresponds to a pore fillin slightly
greater than 90% but still not too high to expect a significan amount
of water pushed outside the pore volume on cooling at low pres-
sure. In fact, the sample has been probed under pressure, and in
such a case, a full pore fillin should be preferred in order to avoid
a possible collapse of the porous matrix structure as the pressure
is applied. The pore size has been chosen because no water freez-
ing is claimed in MCM-41 with pore diameter ≤3 nm,27,40,41 and
the reported suppression of crystallization allows us, in principle,
to investigate supercooled water over a wide range of temperatures.
However, it has to be mentioned that Johari and co-workers42,43 have
observed an endothermic peak at ∼220 K on heating, from 160 K, a
sample of water in similar MCM materials with a pore size ∼2.4 nm,
ascribable to gradual melting of ice in the nanopores.

B. Infrared spectroscopy experiments

Infrared spectra have been collected at the AILES beamline
(SOLEIL synchrotron, FR). All the spectra have been recorded in
the transmission mode, by using a Bruker IFS 125 Fourier transform
spectrometer (FT-IR), equipped with a bolometer detector (even
though in the midinfrared region a MCT photodetector is often
preferred), with a resolution of 2 cm−1. 100 scans per spectrum
have been recorded. In particular, the midinfrared region (1000 < ν
< 6000 cm−1) has been investigated by means of a Globar lamp
(internal source), in combination with a KBr beam splitter, whereas
in order to obtain a sufficientl high signal-to-noise ratio, in the
far-infrared region (50 < ν < 600 cm−1), we have used the infrared
emission of the synchrotron radiation, with much higher brilliance
with respect to a laboratory source. The synchrotron light was used
in combination with a composite Si beam splitter. In order to con-
trol temperature and pressure, we have used a diamond anvil cell,
namely, a Toullec membrane diamond anvil cell (MDAC) type,
made of Inconel alloy, with 600 µm culet size and stainless steel gas-
ket (300 µm diameter × 60 µm thickness), from Betsa.44 This has
been inserted in a helium closed circuit cryostat (pulse tube refrig-
erator cold head model CryoMec PT405) setup pumped down to a
vacuum of ∼10−6 mbar, allowing to reach temperatures in the 4 < T
< 300 K range. A thermocouple and a resistive heater have been used
to control the sample temperature, which has been measured near
the sample holder by using a silicon diode, with an accuracy on sam-
ple of about ±0.1 K.45 Ruby was used as a pressure calibrant, and the
pressure was determined based on the displacement of the R1 and
R2 ruby fluorescenc lines.46 A small amount of hydrated powder
sample has been loaded within the micrometer-sized hole between
the diamonds. Then, a few drops of oil, used as pressure transmit-
ting medium, and the ruby chips needed for pressure calibration
have been added. In this context, the fundamental requirement for
a pressure transmitting medium is its IR-transparency, i.e., absence
of significan spectral features in the frequency domain of inter-
est. Consequently, in the MIR region, we have used Fluorolube®
as a transmitting medium. This is a saturated, hydrogen-free, low-
molecular weight polymer of chlorotrifluoroethylen (CTFE), chem-
ically inert under many demanding conditions. It is ideal for prepa-
ration of samples to be investigated from 4000 to 1360 cm−1, where
it exhibits only a very weak absorption band at ∼2300 cm−1, which is
outside the frequency range of interest here. For the measurements
in the far-infrared range, we have used instead nujol, a mineral

oil with high molecular weight. It is chemically inert, being essen-
tially a heavy paraffi oil, i.e., a long chain alkane (CnH2n+2). Its IR
spectrum shows major peaks at 2950–2800, 1465–1450, and 1380–
1370 cm−1; thus, it is ideal for measurements below 1000 cm−1. The
efficienc of these pressure transmitting media within nanoporous
matrices is discussed in Refs. 47 and 48. The cell environment was
kept under vacuum (∼10−5 to 10−6 mbar) for the duration of the
entire experiment.

MIR spectra have been recorded at (0.7 ± 0.3) kbar,
(1.5 ± 0.1) kbar, (2.00 ± 0.03) kbar, and (2.50 ± 0.06) kbar, while
the FIR spectra were acquired at (1.1 ± 0.2) kbar, (1.6 ± 0.1) kbar,
(2.1± 0.2) kbar, and (3.00± 0.01) kbar. At each pressure, the temper-
ature ranged from 143 to 293 K, in steps of ∼10 K. The pressure has
been set at ambient temperature for each isobar and further checked
after heating the sample at ambient temperature at the end of each
temperature run. The pressure values reported above are average of
the two measurements performed before and after each tempera-
ture run. Accordingly, their uncertainties are due to the observed
pressure changes and are larger at the lower pressures, due to the
higher instability of the DAC over cycling the temperature at rel-
atively low pressures. For each pressure, IR spectra were acquired
both on cooling and warming, in order to check for possible thermal
hysteresis phenomena. In Fig. 2, the spectra obtained upon cooling
and warming at some selected temperatures and P = 1.1 kbar over
the FIR frequency domain are compared, as an example. Although
some slight differences in intensity can be detected, due to unavoid-
able small changes in the alignment of the optical components, the
spectral shape is essentially the same for close temperatures. For
this reason, we report hereafter only the analysis performed on IR

FIG. 2. Comparison between FIR spectra acquired along cooling (solid lines) and
warming (dashed lines) paths for some selected temperatures at 1.1 kbar. The
comparison is of the same quality at all investigated thermodynamic points, also in
the case of MIR spectra. No signatures of thermal hysteresis occur as spectra are
perfectly reproducible on cooling and warming. The small differences in intensity
can be ascribed to unavoidable disalignment of the optical components throughout
the experiment. Notice that here we show the raw data, prior to wavelet denoising,
signal detrending, and polynomial background subtraction, as described in the text.
Curves have been arbitrarily shifted along the vertical axis for clarity.
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spectra recorded on cooling. Before collecting IR spectra of the
hydrated sample, we have measured the spectra of the dry MCM-
41/C10 matrix in order to verify that it does not show any rele-
vant absorbance band in the spectral range of interest (data not
shown).

The absorbance, A, of the sample is define as

A = log10( I0

IS
), (1)

where IS and I0 are the transmitted intensity of the sample and
the reference, respectively. In this experiment, for each sample, we
have used as reference the DAC loaded only with the pressure
transmitting medium.

C. Data reduction

IR absorption spectra were affected by large and nonperiodic
oscillations superimposed to the signal embedding physical infor-
mation. Such oscillations were likely ascribable to multiple reflec
tions of the incident radiation beam bumping into the different
interfaces inside the sample or bouncing around between the two
windows of the sample container. Since attempts to clean up the
raw signals by using conventional filterin methods (e.g., smooth-
ing algorithms and Fourier filters proved to be unsuccessful, we
opted for the Stationary Wavelet Decomposition (SWT denoising
1D) technique. The latter was performed by adapting the MATLAB®

dedicated toolbox to our purpose and allowed us to efficientl
remove noise and all unwanted features from the IR spectra at
all frequencies, overcoming the limits imposed by the most com-
mon and widely employed denoising techniques. A more detailed
and in-depth description of the wavelet-based algorithm imple-
mented is given in Ref. 49. Across each IR band deserving further
analysis, wavelet denoising was followed by signal detrending, per-
formed by using a home-made MATLAB® code, and polynomial
background subtraction, computed by IGOR Pro® using the mul-
tipeak fittin package, in order to obtain a fla baseline. After the
fulfillmen of this three-step data reduction procedure, FIR spec-
tra were ready for discussion, while MIR spectra were addition-
ally analyzed in terms of Gaussian deconvolution, as described in
Sec. III.

III. EXPERIMENTAL RESULTS

A. Midinfrared spectra

MIR spectra have been collected in the frequency range 2500–
4300 cm−1, which is dominated by the water OH stretching band.
Four isobaric paths were followed: Fig. 3 displays spectra collected
at P = 0.7 kbar and P = 2.5 kbar, as a representative of the whole
investigated pressure range. All spectra show the same phenomenol-
ogy observed in bulk water,50 namely, they become sharper and their
maxima move to smaller wavenumbers with lowering T. Differently
to what found in bulk water, in all spectra, we notice a small feature
at about 2600 cm−1, whose origin is not clear. Excluding the pres-
ence in the substrate of left over hydrocarbon impurities from the
surfactant, which are expected to contribute with a CH stretching
band at ∼2800 to 2900 cm−1, previous literature suggests that this
weak band is due to radiation-induced defects or to the mesoporous
silica matrix structure.35 In any case, this band is not associated with

FIG. 3. MIR spectra in the OH stretching region at the lowest (a) and highest
(b) pressure investigated, as a function of temperature. The arrow in panel (a)
indicates the shift of the maximum of the band.

the spectrum of water and being temperature-independent has not
been included in the spectral analysis of the OH-stretching band
described in the following.

The observed shift of the OH stretching band can be better
visualized in Fig. 4. Data at P ≤ 1.5 kbar are in line with those of
Zanotti et al.,38 recorded at ambient pressure on water at the surface
of the larger pores of Vycor glass. These authors observe two changes
in slope in the temperature dependence of the position of the OH
stretching band at ∼160 K and 250 K [in agreement with Figs. 4(a)
and 4(b)] and suggest that this is a signature of two dynamical tran-
sitions in the HB network. In the present case, the behavior of the
band position vs T could be better described by a sigmoid, point-
ing out a continuous transition from a vibrational dynamics toward
another. This transition becomes sharper at the two highest pressure
states.

Better insight into the evolution of the intramolecular vibra-
tional dynamics can be achieved by analyzing the behavior with tem-
perature and pressure of the line shape of the OH stretching band.
Under all conditions, in bulk or under confinement this band is very
broad, with a line shape that cannot be accounted for by consid-
ering the contributions of the symmetric and antisymmetric vibra-
tions, intermolecular vibrational coupling, and Fermi resonance.51

However, an agreed theoretical framework for its interpretation is
not available although there is a wide consensus on the idea that
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FIG. 4. Shift of the maximum of the OH stretching band with temperature at pressures P = 0.7 kbar (a), P = 1.5 kbar (b), P = 2.0 kbar (c), and P = 2.5 kbar (d). The vertical
black lines are guides for the eyes, in order to highlight slope changes; the colored lines are best fits of the data.

the HB network of water and its modification must be responsi-
ble for its complex line shape and relevant intensity redistribution
with changing thermodynamic conditions. As a consequence, the
OH stretching band is usually fitte with four or fiv Gaussian lines,
and questions regarding the vibrational dynamics of water are dis-
cussed in the light of the evolution of the Gaussian parameters with
the thermodynamic state. A brief account of the different assignment
of each individual Gaussian to a particular vibration or overtone, or
to the stretching vibration of a particular kind of water molecules in
the case of bulk water is reported in Ref. 52 and references therein.
Here, we will compare our results with those of Ref. 36, where water
confine in MCM-41 with the same pore dimensions of our sample
was investigated. Following the criterion of minimizing the number
of fi parameters, while preserving a good χ 2, we have fitte our spec-
tra by using four Gaussian lines (see Fig. 5), instead of fiv as done
in Ref. 36.

We can assume that the width of the OH stretching band
reflect the large number of different environments explored by the
water molecules in the condensed phase. In this context, each Gaus-
sian line reflect the vibrational dynamics of a different population of
water molecules (molecules in different environments). Moreover,
since the positions of the individual fittin Gaussian bands do not

FIG. 5. Example of the spectral deconvolution of the OH-stretching band of con-
fined water in the MIR frequency range, collected at 223 K and 0.7 kbar. For
all temperatures, the OH-stretching band has been decomposed in four dis-
tinct intramolecular subbands modeled as Gaussian curves, centered around
∼3080 cm−1 (green band, No. 1), ∼3200 cm−1 (blue band, No. 2), ∼3450 cm−1

(yellow band, No. 3), and ∼3630 cm−1 (magenta band, No. 4). The red line repre-
sents the experimental data, whereas the overall fit is shown as solid blue curve.
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FIG. 6. Position, xn with n = 1, 2, 3, 4, of the four Gaussian lines fitting the OH-
stretching band of confined water as a function of temperature. Different colors
refer to Gaussians 1, 2, 3, and 4 (according to the color code given in Fig. 5), and
different symbols refer to different pressure states.

sensibly change with the thermodynamic parameters (see Fig. 6),
we can argue that changes in their fractional intensity is symp-
tomatic of changes in the relative populations of molecules expe-
riencing different environments. The fractional intensity of each
band is calculated as the integrated area under the single band rel-
ative to the total area of the spectrum. The temperature depen-
dence of these intensities is reported in Fig. 7 at four pressure
values.

Bearing in mind that the OH stretching band of isolated water
molecules is centered at ν = 3656.65 cm−152 and that of ice is cen-
tered at ν = 3138 cm−1,53 we can assume that the components at
the lowest (No. 1) and highest (No. 4) wavenumbers correspond to
the populations of water molecules with the stronger and weaker H-
bonds, respectively. As it clearly emerges from Fig. 7, the effect of
temperature on such components is practically negligible. By con-
sidering that the error on the calculated fractional areas is around
20%, the fractional areas relative to components No. 1 and No. 4
can be regarded as constant over the investigated temperature range
for all pressures. By contrast, the two dominant components (No. 2

FIG. 7. Temperature evolution of the relative integrated areas of the spectral components contributing to the OH-stretching band of confined water along four isobar paths,
namely, 8.7 kbar in panel (a), 1.5 kbar in panel (b), 2.0 kbar in panel (c), and 2.5 kbar in panel (d). Each fractional area is labeled using the same number reported in Fig. 5
onto the single subbands. We remind that band No. 1 is ascribed to interfacial water; band No. 2 is ascribed to water molecules with a slow dynamics; band No. 3 is ascribed
to water molecules with fast dynamics; and band No. 4 is ascribed to water molecules poorly engaged in the HB network. For pressures between 0.7 and 2.0 kbar, the vertical
line indicates the temperature at which bands No. 2 and No. 3 cross each other.
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and No. 3) appear to be heavily affected by temperature: their frac-
tional areas follow opposite trends on decreasing temperature, vary-
ing between ∼0.1 and ∼0.6. Moreover, a temperature can be iden-
tifie at which the fractional areas relative to the two dominant
subbands cross each other. This temperature decreases as the pres-
sure increases. This behavior is verifie for all pressures, except for
the highest one (2.5 kbar), where the fractional intensity of band
No. 2 stays always below 0.2, while that of band No. 3 exceeds 0.5
over the entire temperature range. Nevertheless, we notice a small
intensity transfer between the two bands around 200 K. The above
observations confir that our data show the same phenomenology
observed for confine water in Refs. 36 and 38 although the assign-
ment of the individual components is debated. In particular, we pro-
pose the following assignments (for numbers and colors, we refer to
Fig. 5):

● band No. 1 (green): interfacial water (ν ≈ 3000–3100 cm−1).
It is well known that in confinement there is a non-

freezable layer of water located at the pore wall interface,
as discussed in Refs. 13, 24, 54, and 55. It is reasonable
to hold that this interfacial water is less mobile than water
inside the core pore, resulting in OH-bonds to oscillate with
a lower frequency. Such an assignment agrees with recent
finding reported in Ref. 38, where interfacial water shows

the OH-stretching band position at around 3100 cm−1 over
the temperature range of our interest. The fraction of these
water molecules is constant over the entire thermodynamic
range investigated, in agreement with experiments8,55 and
simulations.13

● band No. 2 (blue): water population with a slow dynamics
(ν ≈ 3150–3300 cm−1).

This band is usually assigned to water molecules with
the highest degree of connectivity (coordination number
close to 4), resulting in a strong H-bonding. Within the sec-
ond critical point scenario, this component should dominate
the absorbance profil of the low density amorphous (LDA)
or LDL phase,36 with structure and dynamics close to that
of ice. Other authors, such as Venyaminov and Prender-
gast,56 assign this band to the overtone of the bending (2ν2),
enhanced by Fermi resonance.

● band No. 3 (yellow): water population with a faster dynamics
(ν ≈ 3350–3500 cm−1).

This band is usually assigned to the water component
with an average degree of connectivity, implying less than
four and weak H-bonds and a distorted H-bond network.
Within the second critical point scenario, this component
should dominate the absorbance profil of the high den-
sity amorphous (HDA) or HDL phase.36 In the alternative

FIG. 8. Temperature evolution of the connectivity band of H2O confined in MCM-41/C10 at different pressures [namely, 1.1 kbar in panel (a), 1.6 kbar in panel (b), 2.1 kbar in
panel (c), and 3.0 kbar in panel (d)] after denoising and linear background subtraction described in Sec. II C. At each pressure, the temperature ranges from ambient down
to 143 K, where water is deeply supercooled.
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interpretation given in Ref. 56, this band corresponds to the
symmetric stretching (ν1).

● band No. 4 (magenta): water molecules not engaged in a HB
network or poorly connected (ν ≈ 3600–3650 cm−1). In the
alternative interpretation given in Ref. 56, this band corre-
sponds to the asymmetric stretching (ν3). Also the inten-
sity of this component is almost constant with temperature
although it seems to decrease with increasing pressure.

According to Refs. 36 and 57, the intensity exchange between
bands No. 2 and No. 3 and their crossing at a temperature between
198 K and 227 K below 2.5 kbar bring evidence for the crossing of
a Widom line with negative slope (see the yellow points in Fig. 1),
ending at the second critical point. The intensities of the two bands
do not cross each other at the highest pressure state that is above the
critical point. However, in our opinion, an alternative interpretation
is possible. As a matter of fact, we do not see any sharp transition in
all bands parameters: frequency, width, and relative intensity (see
Figs. 4, 6, and 7). Thus, our data suggest that the OH-stretching
dynamics of water confine in MCM-41 at pressures from ambi-
ent to 2 kbar continuously evolves with lowering the temperature
from predominantly liquidlike (band No. 3) to predominantly ice-
like (band No. 2) vibrations. At the highest pressure (2.5 kbar), the

intensity exchange is no more visible because at this pressure, the H-
bonds are strongly distorted and icelike molecular configuration are
not likely in the liquid. As a matter of fact, this is the pressure where
the water structural, dynamical, and thermodynamic anomalies tend
to disappear and the normal behavior is recovered.58,59

B. Far-infrared spectra

Far-infrared spectra have been recorded at four pressure states
between 1.1 kbar and 3.0 kbar at temperatures ranging from 293 K
down to 143 K, in the ∼0 to 400 cm−1 range, in order to explore the
spectral range corresponding to the so-called connectivity band of
confine water (∼50 to 400 cm−1). At odds with the OH-stretching
band, which is due to intramolecular vibrational modes, the con-
nectivity band reflect the intermolecular motion. It arises from
the longitudinal motion of the hydrogen atoms along the hydrogen
bond axis and depends more directly on the hydrogen bond network
vibrations.

In principle, FIR experiments should make accessible also the
librational band of water (hindered rotations) at ∼400 to 900 cm−1.
This was not the case in the present experiment because the very
weak librational band was hidden by a more intense spectral compo-
nent due to the silica matrix. This appears as a steep rise originating

FIG. 9. Temperature evolution of the integrated area under the connectivity band (empty symbols) for each pressure, namely, 1.1 kbar in panel (a), 1.6 kbar in panel (b),
2.1 kbar in panel (c), and 3.0 kbar in panel (d). Solid lines are linear fits, while dotted curves are guides for the eyes. The vertical dotted lines evidence the temperatures at
which dynamical transitions can be envisaged.
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from ∼350 cm−1 upwards (Fig. 2). This rise has been subtracted
as a background, during the preliminary data analysis described in
Ref. 49 and Sec. II C.

Both the librational and connectivity bands are more sensitive
probes of the hydrogen-bonding environment with respect to the
OH-stretching band, as argued by studies of water confine within
micelles.60,61 Thus, studies of water dynamics might particularly
benefi from the information embedded in the low frequency region
of the IR spectrum. Nevertheless, librational and connectivity bands
remain under-represented in the literature due to the experimental
difficultie in exploring the corresponding spectral ranges.

Our spectra, shown in Fig. 8, are in substantial agreement with
previous literature on bulk and confine water,38,60 as far as the
temperature evolution of their integrated intensity is concerned. In
particular, Fig. 9 shows that the integrated area under the connectiv-
ity band increases by lowering the temperature. Moreover, at room
temperature, the sample exhibits the FIR spectrum typical of bulk
liquid water. This is characterized by a broad band with two or three
bumps below ∼220 cm−1 plus a band at ∼240 cm−1. Initially, on
entering the supercooled region, the line shape of the band does
not substantially change, until an abrupt variation is observed at a
temperature that is pressure dependent. As shown in Fig. 8, at each
pressure, there is a temperature, T∗, at which an extra peak between
220 and 230 cm−1 shows up. This spectral contribution becomes
more intense and sharper as the temperature is further reduced. The
spectra recorded at T∗ are highlighted by crosses in Fig. 8. If we
assign each component of the FIR spectrum to molecules experienc-
ing different HB strength and networking, as done for the MIR ones,
then the appearance of an additional spectral contribution must be
interpreted as an indication of the presence of a new population of
water molecules at T∗. As a matter of fact, a comparison of our spec-
tra with those of ice38 unambiguously proves the nucleation of a solid
phase inside the porous matrix.

The “transition” temperature, T∗, changes with pressure (243 K
at 1.1 kbar, 233 K between 1.6 and 2.1 kbar, and 223 K at 3.0 kbar),
consistently with a negative-slope of the liquid-solid coexistence line
in the P–T phase diagram of water. The transition from a fully liq-
uid system to a liquid-solid coexistence becomes less sharp as the
pressure increases.

IV. DISCUSSION

It has been established that the vibrational modes involving
the intramolecular OH-stretching are sensitive to the strength of
the H-bonding between water molecules.60 As a result, the OH-
stretching band, probed in the MIR range, has a very complex
structure as it spans a broad frequency range corresponding to man-
ifold dynamic regimes. As shown for liquid water below its melting
point, the broad band observed in the MIR region has to be regarded
as a continuous distribution of H-bond frequencies, not necessar-
ily due only to stretching but possibly linked to other vibrational
modes.62 From this point of view, a description of the OH-stretching
band in terms of multicomponent models is far to be trustworthy
and unambiguously correlated with the real structure and dynam-
ical behavior of the system.63 In addition, it has been recently pin-
pointed that, unlike many other simpler liquids, H2O is character-
ized by a strong coupling between its vibrational modes and by a
nonadiabatic vibrational dynamics.64 This implies that stretching,

bending, and intermolecular modes cannot be treated as indepen-
dently evolving, but their strongly mixed character needs to be taken
into account as IR spectra are analyzed. That is to say, it is not possi-
ble to correctly describe the OH-stretching vibration of water simply
as a local bond stretching or as the linear combination of symmet-
ric/asymmetric modes; it is rather to be regarded as the result of a
collective and complex excitation of a cluster made up by several
molecules.52,65 For this reason, we interpret the results of the MIR
spectra at the light of what is seen in the FIR region. Consequently,
attempting to establish a direct link between the Gaussian subbands
and the number of H-bonds formed by water molecules seems to be
a quite oversimplifie description, which might lead to a mislead-
ing interpretation of the information brought by the MIR spectra.
Conversely, each substructure of the spectrum is representative of a
water population with a distinct dynamic behavior.

Making reference to the assignments done in Sec. III A, we
notice that components No. 2, 3, and 4 correspond to the com-
ponents identifie in the MIR spectra of both bulk and confine
water investigated by other authors36,60 although a different inter-
pretation has been proposed. Conversely, component No. 1, which
in our picture reflect the behavior of pore interfacial water, can-
not be identifie in bulk water. It is also absent in the deconvolution
strategy adopted by Ref. 36 for the decomposition of MIR spectra
relative to confine water. Although a similar counterpart has not
been identifie in previous literature, this component was necessary
to obtain a satisfactory deconvolution of our MIR spectra at all tem-
peratures and pressures. Moreover, its presence is fully consistent
with the proposed interpretation and independent evidences from
MD simulations13 and experiments.8,9,55

A useful overall view of the information that can be extracted
from MIR spectra is given by the fractional area calculated for
each component as a function of temperature at fixe pressure
(Fig. 7). Indeed, at all pressures, the fraction of interfacial water
molecules (green) settles at ∼20% and is almost independent of
temperature, with a slight increase at higher pressures. These lat-
ter water molecules, being dynamically “arrested,” cannot experi-
ence a temperature-driven transition from a disordered phase (liq-
uid or glassy) to a more ordered one (ice). Also the population of
isolated (not-networking) water molecules is quite small (less than
20%), with a temperature behavior closely resembling that of inter-
facial water. What is more interesting is the interplay between the
two water populations contributing in the middle of the OH-band
and their evolution with temperature. In particular, while the frac-
tion of “slower” water molecules continuously increases as the tem-
perature decreases, the fraction of “faster” water molecules under-
goes the opposite trend. By observing Fig. 7, it clearly emerges that
the “slower” (predominantly liquidlike) and “faster” (predominantly
solidlike) water populations swap their roles at a given temperature.
Indeed, starting from room temperature, water inside the core pore
is mostly represented by molecules with a “faster” dynamics. This
holds true also in the supercooled regime until a transition tem-
perature is reached. Such a temperature signs an inflectio point
(crossover); as the temperature is lowered further, the “slower” pop-
ulation becomes dominant. For pressures higher than 2.0 kbar, the
inflectio point disappears. This means that water above 2.0 kbar
dynamically behaves as a more homogeneous system, whose com-
position in terms of slow/fast components does not change notice-
ably with temperature. Apparently, the dynamical behavior of water
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becomes less sensitive to the temperature at P ∼ 2.5 kbar and above
it. Indeed, although the temperature is lowered by more than 100 K,
the water populations identifie by components Nos. 2 and 3 do not
dramatically change and the “faster” component is dominant over
the whole temperature range. This probably happens because high
pressures hinder the formation of regular and extended clusters of
hydrogen-bonded water molecules. As a matter of fact, here we are
at the border of ice III formation (see Fig. 1), which has a totally
different topology with respect to ice Ih. It contains five-membere
rings and has the lowest density among the high pressure ice forms,
very similar to the density of liquid water at the same pressure. As a
consequence, the HBs are more distorted; thus, the system is overall
less rigid and the “slower” population gives only a little contribution.
We conjecture that this behavior may be connected to the anoma-
lous pressure dependence of the self-diffusion coefficien 58,66,67 and
viscosity68 of supercooled bulk water. These quantities show a max-
imum or a minimum, respectively, between 1.5 and 2.0 kbar, at
about the same pressure at which water molecules approach their
firs neighbors more closely.69 The maximum of the self-diffusion
coefficien (minimum of viscosity) vs P is consistent with the domi-
nance of the “faster” water population above 2.0 kbar as pointed out
in our experiments.

Since a link between the local structure of water and its dynam-
ics is expected,70–72 some authors73 have suggested the possibility
that large changes in intramolecular vibrational properties may be
connected to the onset of fractional Stokes-Einstein (SE) behav-
ior.14,74,75 Figure 7 seems to confir the presence of a coexis-
tence line in the water phase diagram, in agreement with Ref. 76
and apparently supports the results provided by other studies36,57

on water confine in MCM-41-S15 using Raman and FTIR spec-
troscopy. Nevertheless, our interpretation departs from this pic-
ture and is supported by the combination of MIR data with previ-
ous analysis of neutron diffraction experiments,55 with the present
FIR data, and with previous evidence that deviations of the diffu-
sion coefficien of water from the Stokes-Einstein equation are not
necessarily due to the crossing of a transition line.77

As a matter of fact, we have seen a new band showing up in
the FIR spectra. At each pressure, this occurs at a temperature very
close to the temperature of crossover of spectral components Nos. 2
and 3 of the MIR spectra. Thus, the two finding must be corre-
lated. In particular, the crossover of bands Nos. 2 and 3 has been
interpreted as due to a predominantly icelike dynamics at the lower
temperatures; accordingly, the appearance of the new band in the
FIR spectra can be regarded as the signature of the formation of
a solid phase within the pore volume. This statement can be easily
confirme by comparing our experimental FIR spectra with the sig-
nal of hexagonal ice, amorphous ice, and liquid water reported in
Fig. 2 of Ref. 38 over the same frequency range. At ambient temper-
ature, the connectivity band is typical of liquid water and preserves
the same characteristics down to 253 K. By cooling the system fur-
ther, a well-define peak arises at 220 cm−1 and progressively shifts
between 220 and 230 cm−1, closely resembling the peak assigned
to crystalline ice.38 This implies that a transition temperature can
be identifie between 253 and 243 K: starting from ambient tem-
perature, water confine in the porous silica substrate is originally
liquid, and then, the onset of a solid phase leads to the coexis-
tence of ice and supercooled liquid water within the pore. As long
as the temperature is lowered, the solid phase nucleates and the

intensity profil looks like that expected for crystalline ice (Fig. 2 of
Ref. 38).

V. CONCLUSIONS

We have shown that the P-T behavior of FIR and MIR spectra
of water confine in MCM-41 can be easily interpreted in terms of
a liquid-solid transition, taking place in correspondence of a coex-
istence line with negative slope, without invoking the existence of a
Widom line or second critical point. We stress that this is possible
only if the both frequency ranges are recorded for the same sam-
ple and interpreted as a whole. As a matter of fact, while the MIR
spectra may be interpreted also in terms of a transition from LDL to
HDL, as done in Ref. 36, the FIR spectra clearly discriminate between
the two scenarios. Indeed, the temperature and pressure evolution
of the MIR spectra proves the coexistence of two dominant water
populations inside the pore volume; nevertheless, this is not suffi
cient to unambiguously confir that two kinds of liquids differing in
density exist in the supercooled region of the water phase diagram.
As a matter of fact, FIR data clearly point out the nucleation of a
solid phase in the pore core, in agreement with accurate differential
scanning calorimetry.42,43 This excludes the coexistence of two liquid
forms in water confine in MCM-41, in favor of a liquid-solid tran-
sition of at least a fraction of the water molecules as the temperature
is lowered below 240–250 K. The present interpretation of the P-T
evolution of the vibrational dynamics of water confine in MCM-41
is in agreement with the results of a neutron diffraction experiment
performed on the same sample at ambient pressure.55 Indeed, also
in that experiment, it has been seen that a non-negligible fraction of
water confine in MCM-41/C10 (pore diameter 2.8 nm) crystallizes
at 240 K as a stacking faults ice I at the center of the pore. This frac-
tion coexists with about one or two layers of nonfreezable water at
the pore wall.

Summarizing, we want to highlight that often a single exper-
imental technique, or investigation of a limited dynamical range,
is not enough in order to draw unambiguous conclusions. We are
instead confiden about our interpretation of the IR spectra of water
as this has been based on the study of a wide spectral range and
having in mind the structural information extracted from neutron
diffraction experiments.55 Finally, we want to mention that a cor-
rect interpretation of any experimental data cannot disregard the
accuracy and sensitivity of the experimental technique. As a matter
of fact, the claim of the absence of crystallization in severe confine
ment27,40,41 and of a fragile to strong crossover16 may likely be due to
experimental limits of the instruments or technique.
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