
HAL Id: hal-02181710
https://hal.sorbonne-universite.fr/hal-02181710v1

Submitted on 12 Jul 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

DFTB-Assisted Global Structure Optimization of 13-
and 55-Atom Late Transition Metal Clusters

Maxime van den Bossche

To cite this version:
Maxime van den Bossche. DFTB-Assisted Global Structure Optimization of 13- and 55-Atom
Late Transition Metal Clusters. Journal of Physical Chemistry A, 2019, 123 (13), pp.3038-3045.
�10.1021/acs.jpca.9b00927�. �hal-02181710�

https://hal.sorbonne-universite.fr/hal-02181710v1
https://hal.archives-ouvertes.fr


DFTB-Assisted Global Structure Optimization of 13- and 55-Atom
Late Transition Metal Clusters
Maxime Van den Bossche*

CNRS, Institut des NanoSciences de Paris, UMR 7588, Paris F-75005, France

*S Supporting Information

ABSTRACT: Finding globally optimal structures of nano-
clusters is critically important to understand their phys-
icochemical properties but remains prohibitively expensive
even with comparatively efficient density functionals. Semi-
empirical methods such as density functional tight-binding
(DFTB), on the other hand, offer a better accuracy-efficiency
trade-off but require suitable parametrization. In the present
work, we present a largely automatic scheme where, starting
from initial guesses based on bulk properties, the atomic
confinement, and repulsive potentials are further refined so as
to accurately represent the potential energy landscapes of 13-
and 55-atom nanoclusters of the late transition metals (Ni,
Cu, Pd, Ag, Pt, and Au). With the exception of Ni13, Ni55,
Cu55, and Ag55, low-symmetry (often disordered) structures are found to be preferred over the symmetric icosahedral
arrangement. Similar to what has been previously reported for Au55, the lowest-energy Pt55 structures also appear to contain
small cavities below the outer shell.

1. INTRODUCTION

Metal clusters have found numerous applications in a variety of
technologies, including heterogeneous catalysis as well as
medicinal and optoelectronic devices.1 Their usefulness stems
from a high specific surface area, together with chemical and
physical properties that are different from those of extended
metal surfaces and that often vary with the size and shape of
the cluster.2 Nanometer-sized Au particles on oxide supports,
for example, can turn the otherwise inert Au into a potent
oxidation catalyst.3

Insights into the most probable structural arrangements of
such clusters are then of prime importance for a detailed
understanding of their properties and for the rational design of
further improved materials.4 While experimental methods can
probe many characteristics of both free and supported metal
clusters, complete structure determination is very difficult to
achieve.
Atomistic simulations, on the other hand, offer the desired

resolution but require a thorough search of the potential
energy landscape to locate the most relevant (e.g., lowest
energy) structures.5 Though such searches would preferentially
be carried out using accurate and transferable electronic
structure methods such as density functional theory (DFT),
the computational cost and time-to-solution rapidly become
intractable as the number of metal atoms is increased. While
global optimization (GO) of clusters with a few tens of atoms
can nowadays be performed directly at the DFT level6,7 given
ample resources, larger cluster sizes are likely to remain out of
reach for a considerable time to come. The inclusion of a

support material further reduces the currently accessible cluster
size to about 10 metal atoms.8−10

Along with continued development of more efficient GO
algorithms,11−13 there is therefore a pressing need for
alternative descriptions of the potential energy landscape
which trade an acceptable decrease in accuracy for a
considerable increase in speed. Interatomic potentials such as
embedded atom methods (EAM) and Gupta potentials, for
example, present a very low computational cost. The same is
generally true of machine learning approaches, such as neural
networks,14,15 though the large amount of required training
data evidently impacts the total cost.
Approximate electronic structure methods, such as density

functional tight-binding (DFTB), constitute a third option
with an appealing set of advantages. The cost per force call is
2−3 orders of magnitude below that of efficient GGA-DFT
implementations,16 while retaining an explicit (though strongly
simplified) description of the electronic structure. Further-
more, generating suitable DFTB parametrizations is compara-
tively straightforward and lends itself well to automatiza-
tion.17,18 Lastly, DFTB can be made to reproduce DFT
properties more accurately than common interatomic
potentials, which will also be illustrated here.
Even though one may have expected metallic compounds to

present significant challenges to the two-center and minimal-
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basis approximations in standard DFTB, encouraging results
have been previously reported for many transition metals, such
as Fe,19−22 Au,23−26 Ag,26,27 Mo,28 and Pt−Ru alloys29 and
other small transition metal clusters.30

Compared to these previous studies, the present work
describes a DFTB parametrization scheme that is more
specifically tailored toward and integrated into the GO
problem at hand. After a brief outline of DFTB in section 2,
this approach is described in detail in section 3. The results are
then presented and discussed for the 13- and 55-atom clusters
of the late transition metals (Ni, Cu, Pd, Ag, Pt, Au) in section
5, followed by concluding remarks in section 6. The two
cluster sizes have been chosen so as to evaluate the prevalence
of the icosahedral motif relative to more disordered arrange-
ments.

2. DFTB BACKGROUND
DFTB constitutes an approximation to LCAO−DFT in which
the computational cost is reduced through (i) the use of a
small (preferentially minimal) set of optimized basis functions
ϕ, (ii) the approximate evaluation of Hamiltonian matrix
elements, and (iii) the introduction of an empirical “repulsive”
potential to represent the remaining contributions to the DFT
total energy. In self-consistent charge (SCC) DFTB, the
expression for the total energy is then given by31

E E E Etot band scc rep= + + (1)

The band structure energy Eband is calculated by summing
the eigenvalues ϵi of the occupied states gathered from a self-
consistent solution to the secular equations

00[ + Δ − ϵ ] = (2)

where 0 is the Hamiltonian matrix consistent with a
superposition of atomic densities ρ0, Δ its electrostatic
corrections due to charge density fluctuations, and with the
overlap and coefficient matrices and .
The V0 1
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approximated by only considering the contributions to the
effective potential Veff of the atomic centers a and b on which
the orbitals μ and ν are located. In the density superposition
scheme Veff[ρ

0] then reduces to Veff[ρa
0 + δab ρb

0]. As a result,
the one-center integrals correspond to 0 δ= ϵμν μν μ (with ϵμ
the corresponding eigenvalue in the isolated atom) and

δ=μν μν. The two-center 0 and integrals are computed
beforehand and tabulated as a function of distance and
orientation, making use of the Slater-Koster transformation
rules.32 The required basis functions ϕ and atomic densities ρ0

are obtained from atomic DFT calculations with added
confinement through the use of, e.g., polynomial potentials
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with empirical parameters r0 and s, which can be chosen
differently for each of the different orbital angular momenta
and the density ρ0.
The SCC corrections Δ and Escc to the Hamiltonian and

the total energy (described in detail in refs 31 and 33) can then
be constructed after approximating the charge density
fluctuations as atom-centered, exponentially decaying charge
distributions. The -dependent atomic charges are convention-

ally deduced from a Mulliken population analysis of the
occupied electronic states. The decay lengths are determined
from the Hubbard parameters U , which can in turn be
calculated as the difference between the electron removal and
electron addition energies from atomic DFT calculations.
The final Erep term is intended to contain all remaining

contributions to the total energy (such as core−core repulsion)
and, to a certain degree, correct the approximations made in
the Eband and Escc terms. A major convenience of this
decomposition is that a set of smooth, short-ranged potentials
for each element pair generally succeeds well in representing
Erep,

31,34 i.e.,
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Fitting Vrep becomes a straightforward linear regression
problem when using polynomial functions, e.g.

V r c r r( ) ( )
p

p
p

rep
2

6

cut∑= −
= (5)

The cutoff radius rcut is typically chosen in between the first-
and second-nearest neighbor distances of the element pair in
question.

3. METHODS

In seeking to accelerate GO searches using DFTB, one faces
the problem that the DFTB parametrization needs to be most
accurate for the low-lying minima of the DFT potential energy
surface (PES). Including information on low-energy structures
in the DFTB training set, however, seems to itself require the
solution of the GO problem at hand. The previously published
tight-binding approximation enhanced global optimization
(TANGO) approach35 addresses this bootstrapping problem
by creating an initial, preliminary parametrization (using, e.g., a
randomly generated structure database), which is then
iteratively refined based on DFT single-point calculations of
low-energy structures suggested by the same parametrization.
The same approach will be used here, though with certain

simplifications (compared to the TANGO searches for bulk
crystal structures in ref 35), made possible by previous studies
on DFTB parametrizations for metal clusters. Most notably,
Fihey and co-workers25 have described a parametrization
procedure for Au clusters which performs quite adequately
given its relative simplicity. This process is depicted in the top
panel of Figure 1 and will be adopted here to generate the
initial DFTB parametrization in the TANGO runs.
First, the eigenvalues ϵ and Hubbard parameters U of the

isolated, spherical, and spin-unpolarized atom are obtained
from all-electron atomic DFT calculations, here performed
using the ATOM code in the CP2K suite36−38 using the
Douglas−Kroll−Hess method39−41 to include scalar-relativistic
effects.
The parameters describing the confinement of the s, p, and d

orbitals and the electron density ρ0 are then optimized using
the gradient-less COBYLA algorithm42 so that the DFTB band
structures of the bulk FCC, BCC and SC crystals match the
corresponding DFT band structures. Following ref 25, most
importance is attached to the band structure around the Fermi
level, which is done here by assigning Boltzmann-distributed
weights
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with kBT set equal to 1.5 eV. The band structure fitting and
associated atomic DFT calculations under confinement and
Slater−Koster tabulation are performed using the Hotcent
code79 (commit ab939fe2) developed as part of this work.
To complete the initial DFTB parametrization, the repulsive

potential is calculated based on the difference between the
DFT total energy and the repulsionless DFTB total energy of
the FCC structure for interatomic distances ranging from 1.4
to 3 times the covalent radius of the metal.
The next phase, represented by the bottom panel in Figure

1, starts with a set of comparatively short GO searches to
identify the type of geometries favored by the present DFTB
parametrization. The 100 best unique structures are then
subjected to DFT single-point calculations, thereby creating a
training set for further refinement of the DFTB model. Both
the confinement and repulsive potentials are optimized to
lower the total residual. For reasons of numerical stability,
however, the confinement potentials are here restricted to the
harmonic kind (s = 2), while allowing r0 to vary. The total
residual is given by
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with Ecoh, i the cohesive energy of structure i and F̅i,j the force
on atom j of structure i. The weights ωi are distributed
according to the relative DFT total energies, following a
Boltzmann distribution as in eq 6 with kBT set to 0.1 eV times
the number of atoms. An additional scaling factor ωf of 0.1 Å/

atom is applied to the force residuals, which is found to
provide a suitable balance between the description of
energetical and geometrical properties. Note that the
procedure allows for a constant shift C of the DFTB cohesive
energies, so as to prevent accuracy losses due to consistent
under- or overbinding tendencies which do not affect the
energetical ordering for a given cluster size. The smoothness of
the Vrep curve is assured by weak 2 regularization of the linear
regression problem with a regularization factor of 10−10. The
repulsive potential fitting is performed using the TANGO
code80 (commit b1c5bcb) with a polynomial form of Vrep(r)
as shown in eq 5.
Lastly, the GO searches are resumed with the refined DFTB

parametrization and pursued more extensively so as to retrieve
the lowest-lying minima on the DFTB PES. Again, the 100
best unique structures are selected and subjected to DFT
single-point calculations. On the basis of the obtained DFT
total energies, the 25 lowest-energy structures are reoptimized
at the DFT level until the residual forces are less than
0.05 eV/Å.

4. COMPUTATIONAL DETAILS

4.1. DFT Calculations. All metal cluster DFT calculations
are executed using the GPAW43,44 code using a plane-wave
basis set with a kinetic energy cutoff of 600 eV. The Brillouin-
zone integration is restricted to the Γ point and the SCF
converge is facilitated by Fermi−Dirac smearing with a width
of 20 meV. The PBEsol functional45 is chosen for the
description of electronic exchange and correlation, as this
functional has been found to be more accurate than other
gradient-corrected functionals for small Au clusters,46 in
addition to generally providing accurate lattice parameters as
well as jellium surface energies.45,47,48 Note that all atomic
DFT calculations as well as the density superposition
calculations of the Hamiltonian integrals are also performed
using the PBEsol functional and with addition of scalar-
relativistic corrections. The number of explicitly treated
valence electrons is limited to 10 (Ni, Pd, Pt) and 11 (Cu,
Ag, Au) per atom using the standard projector augmented-
wave49 setups in GPAW regenerated for the PBEsol functional.
It should be noted that spin polarization has not been included
in the DFT(B) calculations unless stated otherwise.

4.2. DFTB Calculations. All DFTB calculations are carried
out using the DFTB+ code50 (version 17.1) with a maximum
angular momentum max = 2 and angular momentum
dependent Hubbard values. The applied Fermi−Dirac
smearing width amounts to 500 K (42 meV).
Though timings usually vary across different hardware and

software environments, the relative speed of DFTB can be
appreciated by looking at the CPU time per force call. For the
55-atom clusters, we obtain approximately one second per
DFTB force call on a single CPU, compared to ca. 300 s per
force call using 32 CPUs with the above DFT setup.

4.3. Global Optimization. The GO searches are
performed using the genetic algorithm (GA) framework10,51

in the atomic simulation environment (ASE).52,53 Each GA run
involves the following steps:

1. Randomly generating 20 clusters with coordinates within
a sphere of 110 Å3 (13 atoms) and 460 Å3 (55 atoms),
corresponding to a number density of about 0.12 atoms
per Å3. The clusters are placed in cubic unit cells with

Figure 1. Overview of the DFTB parametrization plus global
optimization strategy for the studied transition metal clusters.
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cell lengths of 16 and 25 Å for 13- and 55-atom clusters,
respectively.

2. Subjecting the initial structures to local minimization
with DFTB using the BFGS algorithm54 until the largest
forces are less than 0.03 eV/Å. The set of relaxed
structures constitutes the initial population.

3. At each GA iteration, a new candidate is created by the
action of the genetic operators on one or two members
of the population (randomly selected via the same
procedure as in ref 51), followed by the same local
minimization procedure as above. The genetic operator
is chosen among cut-and-splice pairing, rattle mutation
and mirror mutation with 85%, 10%, and 5% probability,
respectively. The population is then updated so as to
always contain the 20 current best unique structures.
Structural uniqueness is evaluated using fingerprint
functions.12

For the 13-atom clusters, the number of GA iterations is set
to 100 for the search with the initial DFTB parametrization
and to 200 using the refined parameters. The corresponding
numbers for the 55-atom clusters amount to 500 and 1000,
respectively. To increase the probability of finding the lowest-
energy minima, 16 GA searches are run in parallel on each
occasion. In the case of Pt55, the initial parametrization is
found to be particularly crude (favoring very open structures
with only four atoms in the inner shell), and therefore an
additional 1000 GA iterations is performed after a second
reparametrization based on the 100 best unique Pt55 structures
found using the first reparametrized DFTB model.

5. RESULTS AND DISCUSSION

First, the results specific to the DFTB parametrization
procedures will be presented and discussed. Next, the obtained
lowest-energy structures will be shown for the 13-atom clusters
with comparison to previous studies, followed by the
corresponding discussion for the 55-atom clusters.

5.1. DFTB Parametrization. Various aspects of the
(re)parametrization procedure are collected in Figure 2 for
the case of Au (corresponding results for the other elements
are included in the Supporting Information).
Panel a shows the DFTB band structures (blue lines) which

have been fitted to DFT (red lines) by adjustment of the
confinement parameters r0 and s. The reproduction is of a
similar quality as in ref 25. The obtained confinement
potentials are also comparable (see the filled blue and dashed
purple curves in panel c), keeping in mind that the
parametrization in ref 25 has been performed on the basis of
a different density functional (PBE). It should be noted,
however, that the confinement parameters from ref 25 have
been used here as initial guesses, and that the optimization
procedure has most likely converged to the closest local
minimum. The repulsive potential for Au derived from bulk
FCC structures is shown as the blue curve in panel b. Again,
similar to what has been obtained in ref 25 (purple dashes),
the repulsive potential is in fact attractive at commonly
encountered nearest neighbor distances (r between than 2 and
4 Å). Similar results are retrieved for the other elements. While
attractive pair potentials are relatively uncommon and may
benefit from further investigation, it should be noted that these

Figure 2. Panel a: Calculated band structures for FCC, BCC and SC Au using DFT (red) and DFTB with optimized confinement potentials
(blue). The eigenvalues are referenced with respect to the Fermi energy. Panel b: Repulsive potential between Au atoms in the initial
parametrization based on bulk Au properties (blue) and in the refined parametrizations for Au13 (orange) and Au55 (red) where the repulsive and
confinement potentials have been reoptimized. The curve obtained by Fihey and co-workers25 is drawn with purple dashes. Panel c: Analogous
representation of the confinement potentials for the different valence states of Au and its reference atomic density. Panel d: Parity diagrams
comparing the relative DFTB and DFT energies for the 100 best unique Au55 cluster structures obtained from the first series of GO searches using
the initial parametrization based on bulk Au properties (blue dots). The DFTB results obtained after refitting Vrep only (orange) and both Vrep and
Vconf, i (green) are also shown.
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need not imply a failure of, e.g., the two-center approximation
(see, e.g., ref 33).
As described in section 3, the DFTB parametrizations based

on the bulk metal properties are only used as initial guesses,
requiring further refinement based on DFT single-point
calculations of the best unique structures obtained from a
first round of GO searches. The change in the repulsive and
confinement potentials can be seen in panels b and c,
respectively, with results for Au13 in yellow and Au55 in red.
The benefits of the reparametrization are clearly illustrated by
the parity plots for Au55 shown in panel d. The correlation
between the energetical ordering in DFT and DFTB is fairly
poor in the initial DFTB parametrization (blue dots), and is
markedly improved after fitting the repulsive and confinement
potentials to the DFT data set (green dots). Readjusting only
the repulsive potential (orange dots) yields intermediate
results, and it is therefore recommended to also refine the
confinement parameters. Similar conclusions can be drawn
from the parity diagrams of the other studied clusters, which
can be consulted in section 4 of the Supporting Information.
While the combined reoptimization complicates the

comparison between the 13- and 55-atom parametrizations
due to possible compensation effects, the different Vrep and
Vconf,i functions for the two cluster sizes suggest that it may be
difficult to find a single parameter set which yields sufficiently
accurate descriptions for both sizes. Readers interested in the
topic of size-transferability are referred to section 5 of the
Supporting Information for additional metrics and discussion.
We furthermore note that choosing a single r0 value equal to
ca. 1.85 times the covalent radius (as is common in DFTB
models for main group chemistry55,56) is not recommended for
the present materials.
5.2. M13 Clusters. Structural models of the most stable M13

clusters after DFT reoptimization are shown in Figure 3. Only
for Ni the icosahedron represents the preferred arrangement,
in agreement with previous calculations performed with a
Gupta potential.58 Among the coinage metals, Cu and Ag
prefer similar low-symmetry structures, which also bear a
certain resemblance to the one found for Au. This is in
agreement with previous calculations performed using the
PW91 functional.59 In the case of Pd, the same bilayer
geometry with C3v symmetry is retrieved as previously found
using the PBE functional for a singlet multiplicity.60 The Cs-
symmetrical Pt13 structure is identical to the ones proposed on
the basis of PW9161 and PBE calculations.61 It should be kept
in mind, however, that the precise energetical ordering of metal
clusters can be sensitive to the choice of exchange-correlation
functional, as has been illustrated for Au.46,62−65

5.3. M55 Clusters. The corresponding M55 cluster geo-
metries are shown in Figure 3 for Pd, Pt, and Au, while the
Mackay icosahedron is retrieved as the lowest-energy
configuration for Ni, Cu, and Ag. The latter is in agreement
with experimental observations66−68 as well as a host of GO
studies based on interatomic potentials.58,69,70

A different picture emerges for Pd, Pt, and Au, which are
found to prefer disordered structures. In the case of Au, this is
indeed known from photoelectron spectroscopy measure-
ments.66,71 GO searches with a Gupta potential by Garzoń and
Posada-Amarillas72 have yielded a compact but indeed
disordered structure, and a similar structure has been obtained
by subsequent annealing runs with GGA-DFT.71 In the present
work, we also find the lowest-energy Au55 cluster to be
disordered, but with an otherwise quite different geometry

(shown in Figure 4). Its most prominent feature is the
presence of cavities below the outer shell, which are visualized
as regions of low electron density (red surfaces). The structure
is in this aspect similar to the ones proposed on the basis of
DFTB-GO searches by Tarrat and co-workers27 using the
parametrization from ref 25, though the voids in the present
structures appear to be smaller in volume. The presence of
such subsurface cavities, or “bubbles”, has furthermore been
previously suggested for Au clusters in the 56 to 58 atom range
on the basis of DFT calculations,71 and it has been explained in
terms of strong preferences for close-packed outer layers due
to relativistic contraction of the 6s states.71 Lastly, with the
PBEsol functional, we calculate the Au55 cluster shown in
Figure 4 to be 0.53 eV more stable than the Garzoń−Posada−
Amarillas structure, 1.05 eV more stable than the Tarrat
structure, and 1.46 eV more stable than the icosahedral
arrangement. For comparison, the corresponding values using
the PBE functional amount to 0.75, 0.16, and 2.03 eV,
respectively. The present Au55 structure is hence also preferred

Figure 3. Lowest-energy structures obtained for the 13-atom clusters
after DFT reoptimization. All structural models in this work have
been rendered with VESTA.57

Figure 4. Lowest-energy structures obtained among the Pd55, Pt55,
and Au55 clusters after DFT reoptimization. Cavities are highlighted
by means of electron density isosurfaces (colored in red). For the
other 55-atom clusters (i.e., Ni, Cu, and Ag) an icosahedral ground
state is retrieved.
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among the selected candidates in the PBE approximation. It is,
however, quite likely that lower-energy configurations exist on
the PBE energy landscape.
Platinum, the other element from the same period, is also

found to prefer small (atom-sized) subsurface cavities below
the outer shell (see Figure 4). This similarity is understandable
as relativistic effects are almost as pronounced in Pt as in Au.73

One difference, however, is the additional presence of a small
cavity in the center, with the nine atoms in the core describing
a gyroelongated square pyramid. Previous calculations with
interatomic potentials, by contrast, have either favored the
icosahedral structure74 or lower-symmetry, but nonetheless
compact structures.75−77 With the present DFT setup, the
putative global minimum configuration is more stable than the
icosahedron by a considerable margin (ΔE = −5.46 eV).
Finally, for Pd55 a compact, yet also disordered configuration

is retrieved. In the past, the icosahedral structure has been
proposed by studies based on EAM75,78 and Gupta
potentials,76 but the present configuration is found to be
more stable according to DFT (ΔE = −0.70 eV).
Across the different elements, the structures of the next low-

energy isomers generally resemble those of the putative ground
states, i.e., perturbed icosahedra in case of an icosahedral
ground state and similarly disordered variations otherwise (see
Figure 5). The energy gap between the lowest- and next-

lowest-energy structures is significantly larger in the former
case (0.6−1.0 eV) than in the latter (<0.3 eV). Ni55 appears to
present an exception in the sense that disordered structures are
competitive with perturbed icosahedra in terms of the total
energy. Given the ferromagnetic properties of nickel, it is
appropriate to consider the influence of spin polarization on
the energetical ordering. As shown in Table 1, magnetization
further increases the relative stability of the Mackay
icosahedron, while decreasing that of the disordered isomer.

6. CONCLUSIONS
A combined DFTB parametrization and global optimization
strategy is presented for the study of metal cluster structures.
Starting from DFTB parameters derived from bulk metal
properties, the GO algorithm allows to generate cluster

structures whose DFT energetics provide the basis for a
more accurate subsequent DFTB parametrization. As a result,
nanometer-sized clusters can be investigated with relative ease.
Application to the 13- and 55-atom clusters of the late

transition metals confirms the preference for the icosahedral
structure for Ni13, Ni55, Cu55, and Ag55 clusters, whereas, e.g.,
the lowest-energy M55 clusters of Pd, Pt, and Au are strongly
disordered. While the Pd55 structures remain compact, the
previously reported27 subsurface cavities in Au55 are here also
observed in Pt55.
The present approach hence facilitates the use of more

realistic cluster models in, e.g., heterogeneous catalysis
research, where high-symmetry structures have for example
been frequently used for nanometer-sized Pd and Pt clusters.
Promising further applications and developments of the
method include the effects of alloying and of deposition on
support materials.
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structure nonmagnetic ferromagnetic

disordered structure 0.61 1.77
perturbed icosahedron 0.89 1.23
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