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A RELATIVE ENTROPY FOR EXPANDERS OF THE HARMONIC MAP FLOW

ALIX DERUELLE

Abstract. In this paper we focus on the uniqueness question for (expanding) solutions of the Harmonic map flow coming out of smooth 0-homogeneous maps with values into a closed Riemannian manifold. We introduce a relative entropy for two purposes. On the one hand, we prove the existence of two expanding solutions associated to any suitable solution coming out of a 0-homogeneous map by a blow-up and a blow-down process. On the other hand, generic uniqueness of expanding solutions coming out of the same 0-homogeneous map of 0 relative entropy is proved.

1. Introduction

Given a connected closed Riemannian manifold \((N,g)\) isometrically embedded in some Euclidean space \(\mathbb{R}^m, m \geq 2\), we consider solutions of the harmonic map flow of maps \((u(t))_{t \geq 0}\) from \(\mathbb{R}^n, n \geq 3\) to \((N,g)\). More precisely, we study the parabolic system

\[
\begin{cases}
\partial_t u = \Delta u + A(u)(\nabla u, \nabla u), & \text{on } \mathbb{R}^n \times \mathbb{R}_+,

u|_{t=0} = u_0,
\end{cases}
\]

for a given map \(u_0 : \mathbb{R}^n \to N\), where \(A(u)(\cdot, \cdot) : T_uN \times T_uN \to (T_uN)\perp\) denotes the second fundamental form of the embedding \(N \to \mathbb{R}^m\) evaluated at \(u\). Observe that equation (1) is equivalent to \(\partial_t u - \Delta u \perp T_uN\) for a family of maps \((u(t))_{t \geq 0}\) which map into \(N\). In this paper, we focus on expanding solutions of the Harmonic map flow coming out of 0-homogeneous maps, i.e. solutions that are invariant under parabolic rescalings,

\[
\begin{aligned}
\lambda^2 u(\lambda x, \lambda^2 t) &= u(x, t), \quad \lambda > 0, \quad (x, t) \in \mathbb{R}^n \times \mathbb{R}_+.
\end{aligned}
\]

The condition (2) reflects the homogeneity of the initial condition \(u_0\) in a parabolic sense.

In this setting, it turns out that (1) is equivalent to an elliptic equation. Indeed, if \(u\) is an expanding solution in the sense of (2) then the map \(U(x) := u(x, 1)\) for \(x \in \mathbb{R}^n\), satisfies the elliptic system

\[
\begin{cases}
\Delta f U + A(U)(\nabla U, \nabla U) = 0, & \text{on } \mathbb{R}^n,

\lim_{|x| \to +\infty} U(x) = u_0(x/|x|),
\end{cases}
\]

where, \(f\) and \(\Delta f\) are defined by

\[
\begin{aligned}
f(x) &= \frac{|x|^2}{4} + \frac{n}{2}, \quad x \in \mathbb{R}^n,

\Delta_f U &= \Delta U + \nabla f \cdot \nabla U = \Delta U + \frac{r}{2} \partial_r U.
\end{aligned}
\]
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The function $f$ is called the potential function and it is defined up to an additive constant. The choice of this constant is dictated by the requirement
\[ \Delta f = f. \]

The operator $\Delta f$ is called a weighted laplacian and it is unitarily conjugate to a harmonic oscillator $\Delta = |x|^2/16$.

Conversely, if $U$ is a solution to (3) then the map $u(x, t) := U(x/\sqrt{t})$, for $(x, t) \in \mathbb{R}^n \times \mathbb{R}_+$, is a solution to (1). Because of this equivalence, $u_0$ can be interpreted either as an initial condition or as a boundary data at infinity.

Existence of expanding solutions has been investigated by Germain and Rupflin [GR11], Biernat and Bizon [BB11] and Germain, Ghoul and Miura [GGM16] in an equivariant setting. The author and T. Lamm studied the existence of weak expanding solutions of the Harmonic map flow for maps with values into an arbitrary smooth closed Riemannian manifold: [DL18]. There, we proved the existence of such solutions in the case the initial condition is a Lipschitz map that is homotopic to a constant. Moreover, our solutions are proved to be regular outside a compact set whose diameter depends on the $L^2_{loc}$ energy of the initial condition only.

We decide in this paper to focus on the uniqueness question for expanding solutions coming out of 0-homogeneous maps $u_0$ that are sufficiently smooth outside the origin. Besides, we restrict ourselves to expanding solutions that are sufficiently regular at infinity: Definition 2.1 ensures that the solution reaches its initial condition in a sufficiently smooth sense.

Now, from a variational viewpoint, expanding solutions can be interpreted as critical points of the following formal entropy or weighted energy:
\[ \mathcal{E}^+(u) := \int_{\mathbb{R}^n} |\nabla u|^2 e^{\frac{|x|^2}{4}} dx. \] (4)

The issue is that this quantity associated to an expanding solution of the Harmonic map flow is infinite unless the solution is constant. Indeed, the pointwise energy of an expanding solution $u$ decays at most quadratically, i.e.
\[ |\nabla u|^2(x) \sim |x|^{-2}, \quad \text{as } x \to +\infty. \]

This is in sharp contrast with ancient solutions called shrinking solutions: these solutions live on $(-\infty, 0)$ and can potentially arise from finite-time singularities of the Harmonic map flow for maps between two closed Riemannian manifolds. Shrinking solutions are true critical points of the following well-defined entropy:
\[ \mathcal{E}^-(u) := \int_{\mathbb{R}^n} |\nabla u|^2 e^{-\frac{|x|^2}{4}} dx < +\infty. \]

As explained to the author by T. Ilmanen, there should be a notion of relative entropy for expanding solutions that we now explain despite the issue caused by (4).

Let $u$ be an expanding solution coming out of a 0-homogeneous map and assume there exists a background expanding solution $u_b$ coming out of the same 0-homogeneous map. Then, the relative entropy of $u$ and $u_b$ is formally defined by:
\[ \mathcal{E}(u, u_b) := \lim_{R \to +\infty} \int_{B(0, R)} \left( |\nabla u|^2 - |\nabla u_b|^2 \right) e^{\frac{|x|^2}{4}} dx. \] (5)

In order to prove that this quantity (5) is well-defined (Theorem 3.1), we need to establish a convergence rate for the difference $u - u_b$ of the form $f^{-n/2} e^{-f}$: see Theorem 2.4. This rate is
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sharp as shown by a unique continuation result at infinity proved in Theorem 6.1. Observe that
the naive estimate of the difference $u - u_b = u - u_0 + u_0 - u_b$ given by comparing the solutions to
their common initial condition $u_0$ only yields a quadratic decay, i.e. $u - u_0 = O(t^{-1}) = u_b - u_0$.
We actually prove that this entropy (5) can be defined more generally for suitable solutions
of the Harmonic map flow coming out of a 0-homogeneous map $u_0$: if $u(t)$ is such a suitable
solution given by Definition 2.1 and if $u_b(t)$ denotes the time-dependent solution associated
to $u_b$ as explained at the beginning of this introduction then the function
\[
E(u(t), u_b(t)) : t \in \mathbb{R}_+ \to \lim_{R \to +\infty} \int_{B(0,R)} t \left( |\nabla u(t)|^2 - |\nabla u_b(t)|^2 \right) \frac{e^{\frac{|x|^2}{4t}}}{(4\pi t)^{n/2}} dx,
\]
is well-defined. Moreover, it is monotone decreasing along the Harmonic map flow and is
constant precisely on expanding solutions coming out of the same initial condition $u_0$.

Again, we emphasize that (6) is produced by taking differences rather than by considering a
renormalization: this makes the analysis much harder since one has to match the asymptotics
of such expanding solutions (or suitable solutions to the Harmonic map flow) in a much more
precise way. Observe that a renormalization on an increasing sequence of exhausting balls in
Euclidean space $\mathbb{R}^n$ would have made the first variation of $E$ vanish since Theorem 3.1 shows
that the weighted $L^2$ norm of the obstruction tensor
\[
\partial_t u + \frac{x}{2t} \cdot \nabla u,
\]
for $u$ to be an expanding solution is finite in the Lebesgue sense:
\[
\frac{d}{dt} E(u, u_b)(t) = -2t \int_{\mathbb{R}^n} \left| \partial_t u + \frac{x}{2t} \cdot \nabla u \right|^2 \frac{e^{\frac{|x|^2}{4t}}}{(4\pi t)^{n/2}} dx > -\infty, \quad t > 0.
\]

Besides its monotonicity along the Harmonic map flow, the interest of this relative entropy
is twofold. On one hand, we are able to prove a version of Ilmanen’s conjecture originally
stated for the Mean curvature flow in [Section F., [Im]]. Ilmanen’s conjecture can be stated
roughly as follows:

**Theorem 1.1** (Ilmanen’s conjecture: the smooth case). **Blowing up and blowing down any
(suitable) solution of the Harmonic map flow coming out of a 0-homogeneous map give rise
to two expanding solutions coming out of the same 0-homogeneous map provided there already
exists another expanding solution coming out of the same 0-homogeneous map.**

We refer the reader to Theorem 3.2 for a precise statement.

We notice that a similar relative entropy has been previously considered by Ilmanen, Neves
and Schulze for the Network flow for regular networks: [INS14].

Theorem 1.1 reduces so to speak the uniqueness question for suitable solutions of the
Harmonic map flow coming out of a given 0-homogeneous map $u_0$ to the uniqueness question
for expanding solutions of the Harmonic map flow coming out the same map $u_0$. This principle
is used to show a uniqueness result in case the target is non-positively curved:

**Theorem 1.2** (Non-positively curved targets). **Let $(N, g)$ be a Riemannian manifold with
non-positive sectional curvature. Let $n \geq 3$ and let $u_0 : \mathbb{R}^n \setminus \{0\} \to (N, g)$ be a smooth 0-
homogeneous map. Then there exists a unique suitable smooth solution coming out of $u_0$: this
solution must be expanding.**
The existence part could be adapted from [DL18] but we prove it here directly: we use a continuity method by connecting any 0-homogeneous map with values into a non-positively curved target to a constant map. The existence of such a path of initial conditions is granted by Hadamard’s Theorem which ensures in particular that a complete Riemannian manifold with non-positive sectional curvature is aspherical. Actually, Theorem 1.2 can be interpreted as the non-compact version of Hamilton’s Theorem [Ham75] where the Dirichlet boundary data is now pushed at infinity. Finally, Theorem 1.2 is the analogous statement of a theorem due to the author for expanding solutions of the Ricci flow: see Remark 7.6 and the references therein.

On the other hand, we prove a generic uniqueness result for expanding solutions. Again, it can be stated roughly as follows:

**Theorem 1.3 (Generic uniqueness: unformal statement).** The set of 0-homogeneous maps that are smoothed out by more than one (suitable) expanding solution with 0 relative entropy is of first category in the Baire sense.

Again, we refer the reader to Theorem 6.7 for a precise statement. Both the statement and the proof of Theorem 1.3 are motivated by the work of L. Mou and R. Hardt on harmonic maps defined on a domain of Euclidean space (with a boundary at finite distance): [Theorem 6.8 and Corollary 6.9, HM92]. In order to prove such a generic statement, one needs to understand the (Banach) manifold structure of the moduli space of suitable expanding solutions. It requires in particular to understand the Fredholm properties of the linearized operator, also called the Jacobi operator, of equation (3). This approach originates from the work of B. White on minimal surfaces [Whi91]. Notice that the paper HM92 also adapts White’s work in the setting of harmonic maps. More recently, J. Bernstein and L. Wang [BW17] have been able to adapt White’s approach to expanding solutions of the Mean curvature flow. Our arguments are very close in spirit to their work and are adapted from the author’s work in collaboration with T. Lamm on expanding solutions of harmonic map flow [DL18].

We end this introduction by describing the structure of this paper:

Section 2 defines solutions of the harmonic map flow that are regular at infinity. The main result of Section 2 is Lemma 2.3: it establishes exponential decay for subsolutions of the heat equation with a potential decaying quadratically in space-time, vanishing at time \( t = 0 \) in a suitable sense. Two consequences are derived from this. Theorem 2.4 gives a sharp decay on the difference of two solutions of the harmonic map flow that are regular at infinity and that come out of the same 0-homogeneous map. Next, Theorem 2.6 considers two solutions \( (u_i)_{i=1,2} \) of the harmonic map flow coming out of the same initial 0-homogeneous map such that \( u_1 \) is an expanding solution. The obstruction tensor \( \partial_t u_2 + \frac{x}{T} \cdot \nabla u_2 \), for \( u_2 \) to be an expanding solution is shown to decay exponentially as well. Finally, Proposition 2.9 establishes estimates on the derivatives of the rescaled difference \( U \) of two solutions \( (u_i)_{i=1,2} \) of the Harmonic map flow coming out of the same 0-homogeneous initial condition: \( f T e f (u_2 - u_1) =: U \). To do so, an intermediate step consists in showing that this rescaled difference satisfies a backward heat equation-like: this explains at least heuristically why such estimates hold. Notice that the derivatives of the un-rescaled difference \( u_2 - u_1 \) are decaying exponentially but the degree of the polynomial in front of the exponential term is increasing: Proposition 2.9 is
critical to prove the relative entropy mentioned above is well-defined.

Section 3 proves the relative entropy (5) is well-defined for an arbitrary suitable solution of the Harmonic map flow and an expanding solution coming out of the same initial 0-homogeneous map. Moreover, we show this relative entropy (5) is monotone along the Harmonic map flow and is constant precisely on expanding solutions: this is the content of Theorem 3.1. This section ends with the proof of Ilmanen’s conjecture for solutions of the Harmonic map flow: Theorem 3.2.

Then Section 4 is a short intermission establishing a rigidity statement about solutions coming out of constant maps seen as 0-homogeneous maps: Corollary 4.3 is based on a crucial (static) Pohozaev identity proved in Corollary 4.2.

The moduli space of smooth expanding solutions is investigated in Section 5. We follow closely the arguments due to Hardt and Mou [HM92] on harmonic maps defined on a domain of Euclidean space which in turn are based on works of B. White on minimal surfaces, as said before: [Whi87] and [Whi91]. However, the analysis is substantially different since the domain is non-compact and the Jacobi operator is a drift Laplacian. More precisely, Section 5.1 introduces the relevant weighted function spaces and establishes the first and second variation of this new relative entropy given by (5). Finally, Theorem 5.4 analyses the decay of deformations lying in the kernel of the Jacobi operator that keep the boundary value at infinity fixed. When appropriately rescaled, such deformations have a well-defined trace at infinity: this statement has been proved by the author [Der17b] in the case of expanding solutions coming out of Ricci flat cones and by J. Bernstein and L. Wang for expanding solutions of the Mean curvature flow [BW17]. Moreover, a unique continuation at infinity holds for such deformations in the sense that this trace at infinity determines the deformation globally: this is the last part of Theorem 5.4.

The necessary Fredholm properties of the Jacobi operator are the content of Theorem 5.6 that follows the approach due to the author and T. Lamm [DL18]: the analysis is very similar to [BW17] for the Mean curvature flow. The local structure of the moduli space of smooth expanders is proved in Theorem 5.7 where Theorem 5.4 plays a crucial role. Theorem 5.8 ends the analysis of the moduli space of smooth expanding solutions of the Harmonic map flow: the kernel of the Jacobi operator is integrable and the regular values of the projection map \( \Pi \) associating to an expanding solution its boundary value at infinity is a residual set.

As its title suggests, Section 6 starts with a non linear unique continuation at infinity for expanding solutions of the Harmonic map flow (Theorem 6.1) whose analysis is essentially contained in [Der17b] for the Ricci flow. This leads us to prove a generic uniqueness result for expanding solutions with the same entropy as explained in Theorem 1.3: see Theorem 6.7 for a rigorous statement.

The last section, Section 7, studies the boundary of the moduli space of expanding solutions of the Harmonic map flow: Theorem 7.2. In case the target is non-positively curved, the compactness of such moduli space is proved as expected: Corollary 7.3. This compactness is in turn crucial to prove an existence and uniqueness result for expanding solutions coming out of smooth 0-homogeneous maps with values into a non-positively curved target: Theorem 7.5.
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2. An $L^2$ maximum principle and its consequences

Let $(N,g)$ be a closed smooth Riemannian manifold isometrically embedded in some Euclidean space $\mathbb{R}^m$. Let $u_1$ be an expanding solution coming out of a $0$-homogeneous map $u_0 : \mathbb{R}^n \to N$ and let $u_2$ be any solution to the Harmonic map flow coming out of the same initial condition $u_0$. Then the relative entropy should be defined as follows:

$$
\mathcal{E}(u_2,u_1)(t) := \lim_{R \to +\infty} \int_{B(0,R)} t(|\nabla u_2|^2 - |\nabla u_1|^2)(x,t) \frac{e^{\frac{|u|^2}{(4\pi t)^{n/2}}}}{(4\pi t)^{n/2}} \, dx,
$$

for $t > 0$, at least formally speaking.

A first step to prove this limit is meaningful consists in deriving a sharp bound on the decay of the difference $u_2 - u_1$ in the following space-time region:

$$
\Omega_\lambda := \{(x,t) \in \mathbb{R}^n \times (0,T) \mid |x|^2/4t > \lambda\},
$$

for some positive $\lambda$ and some positive time $T$. For that purpose, we define the following barrier function that will be extremely useful in the sequel:

$$
f(x,t) := \frac{|x|^2}{4t} + \frac{n}{2}, \quad (x,t) \in \mathbb{R}^n \times \mathbb{R}_+.
$$

Note that:

$$(\partial_t - \Delta)f = -\frac{f}{t}.$$  

We will denote by the same symbol $f$ the function $f(\cdot,1)$ when there is no ambiguity.

The solutions of the harmonic map flow we consider here have regularity at infinity:

**Definition 2.1.** Let $u : \mathbb{R}^n \times \mathbb{R}_+ \to N$ be a smooth solution of the harmonic map flow coming out of the $0$-homogeneous map $u_0 : \mathbb{R}^n \setminus \{0\} \to N$. The solution $u$ is said to be **regular at infinity** if there exists $\lambda \in \mathbb{R}_+$ such that for each positive integer $k$, there exists a positive constant $C_k$ such that:

$$
|\nabla^k u|(x,t) \leq \frac{C_k}{(|x|^2 + t)^{\frac{k}{2}}}, \quad \forall (x,t) \in \Omega_\lambda.
$$

**Remark 2.2.** From **Definition 2.1**, if a regular solution of the harmonic map flow coming out of the $0$-homogeneous map $u_0 : \mathbb{R}^n \setminus \{0\} \to N$ is regular at infinity then $u_0$ is necessarily smooth.

The main theorem of this section is the following maximum principle at infinity:

**Lemma 2.3.** Let $w : \mathbb{R}^n \times (0,T) \to [0, +\infty)$ be a smooth bounded subsolution on $\mathbb{R}^n \to [0, +\infty)$ of the following differential inequality:

$$
\partial_t w \leq \Delta w + \frac{c_0}{|x|^2 + t} w,
$$

for some positive constant $c_0$. 
Assume that $\lim_{t \to 0} w(x,t) = 0$ for every $x \in \mathbb{R}^n \setminus \{0\}$. Then there exists a positive constant $\lambda(n, c_0) > 0$ such that,

$$w \leq C f^{-\frac{n}{2}} e^{-f}, \text{ on } \Omega_\lambda, \quad \lambda \geq \lambda(n, c_0),$$

for some positive constant $C = C \left( n, c_0, \|w\|_{L^\infty(\mathbb{R}^n \times (0, T))} \right)$.

**Proof.** The idea is to adapt the $L^2$-version of the maximum principle due to Karp and Li [Theorem 7.39, [CLN06]] as follows.

First of all, we need to construct a suitable barrier function: let us compute the evolution equation satisfied by $f^{-n/2}e^{-f}$ on $\Omega_\lambda$:

$$
(\partial_t - \Delta) (e^{-f}) = (\partial_t - \Delta) (e^{-f}) = \frac{n}{2t} e^{-f},
$$

$$
(\partial_t - \Delta) (f^{-n/2}) = -\frac{n f^{-n/2}}{2t} \left\{ -1 + (n+1) f^{-1} - \frac{n}{2} \left( \frac{n}{2} + 1 \right) f^{-2} \right\},
$$

$$
(\partial_t - \Delta) \left( f^{-n/2} e^{-f} \right) = \frac{n}{2t} \left\{ -1 + (n+1) f^{-1} - \frac{n}{2} \left( \frac{n}{2} + 1 \right) f^{-2} \right\} - \frac{|\nabla f|^2}{f} f^{-n/2} e^{-f}
$$

$$
= -\frac{n}{2t} \left\{ -1 + \frac{n}{2} \left( \frac{n}{2} + 1 \right) f^{-2} \right\} f^{-n/2} e^{-f}
$$

$$
\geq -\frac{C(n)}{t f} \{ 1 + C(n) \lambda^{-1} \} f^{-n/2} e^{-f},
$$

where $C(n)$ is a positive constant that may vary from line to line and where $\lambda \geq 1$. On the other hand,

$$
(\partial_t - \Delta) \left( e^{-B^f - 1} \right) = -\frac{Be^{B^f - 1}}{t f} \left( 1 + O(\lambda^{-1}) + B \cdot O(\lambda^{-3}) \right)
$$

if $\lambda^2 \geq B \geq 1$.

Consequently,

$$
(\partial_t - \Delta) \left( f^{-n/2} e^{-f - B^f - 1} \right) = (\partial_t - \Delta) \left( f^{-n/2} e^{-f} \right) e^{-B^f - 1} - 2 \nabla \left( f^{-n/2} e^{-f} \right) \cdot \nabla \left( e^{-B^f - 1} \right)
$$

$$
+ \left( f^{-n/2} e^{-f} \right) (\partial_t - \Delta) \left( e^{-B^f - 1} \right)
$$

$$
\geq \left( -\frac{C(n)}{t f} + \frac{B}{t f} \left( 1 + O(\lambda^{-1}) \right) \right) f^{-n/2} e^{-f - B^f - 1}
$$

$$
\geq \left( \frac{B}{2t f} \left( 1 + O(\lambda^{-1}) \right) \right) f^{-n/2} e^{-f - B^f - 1},
$$
if $\lambda^2 \geq B >> 1$.

In particular, this shows that the function $v_{A,B} := w - Af^{-n/2}e^{-f-Bf^{-1}}$ is a subsolution of the same differential inequality satisfied by $w$ for every positive constant $A$ if $\lambda^2 \geq B >> c_0$. For such parameters $\lambda$ and $B$, fix $A$ such that

$$v_{A,B} \leq \|w\|_{L^\infty(\mathbb{R}^n \times (0,T))} - A\lambda^{-n/2}e^{-\lambda-B\lambda^{-1}} \leq 0,$$

on

$$\{ (x,t) \in \mathbb{R}^n \times (0,T) \mid |x|^2 = \lambda \}. (10)$$

where $T$ is a fixed positive time.

Consider the following time-dependent weight function $h : \mathbb{R}^n \times [0,T) \rightarrow \mathbb{R}$ defined by:

$$h_{\beta,\gamma}(x,t) := \frac{\beta |x|^2}{4(t-T)} - \gamma f^{-1}, \ x \in \mathbb{R}^n, \ t \in (0,T), \ \beta \in (0,1), \ \gamma > 0.$$

We compute:

$$\partial_t h_{\beta,\gamma} = -\frac{\beta |x|^2}{4(t-T)^2} + \gamma f^{-2} \partial_t f$$

$$= -\frac{\beta |x|^2}{4(t-T)^2} - \gamma \frac{1 - (n/2)f^{-1}}{tf},$$

$$|\nabla h_{\beta,\gamma}|^2 = \left| \frac{\beta x}{2(t-T)} + \frac{\nabla f}{f} \right|^2$$

$$= \frac{\beta^2 |x|^2}{4(t-T)^2} + \frac{\gamma \beta}{(t-T)} \frac{x \cdot \nabla f}{f^2} + \frac{\gamma^2 |\nabla f|^2}{f^4},$$

$$\partial_t h_{\beta,\gamma} + |\nabla h_{\beta,\gamma}|^2 = \beta(\beta - 1) \frac{|x|^2}{4(t-T)^2}$$

$$- \frac{\gamma}{tf} \left( 1 - \frac{n}{2}f^{-1} - \gamma \frac{(f - (n/2))}{f^3} - \frac{\beta |x|^2}{2(t-T)f} \right). (16)$$

Now, observe that, if $(x,t) \in \Omega_{\lambda}$,

$$\beta(\beta - 1) \frac{|x|^2}{4(t-T)^2} \leq 0,$$

$$1 - \frac{n}{2}f^{-1} - \gamma \frac{(f - (n/2))}{f^3} - \frac{\beta |x|^2}{2(t-T)f} \geq 1 - \frac{n}{2}\lambda^{-1} - \gamma \lambda^{-2} \geq \frac{1}{4},$$

if we choose $\lambda$, $\beta$ and $\gamma$ as follows:

$$\lambda >> \lambda(n,c_0) > 0, \ \gamma << \lambda^2.$$

Therefore, with such choices of parameters, one has:

$$\partial_t h_{\beta,\gamma} + |\nabla h_{\beta,\gamma}|^2 \leq -\frac{\gamma}{|x|^2 + t}, \ \forall \gamma > 0.$$

From now on, we write $h$ for $h_{\beta,\gamma}$ and $v$ for $v_{A,B}$. 
Then, define $v_+ := \max\{v, 0\}$ which is Lipschitz and observe that for each positive time $t \in (0, T)$, $v_+(t) \in L^2(e^{\gamma(t)}dx)$ by the uniform boundedness of $w$. Therefore, by the co-area formula together with (10) and by integration by parts:

$$
\frac{1}{2} \partial_t \int_{|x|^2 > 4\lambda} v_+^2 e^h \, dx \leq \int_{|x|^2 > 4\lambda} v_+ \left( \Delta v + \frac{c_0}{|x|^2 + t} v + \frac{1}{2} \partial_t h v \right) e^h \, dx - 2\lambda \int_{|x|^2 = 4\lambda} v_+^2 e^h \, dx
$$

$$
\leq \int_{|x|^2 > 4\lambda} \left( -|\nabla v_+|^2 + \frac{1}{2} \partial_t h v_+^2 + v_+ |\nabla h| + \frac{c_0}{|x|^2 + t} v_+^2 \right) e^h \, dx
$$

$$
\leq \int_{|x|^2 > 4\lambda} \left( -\frac{1}{2} |\nabla v_+|^2 + \frac{1}{2} (\partial_t h + |\nabla h|^2) v_+^2 + \frac{c_0}{|x|^2 + t} v_+^2 \right) e^h \, dx
$$

$$
\leq \int_{|x|^2 > 4\lambda} \left( -\frac{1}{2} |\nabla v_+|^2 - \frac{\gamma}{|x|^2 + t} v_+^2 + \frac{c_0}{|x|^2 + t} v_+^2 \right) e^h \, dx
$$

$$
\leq 0,
$$

if $\gamma$ is chosen such that $\gamma \geq c_0$.

By assumption on $w$ together with the Dominated Convergence Theorem, one concludes that:

$$
\int_{|x|^2 > 4\lambda} v_+^2 e^h \, dx \leq \lim_{\lambda \to 0} \int_{|x|^2 > 4\lambda} v_+^2 e^h \, dx = 0,
$$

which implies the expected result.

As a first consequence of Theorem 2.3 one gets:

**Theorem 2.4.** Let $u_i : \mathbb{R}^n \to N \subset \mathbb{R}^m$, $i = 1, 2$ be two solutions to the harmonic map flow coming out of the 0-homogeneous map. Assume $u_1$ and $u_2$ are regular at infinity. Let $c_0$ be a positive constant such that:

$$
\sup_{\mathbb{R}^n \times [0, \infty)} (|x|^2 + t)|\nabla u_i|^2 \leq c_0, \quad i = 1, 2.
$$

Then,

$$
|u_1 - u_2|(x, t) \leq C \lambda e^{-\gamma(x, t)} e^{-C(x, t)}, \quad (x, t) \in \Omega_\lambda,
$$

for some positive $\gamma \geq \gamma(n, c_0) > 0$ and some positive constant $C = C(n, c_0)$.

**Remark 2.5.** Theorem 2.4 is stated for solutions that are regular at infinity but its proof only requires the first derivatives to decay as in Definition 2.1.

**Proof.** We first do it in the case $N$ is a Euclidean sphere $S^{m-1} \subset \mathbb{R}^m$. By a straightforward computation, one gets:

$$
\partial_t |u_1 - u_2|^2 = \Delta |u_1 - u_2|^2  - 2|\nabla (u_1 - u_2)|^2
$$

$$
+ 2|\nabla u_1|^2 < u_1, u_1 - u_2 > - 2|\nabla u_2|^2 < u_2, u_1 - u_2 >
$$

$$
= \Delta |u_1 - u_2|^2  - 2|\nabla (u_1 - u_2)|^2 + (|\nabla u_1|^2 + |\nabla u_2|^2)|u_1 - u_2|^2.
$$
In particular, if one denotes the norm of the difference $w := |u_1 - u_2|$, then $w$ satisfies the following differential inequality in a weak sense:

$$\partial_t w \leq \Delta w + \frac{C}{|x|^2 + t} w,$$

where we used the fact that $\nabla u_i$, $i = 1, 2$ decay like $(t + |x|^2)^{-1/2}$. The result follows by applying Theorem 2.3 to $w$. One could argue that Theorem 2.3 is only stated for smooth subsolutions but its proof can be adapted to a regularization of $w$ of the form $w^\varepsilon := (w^2 + \varepsilon^2)^{1/2}$ for $\varepsilon$ positive.

For a general target $N$ isometrically embedded in $\mathbb{R}^m$, we use the following remark due to [p.458, HM92]: denote the vector field $u_2 - u_1$ by $\xi$ and let $\xi^\top$ and $\xi^\perp$ be the orthogonal projections onto $T_{u_1}N$ and $(T_{u_1}N)^\perp$. Then, since $N$ is locally the graph of the second fundamental form $A$ over $T_{u_1}N$,

$$u_1 + \xi = u_1 + \xi^\top - \frac{1}{2} A(u_1)(\xi^\top, \xi^\top) + O(|\xi|^3).$$

In particular, this implies:

$$< u_1 - u_2, A(u_1)(\nabla u_1, \nabla u_1) > = - < \xi^\perp, A(u_1)(\nabla u_1, \nabla u_1) >$$

$$= \left( \frac{1}{2} A(u_1)(\xi^\top, \xi^\top) + O(|\xi|^3), A(u_1)(\nabla u_1, \nabla u_1) \right).$$

By assumption, the vector field $\xi$ is bounded which allows us to estimate the previous term as follows:

$$| < u_1 - u_2, A(u_1)(\nabla u_1, \nabla u_1) > | \leq C(N)|\nabla u_1|^2 |\xi|^2$$

$$\leq \frac{C(N, u_1)}{|x|^2 + t} |\xi|^2$$

$$= \frac{C(N, u_1)}{|x|^2 + t} |u_1 - u_2|^2.$$ 

Consequently, by applying the previous reasoning to $u_2$, one gets:

$$\partial_t |u_1 - u_2|^2 \leq \Delta |u_1 - u_2|^2 - 2|\nabla (u_1 - u_2)|^2 + \frac{C(N, u_1, u_2)}{|x|^2 + t} |u_1 - u_2|^2,$$

i.e. $w := |u_1 - u_2|$ is a weak subsolution of the form

$$\partial_t w \leq \Delta w + \frac{C}{|x|^2 + t} w,$$

where $C$ is a positive constant depending on the geometry of $N$ and the first derivatives of the maps $u_1$ and $u_2$. The result follows by applying Theorem 2.3 to $w$.  

Similarly, Theorem 2.3 can be applied to the vector field $\partial_t u + \frac{x}{2} \cdot \nabla u$ if $u$ is a solution of the harmonic map flow coming out of the same 0-homogeneous map: this vector field measures the deviation of $u$ from being an expanding solution.

**Theorem 2.6.** Let $u : \mathbb{R}^n \times (0, T) \to N \subset \mathbb{R}^m$ be a smooth solution of the harmonic map flow. Then the function $|t\partial_t u + \frac{x}{2} \cdot \nabla u|$ is a weak subsolution of the heat equation with potential $|\nabla u|^2$:

$$\left( \partial_t - \Delta \right) \left| t\partial_t u + \frac{x}{2} \cdot \nabla u \right| \leq C(N)|\nabla u|^2 \left| t\partial_t u + \frac{x}{2} \cdot \nabla u \right|.$$
In particular, let $u_i : \mathbb{R}^n \times (0, T) \to N \subset \mathbb{R}^m$, $i = 1, 2$ be two smooth solutions to the harmonic map flow coming out of the $0$-homogeneous map that are regular at infinity and such that $u_1$ is an expanding solution. Let $c_0$ be a positive constant such that:

$$\left| t \partial_t (u_2 - u_1) + \frac{x}{2} \cdot \nabla (u_2 - u_1) \right| + (|x|^2 + t)|\nabla u_i|^2 \leq c_0, \quad \text{on } \Omega_\lambda.$$ 

Then,

$$\left| t \partial_t (u_2 - u_1) + \frac{x}{2} \cdot \nabla (u_2 - u_1) \right| \leq C f^{-\frac{n}{2}} e^{-\frac{f}{2}}, \quad \text{on } \Omega_\lambda,$$

for some positive $\lambda \geq \lambda (n, c_0) > 0$ and some positive constant $C = C(n, c_0)$.

**Proof.** Let $u$ be as above and let us compute the evolution equation of $\partial_t u + \frac{x}{2t} \cdot \nabla u$ as follows:

$$(\partial_t - \Delta) (\partial_t u) = 2A(u)(\nabla u, \nabla (\partial_t u)) + D_u A(\partial_t u)(\nabla u, \nabla u),$$

$$(\partial_t - \Delta) \left( \frac{x}{2t} \cdot \nabla u \right) = -t^{-1} \left( \frac{x}{2t} \cdot \nabla u + \partial_t u \right) + \frac{A(u)(\nabla u, \nabla u)}{t} + \frac{x}{2t} \cdot \nabla (A(u)(\nabla u, \nabla u)),$$

$$(\partial_t - \Delta) \left( \partial_t u + \frac{x}{2t} \cdot \nabla u \right) = -t^{-1} \left( \partial_t u + \frac{x}{2t} \cdot \nabla u \right) + 2A(u)(\nabla u, \nabla (\partial_t u)) + D_u A(\partial_t u)(\nabla u, \nabla u) + \frac{A(u)(\nabla u, \nabla u)}{t} + \frac{x}{2t} \cdot \nabla (A(u)(\nabla u, \nabla u)).$$

Now, note that:

$$\frac{x}{2t} \cdot \nabla (A(u)(\nabla u, \nabla u)) = \frac{D_u A \left( \nabla \frac{x}{t} u \right)(\nabla u, \nabla u) + 2A(u) \left( \nabla \frac{x}{t} u, \nabla u \right)}{t}$$

$$= \frac{D_u A \left( \nabla \frac{x}{t} u \right)(\nabla u, \nabla u) + A(u) \left( \nabla \left( \nabla \frac{x}{t} u \right), \nabla u \right) - \frac{1}{t} \cdot A(u)(\nabla u, \nabla u)}{t}.$$ 

Therefore,

$$(\partial_t - \Delta) \left( \partial_t u + \frac{x}{2t} \cdot \nabla u \right) = -t^{-1} \left( \partial_t u + \frac{x}{2t} \cdot \nabla u \right) + D_u A \left( \partial_t u + \frac{x}{2t} \cdot \nabla u \right)(\nabla u, \nabla u) + 2A(u) \left( \nabla \left( \partial_t u + \frac{x}{2t} \cdot \nabla u \right), \nabla u \right).$$

Since,

$$A(u) \left( \nabla \left( \partial_t u + \frac{x}{2t} \cdot \nabla u \right), \nabla u \right) \perp \partial_t u + \frac{x}{2t} \cdot \nabla u,$$

one gets:

$$(\partial_t - \Delta) \left| t \partial_t u + \frac{x}{2} \cdot \nabla u \right|^2 \leq -2 \left| \nabla \left( t \partial_t u + \frac{x}{2} \cdot \nabla u \right) \right|^2 + C(N) |\nabla u|^2 \left| t \partial_t u + \frac{x}{2} \cdot \nabla u \right|^2.$$

Therefore, by the Kato inequality, one gets, in the weak sense:

$$(\partial_t - \Delta) \left| t \partial_t u + \frac{x}{2} \cdot \nabla u \right| \leq C(N) |\nabla u|^2 \left| t \partial_t u + \frac{x}{2} \cdot \nabla u \right|.$$ 

If $u_i$, $i = 1, 2$ are two solutions as in the statement of Proposition 2.6 then $w := t \partial_t (u_1 - u_2) + \frac{x}{2} \cdot \nabla (u_1 - u_2)$ is equal to $t \partial_t u_1 + \frac{x}{2} \cdot \nabla u_1$ since $u_2$ is an expander. Therefore, the result follows by applying Theorem 2.3.

As a corollary, gradient estimates for the vector field $\partial_t u + \frac{x}{2t} \cdot \nabla u$ follows:
**Corollary 2.7** (Shi’s estimates). If \( u_i : \mathbb{R}^n \times (0, T) \to N \subset \mathbb{R}^m \), \( i = 1, 2 \) are two solutions to the harmonic map flow smoothly coming out of the 0-homogeneous map such that \( u_1 \) is an expanding solution, then

\[
\sup_{\Omega_\lambda} \sqrt{t} \left| \nabla \left( \partial_t (u_2 - u_1) + \frac{x}{2t} \cdot \nabla (u_2 - u_1) \right) \right| \leq C \sup_{\Omega_\lambda} \left| \partial_t (u_2 - u_1) + \frac{x}{2t} \cdot \nabla (u_2 - u_1) \right|
\]

where \( C \) is a uniform positive constant and where \( \lambda \) is large enough. In particular, the gradient of the vector field \( \partial_t (u_2 - u_1) + \frac{x}{2t} \cdot \nabla (u_2 - u_1) \) decays exponentially in space.

**Remark 2.8.** Corollary 2.7 does not give a sharp decay in space for the gradient of the vector field \( \partial_t (u_2 - u_1) + \frac{x}{2t} \cdot \nabla (u_2 - u_1) \). Nonetheless, this will be sufficient for the sequel.

**Proof.** The proof is very similar to the proof of Proposition 2.9. Nonetheless, as we need Corollary 2.7 for the proof of Proposition 2.9, we give the main steps. Recall from the proof of Proposition 2.6 that the obstruction vector field \( \mathcal{V} := t \partial_t (u_2 - u_1) + \frac{x}{2t} \cdot \nabla (u_2 - u_1) \) satisfies the following equation:

\[
(\partial_t - \Delta) \mathcal{V} = 2A(u_2)(\nabla u_2, \nabla \mathcal{V}) + D_{u_2}A(\mathcal{V})(\nabla u_2, \nabla u_2),
\]

which implies by using Young’s inequality together with the fact that \( u_2 \) is regular at infinity:

\[
(\partial_t - \Delta)|\mathcal{V}|^2 \leq -|\nabla \mathcal{V}|^2 + O((tf)^{-1})|\mathcal{V}|^2.
\]

Therefore, the gradient \( \nabla \mathcal{V} \) satisfies schematically:

\[
(\partial_t - \Delta)\nabla \mathcal{V} = \mathcal{V} \ast \nabla u_2^3 + \nabla \mathcal{V} \ast \nabla u_2^2 + \nabla \mathcal{V} \ast \nabla u_2 + \nabla^2 \mathcal{V} \ast \nabla u_2 + \nabla \mathcal{V} \ast \nabla^2 u_2,
\]

where \( A \ast B \) denotes any linear combination of contractions of two tensors \( A \) and \( B \). In particular, by using Young’s inequality together with the fact that \( u_2 \) is regular at infinity:

\[
(\partial_t - \Delta)|\nabla \mathcal{V}|^2 \leq -|\nabla \mathcal{V}|^2 + O((tf)^{-1})|\nabla \mathcal{V}|^2 + O((tf)^{-2})|\mathcal{V}|^2.
\]

Now, consider the function \( |\nabla \mathcal{V}|^2(a + |\mathcal{V}|^2) \) where \( a \) is a non-negative constant, universally proportional to \( \sup_{\Omega_\lambda} |\mathcal{V}| \) where \( \lambda \) is such that Proposition 2.6 is applicable. Then, one computes:

\[
(\partial_t - \Delta) \left( |\nabla \mathcal{V}|^2(a + |\mathcal{V}|^2) \right) \leq -\frac{|\nabla \mathcal{V}|^4}{2} + C \frac{a^2}{(tf)^2},
\]

for some positive constant \( C \) not depending on \( \mathcal{V} \). By using a suitable cut-off function \( \psi \) in space-time coordinates, one gets the result by applying the maximum principle to \( \psi |\nabla \mathcal{V}|^2(a + |\mathcal{V}|^2) \) as in the proof of Proposition 2.9. \( \square \)

Now, if \( u_1 \) and \( u_2 \) are two solutions of the harmonic map flow coming out of the same 0-homogeneous initial condition, we want to show that not only the difference \( u_1 - u_2 \) is decaying really fast but also that \( f^{n/2e^f}(u_2 - u_1) \) converges radially and smoothly to a map defined on \( \mathbb{R}^{n-1} \subset \mathbb{R}^n \), as \( t \) goes to zero.

A first step towards this assertion is to prove that the vector field \( U := f^{n/2e^f}(u_1 - u_2) \) is regular at infinity in the following sense:

**Proposition 2.9.** (1) If \( u_1 \) and \( u_2 \) are expanding solutions that are regular at infinity, then for all \( k \geq 1 \), there exists a positive constant \( C_k \) such that:

\[
\sup_{\Omega_\lambda}(tf)^k \sup_{\Omega_\lambda} |\nabla^k U| \leq C_k \sup_{\Omega_\lambda} |U|.
\]
Remark 2.10. Proposition 2.9 is stated in terms of solutions that are regular at infinity. By inspecting the proof given below, it turns out that if \( u \) and \( (25) \):

\[
\text{the following computations that hold on } \Omega \lambda \text{ satisfied by } | \nabla u | \text{ and } (25) \text{.}
\]

Again, by using the proof of Proposition 2.4, this ends the proof of the evolution equation.

Proof. Define \( \Omega \lambda \):  

\[
(\partial_t + X \cdot \nabla) |U|^2 = \Delta |U|^2 - 2|\nabla U|^2 + O((tf)^{-1}) |U|^2, \tag{19}
\]

\[
X := \left(1 + \frac{n}{2} f^{-1}\right) \frac{x}{t}, \tag{20}
\]

\[
(\partial_t + X \cdot \nabla - \Delta) ((tf)|\nabla U|^2) \leq -(tf)|\nabla^2 U|^2 + O((tf)^{-1}) [ |U|^2 + (tf)|\nabla U|^2 ], \tag{21}
\]

on \( \Omega \lambda \).

Proof. Define \( u \) as \( u_1 - u_2 \). We recall from the proofs of Theorem 2.3 and Proposition 2.4 the following computations that hold on \( \Omega \lambda \): 

\[
\partial_t u = \Delta u + A(u_1)(\nabla u_1, \nabla u_1) - A(u_2)(\nabla u_2, \nabla u_2),
\]

\[
\partial_t F = \Delta F + O((tf)^{-1}) F, \quad F := f^{-n/2} e^{-f}.
\]

Therefore, on \( \Omega \lambda \):

\[
(\partial_t - \Delta) U = (\partial_t - \Delta)(F^{-1} u) \tag{22}
\]

\[
= (\partial_t - \Delta)(F^{-1} u) - 2\nabla F^{-1} \cdot \nabla u + F^{-1} (\partial_t - \Delta)(u) \tag{23}
\]

\[
= O((tf)^{-1}) U - 2\nabla \ln F^{-1} \cdot \nabla U \tag{24}
\]

\[
+ F^{-1} (A(u_1)(\nabla u_1, \nabla u_1) - A(u_2)(\nabla u_2, \nabla u_2)). \tag{25}
\]

Now, 

\[
\nabla \ln F = -\nabla f - \frac{n}{2} \nabla \ln f = -\frac{x}{2t} \left(1 + \frac{n}{2} f^{-1}\right) = -\frac{X}{2}.
\]

Again, by using the proof of Proposition 2.4, this ends the proof of the evolution equation satisfied by \( |U|^2 \) on \( \Omega \lambda \).

Let us investigate the evolution equation satisfied by \( (tf)|\nabla U|^2 \). By derivating \( (22), (24) \) and \( (25) \):

\[
(\partial_t + X \cdot \nabla) \nabla U = \Delta \nabla U - \nabla X \cdot \nabla U + O((tf)^{-1}) \nabla U + O((tf)^{-1}) U \tag{26}
\]

\[
+ \nabla \left( F^{-1} \{ A(u_1)(\nabla u_1, \nabla u_1) - A(u_2)(\nabla u_2, \nabla u_2) \}\right). \tag{27}
\]
Now,
\[ \nabla X \cdot \nabla U = \frac{1}{t} \nabla U + O((tf)^{-1}) \nabla U \]
\[ \nabla (tf)^{-1} = O\left((tf)^{-3/2}\right). \]  

(28)  

(29)

Then, we analyse the difference between the two second fundamental forms more precisely:
\[ F^{-1}(A(u_1)(\nabla u_1, \nabla u_1) - A(u_2)(\nabla u_2, \nabla u_2)) = F^{-1}(\nabla u_1^2 + \nabla u_2^2) * u \]
\[ + F^{-1} \nabla u * (\nabla u_1 + \nabla u_2) * (u_1 + u_2) = O((tf)^{-1})U + O((tf)^{-1/2})\nabla U \]
\[ + U * \nabla \ln F(u_1 + u_2) * (u_1 + u_2). \]

Therefore, by derivating the previous expression together with Young’s inequality:
\[ |\langle \nabla \left[F^{-1}(A(u_1)(\nabla u_1, \nabla u_1) - A(u_2)(\nabla u_2, \nabla u_2))\right], \nabla U \rangle| \leq \]
\[ O((tf)^{-1}) + |\nabla \ln F(u_1 + u_2)| |\nabla U|^2 + O((tf)^{-2}) |U|^2 + \frac{1}{2} |\nabla^2 U|^2 \]
\[ + O(|\nabla (\nabla \ln F(u_1 + u_2))| + |\nabla \ln F(u_1 + u_2)| |\nabla (u_1 + u_2)| |\nabla U||U|. \]

The lemma is proved provided we show that the radial derivatives decay appropriately:

**Claim 1.**
\[ \nabla \ln F(u_i) = O((tf)^{-1}), \quad i = 1, 2, \]
\[ \nabla (\nabla \ln F(u_i)) = O((tf)^{-3/2}), \quad i = 1, 2. \]

**Proof of Claim 1.**  As $u_1$ is an expanding solution:
\[ \nabla \nabla u_1 = -t \partial_t u_1 = -t(\Delta u_1 + A(u_1)(\nabla u_1, \nabla u_1)) = O(f^{-1}), \]

now, by Proposition [2.6]
\[ \nabla \nabla u_2 = -t \partial_t u_2 + O\left(f^{-\frac{9}{2}} e^{-f}\right) \]
\[ = -t \Delta u_2 - tA(u_2)(\nabla u_2, \nabla u_2) + O\left(f^{-\frac{9}{2}} e^{-f}\right) \]
\[ = O(f^{-1}). \]

This implies the first gradient estimate for $u_1$. By Corollary [2.7], the gradient of the vector field $\partial_t (u_2 - u_1) + \frac{\Delta}{2f} \cdot \nabla (u_2 - u_1)$ decays faster than any polynomial. As the solution $u_2$ is assumed to be regular at infinity,
\[ \nabla \left( \nabla \nabla u_2 \right) = -t \nabla (\partial_t u_2) + O\left(t^{-1/2} f^{-3/2}\right) \]
\[ = -t \nabla (\Delta u_2 + A(u_2)(\nabla u_2, \nabla u_2)) + O\left(t^{-1/2} f^{-3/2}\right) \]
\[ = O(t^{-1/2} f^{-3/2}). \]

This ends the proof of claim [1] \[ \Box \]
Finally, using \((26), (27)\) together with the estimates \((28)\) and \((29)\) and Claim \([1]\) we can sum up this discussion as follows:

\[
(\partial_t + X \cdot \nabla)|\nabla U|^2 \leq \Delta|\nabla U|^2 - \frac{3}{2}|\nabla^2 U|^2 - \frac{2}{t}|\nabla U|^2 + O\left((tf)^{-1}\right)|\nabla U|^2 + O\left((tf)^{-2}\right)|U|^2.
\]

Finally, recall that the space-time function \(tf(x,t) = |x|^2/4 + \frac{c}{2}t\) satisfies:

\[
(\partial_t + X \cdot \nabla - \Delta)(tf) = \frac{2}{t}(tf) + O(1),
\]

so that, by using Young’s inequality regarding the norm of the second derivatives of \(U\):

\[
(\partial_t + X \cdot \nabla - \Delta)(|U|^2) \leq -(tf)|\nabla^2 U|^2 + O\left((tf)^{-1}\right)(tf)|\nabla U|^2 + O\left((tf)^{-1}\right)|U|^2.
\]

This finishes the proof of Lemma 2.11.

**Proof of Proposition 2.9.** In order to prove the case \(k = 1\) (which is the most important one for the sequel), one proceeds analogously to a method initiated by Shi \([\text{Shi89}]\) which consists in considering the space-time function \((|U|^2 + a)(tf)|\nabla U|^2\) where \(a\) is a positive constant to be determined later. Schematically, we define \(U_1 := |U|^2\) and \(U_2 := (tf)|\nabla U|^2\) and we use \([19]\) and \([21]\) to get:

\[
(\partial_t + X \cdot \nabla - \Delta)((U_1 + a)U_2) \leq -2(tf)^{-1}U_2^2 + O((tf)^{-1})U_1U_2 - (tf)(U_1 + a)|\nabla^2 U|^2 + O((tf)^{-1})(U_1 + U_2)(U_1 + a) - 2\nabla U_1 \cdot \nabla U_2.
\]

Now, by Young’s inequality,

\[
2|\nabla U_1 \cdot \nabla U_2| \leq 8(tf)|U||\nabla U|^2|\nabla^2 U| + 2|\nabla (tf)||U||\nabla U|^3 \leq (tf)^{-1}U_2^2 + O(tf)U_1|\nabla^2 U|^2 + O((tf)^{-1})U_1U_2.
\]

Therefore, by choosing a proportional to \(\sup_{t \lambda}|U|^2\) carefully,

\[
(\partial_t + X \cdot \nabla - \Delta)((U_1 + a)U_2) \leq -(tf)^{-1}U_2^2 + O((tf)^{-1})(a^2 + U_2(U_1 + a)) \leq -(tf)^{-1}\left[\frac{(U_2(U_1 + a))^2}{a^2} - a^2\right].
\]

By mimicking the case where the solutions \(u_i, i = 1, 2\) are expanders, we consider the following rescaling \(\tilde{U}_i(t) := U(\sqrt{t}x, t)\) which implies:

\[
(t\partial_t + X \cdot \nabla - \Delta)((\tilde{U}_1 + a)\tilde{U}_2) \leq -C\tilde{f}^{-1}\left[\frac{((\tilde{U}_2(\tilde{U}_1 + a))^2}{a^2} - a^2\right],
\]

where \(C\) is a positive constant and where the quantities \(U_1\) and \(U_2\) denoted with a bar have been composed with \((\sqrt{t}x, t)\) and where,

\[
\tilde{f}_t(x) := \frac{|x|^2}{4} + \frac{n}{2}, \quad \nabla \tilde{f}_t(x) = (1 + O(\tilde{f}^{-1}))\frac{x}{2}.
\]

Now, choose a radial cut-off function \(\phi_R\) defined on \(M\) such that:

\[
supp(\phi_R) \subset \{4\lambda \leq |x|^2 \leq R^2\}, \quad \phi_R \equiv 1 \quad \text{in} \quad \{8\lambda \leq |x|^2 \leq (R/2)^2\}, \quad \phi_R \equiv 0 \quad \text{in} \quad \{|x|^2 \leq 4\lambda\} \cup \{|x|^2 \geq R^2\}, \quad -\frac{c}{R} \leq \partial_r \phi_R \leq 0, \quad \frac{(\partial_r \phi_R)^2}{\phi_R} \leq \frac{c}{R^2}, \quad \nabla^2 \phi_R(\partial_r, \partial_r) \geq -\frac{c}{R^2}, \quad \text{on} \quad \{(R/2)^2 \leq |x|^2 \leq R^2\}.
\]
In particular:

\[(t\partial_t + X \cdot \nabla - \Delta) \phi_R + \frac{|\nabla \phi_R|^2}{\phi_R} \leq C,\]

for some positive universal constant \(C\). Note the crucial sign here in front of the vector field \(X\). Therefore, one gets:

\[\phi_R (t\partial_t + X \cdot \nabla - \Delta) ((U_1 + a)U_2 \phi_R) \leq -CF^{-1} \left[ \frac{(U_2(\bar{U}_1 + a)\phi_R)^2}{a^2} - a^2 \right] - 2\phi_R \nabla(U_2(\bar{U}_1 + a)) \cdot \nabla \phi_R.\]

If \((U_2(\bar{U}_1 + a)\phi_R\) attains its (positive) maximum on \(M \times (0,T]\) at a point \((x_0,t_0)\) then the following relations hold at this point:

\[\nabla(U_2(\bar{U}_1 + a)) \cdot \nabla \phi_R = 0,\]

\[\sup_{M \times (0,T]} U_2(\bar{U}_1 + a)\phi_R \leq a^2,\]

which is equivalent to:

\[\sup_{\Omega \times \lambda} (t + |x|^2)|\nabla U|^2 \leq C \sup_{\Omega \times \lambda} |U|^2.\]

If \(u_1\) and \(u_2\) are expanding solutions, this proves Proposition 2.9, since the function \(U_2(\bar{U}_1 + a)\) is constant in time.

If \(u_1\) or \(u_2\) is an arbitrary solution then one multiplies \(U_2(\bar{U}_1 + a)\) by a cut-off function in time which leads to the expected estimate: in this case, the derivative of \(U\) does not decay slower than \(U\) but is not expected to decay faster as in the case of expanders.

\[\square\]

3. Definition of a relative entropy

We are now in a position to state and prove the main theorem of this section:

**Theorem 3.1.** Let \(n \geq 3\). Let \(u : \mathbb{R}^n \rightarrow N \subset \mathbb{R}^m\) be a smooth solution to the harmonic map flow coming out of a smooth 0-homogeneous map \(u_0\). Let \(u_b\) be a background smooth expander smoothly coming out of \(u_0\). Then the entropy \(E(u,u_b)\) relative to \(u_b\) introduced in (8) is well-defined and is non-increasing. More precisely:

\[\frac{d}{dt} E(u,u_b)(t) = -2 \int_{\mathbb{R}^n} \left| \partial_t u + \frac{x}{2t} \cdot \nabla u \right|^2 \frac{e^{\frac{|x|^2}{4t}}}{(4\pi t)^{n/2}} dx, \quad t > 0.\]

(30)
Moreover, the relative entropy $\mathcal{E}(u, u_b)(t)$ is bounded from above and from below for all time:

$$-\infty < \lim_{t \to +\infty} \mathcal{E}(u, u_b)(t) \leq \lim_{t \to 0} \mathcal{E}(u, u_b)(t) < +\infty.$$ 

Proof. We start by proving that the right-hand side of (8) is well-defined. By rescaling arguments, it suffices to prove it at time $t = 1$. To do so, define the backward heat kernel evaluated at time $t = 1$ by:

$$G(x) := \frac{e^{-|x|^2}}{(4\pi)^{n/2}},$$

where $x \in \mathbb{R}^n$, and observe that for every positive radius $R$:

$$\int_{B(0,R)} (|\nabla u|^2 - |\nabla u_b|^2) Gdx = \int_{B(0,R)} \left< u - u_b, - \left( \Delta + \frac{x}{2} \cdot \nabla \right) (u + u_b) \right> Gdx$$

$$+ \int_{S(0,R)} \left< u - u_b, \nabla_n (u + u_b) \right> Gd\sigma_{S(0,R)}$$

$$= \int_{B(0,R)} \left< u - u_b, A(u)(\nabla u, \nabla u) + A(u_b)(\nabla u_b, \nabla u_b) \right> Gdx$$

$$- \int_{B(0,R)} \left< u - u_b, \partial_t u + \frac{x}{2} \cdot \nabla u \right> Gdx$$

$$+ \int_{S(0,R)} \left< u - u_b, \nabla_n (u + u_b) \right> Gd\sigma_{S(0,R)}.$$

Now, by Propositions 2.4 and 2.6 together with the fact that $u$ and $u_b$ are regular at infinity,

$$\langle u - u_b, A(u)(\nabla u, \nabla u) + A(u_b)(\nabla u_b, \nabla u_b) \rangle G = O(f^{-n/2-1}),$$

$$\left< u - u_b, \partial_t u + \frac{x}{2} \cdot \nabla u \right> G = O(f^{-n}e^{-f}),$$

$$< u - u_b, \nabla_n (u + u_b) > G = O(f^{-n/2-1/2}).$$

(Here, we do not use the sharp decay of the radial derivatives of $u$ and $u_b$.)

Therefore, it implies that the limit

$$\lim_{R \to +\infty} \int_{B(0,R)} (|\nabla u|^2 - |\nabla u_b|^2) Gdx,$$

is well-defined.

Now, we prove the monotonicity result. Firstly, note that the right-hand side of (30) is well-defined by Proposition 2.6.

In order to prove (30), we proceed as in [Str88] by introducing the rescaled map $u_t(\cdot) := u(\sqrt{t}, t)$ if $u$ is a solution to the harmonic map flow. By the co-area formula,

$$\left. \frac{d}{dt} \right|_{t=1} \int_{B(0,R)} t|\nabla u|^2(x,t) \frac{e^{\frac{|x|^2}{4|t|}}}{{(4\pi t)^{n/2}}} dx = \left. \frac{d}{dt} \right|_{t=1} \int_{B(0,R/\sqrt{t})} |\nabla u_t|^2(x) \frac{e^{\frac{|x|^2}{4t}}}{{(4\pi)^{n/2}}} dx$$

$$= 2 \int_{B(0,R)} \left< \nabla u, \partial_t u + \frac{x}{2} \cdot \nabla u \right> Gdx$$

$$- \frac{R}{2} \int_{S(0,R)} |\nabla u|^2 Gdx.$$
Now, let us handle the first term of the right-hand side of the previous equality. By integrating by parts once:

\[
\int_{B(0,R)} \left< \nabla u, \nabla \left( \partial_t u + \frac{x}{2} \cdot \nabla u \right) \right> G dx = - \int_{B(0,R)} \left< \Delta u + \frac{x}{2} \cdot \nabla u, \partial_t u + \frac{x}{2} \cdot \nabla u \right> G dx \\
+ \int_{S(0,R)} \left< \nabla \partial_t u, \partial_t u + \frac{x}{2} \cdot \nabla u \right> G d\sigma_{S(0,R)},
\]

where we used Proposition 2.6 to estimate the boundary term and the fact that \( \nabla u \) is a solution to the harmonic map flow, \( \partial_t u - \Delta u \perp \partial_t u + \frac{x}{2} \cdot \nabla u \), so:

\[
\int_{B(0,R)} \left< \nabla u, \nabla \left( \partial_t u + \frac{x}{2} \cdot \nabla u \right) \right> G dx = - \int_{B(0,R)} \left| \partial_t u + \frac{x}{2} \cdot \nabla u \right|^2 G dx \\
+ \int_{S(0,R)} \left| \nabla \partial_t u + \frac{x}{2} \cdot \nabla u \right|^2 G d\sigma_{S(0,R)} = - \int_{B(0,R)} \left| \partial_t u + \frac{x}{2} \cdot \nabla u \right|^2 G dx + O \left( R^{-2} \right),
\]

This implies when one applies the previous calculation to the background expander \( u_b \):

\[
\frac{d}{dt} \int_{B(0,R)} t |\nabla u|^2(x, t) \frac{e^{\frac{|x|^2}{4t}}}{(4\pi t)^{n/2}} dx = -2 \int_{B(0,R)} \left| \partial_t u + \frac{x}{2} \cdot \nabla u \right|^2 G dx \\
- \frac{R}{2} \int_{S(0,R)} |\nabla u|^2 G d\sigma_{S(0,R)} + O \left( R^{-2} \right).
\]

What remains to be done is the analysis of the boundary integral of the previous estimate: observe that

\[
\int_{S(0,R)} (|\nabla u|^2 - |\nabla u_b|^2) G d\sigma_{S(0,R)} = \int_{S(0,R)} \nabla (u - u_b), \nabla (u + u_b) > G d\sigma_{S(0,R)} \\
= \int_{S(0,R)} \left< \nabla ((u - u_b)G), \nabla (u + u_b) \right> d\sigma_{S(0,R)} \\
- \int_{S(0,R)} \left< u - u_b, \nabla \frac{x}{2} (u + u_b) \right> G d\sigma_{S(0,R)} \\
= \int_{S(0,R)} \left< \nabla ((u - u_b)G), \nabla (u + u_b) \right> d\sigma_{S(0,R)} \\
+ \int_{S(0,R)} \left< O(\cdot^{-n/2}), \nabla \frac{x}{2} (u + u_b) \right> d\sigma_{S(0,R)}.
\]
Now, since $\nabla^2_x (u + u_b) = O(f^{-1})$,

$$\int_{S(0,R)} \left\langle O(f^{-n/2}), \nabla^2_x (u + u_b) \right\rangle d\sigma_{S(0,R)} = O(R^{-3}),$$

and we are left with the understanding of the term $\nabla ((u - u_b) G)$. Thanks to Proposition 2.9 and with the same notations,

$$\nabla ((u - u_b) G) = \nabla (f^{-n/2} U) = f^{-n/2} \nabla U + O(f^{-(n+1)/2}) = O(f^{-n/2}).$$

Consequently,

$$\int_{S(0,R)} \left\langle \nabla ((u - u_b) G), \nabla (u + u_b) \right\rangle d\sigma_{S(0,R)} = O(R^{-2}).$$

Note the crucial decay given by Proposition 2.9, a rough decay of the form $G \nabla (u - u_b) = O(f^{(1-n)/2})$ would not have been sufficient to conclude the monotonicity formula.

Finally,

$$\frac{d}{dt} \left| \int_{B(0,R)} t(|\nabla u|^2 - |\nabla u_b|^2)(x, t) \frac{e^{x^2}}{(4\pi)^n/2} dx \right| = -2 \int_{B(0,R)} \left| \partial_t u + \frac{x}{2} \cdot \nabla u \right|^2 G dx + O(R^{-1}).$$

By integrating first in time and by reasoning as we did previously to ensure the finiteness of the relative entropy, one obtains by letting $R$ go to $+\infty$ the desired result.

We still need to prove that the limits of $\mathcal{E}(u, u_b)(t)$ as $t$ goes to 0 or to $+\infty$ are finite. To do so, we cut the integral into two parts as follows:

$$\mathcal{E}(u, u_b)(t) = \int_{B(0, \sqrt{t})} t(|\nabla u|^2 - |\nabla u_b|^2) G_t dx + \int_{|x| > \sqrt{t}} t(|\nabla u|^2 - |\nabla u_b|^2) G_t dx,$$

where

$$G_t(x) := \frac{e^{x^2}}{(4\pi)^n/2}.$$  

Now, on $B(0, \sqrt{t})$, one has:

$$|\nabla u|^2 + |\nabla u_b|^2 \leq \frac{C}{|x|^2 + t}, \quad G_t(x) \leq \frac{e^4}{(4\pi)^n/2}.$$

This implies:

$$\left| \int_{B(0, \sqrt{t})} t(|\nabla u|^2 - |\nabla u_b|^2) G_t dx \right| \leq \frac{C}{t^{n/2}} \text{Vol } B(0, \sqrt{t}) \leq C,$$

where $C$ is a positive constant independent of time that may vary from line to line.
On the region $\mathbb{R}^n \setminus B(0, \sqrt{t})$, by integrating by parts,
\[
\int_{|x|>\sqrt{t}} t(|\nabla u|^2 - |\nabla u_b|^2) G_t dx = \int_{|x|>\sqrt{t}} t \left< u - u_b, A(u)(\nabla u, \nabla u) + A(u_b)(\nabla u_b, \nabla u_b) \right> G_t dx \\
- \int_{|x|>\sqrt{t}} t \left< u - u_b, \partial_t u + \frac{x}{2t} \cdot \nabla u \right> G_t dx \\
- \int_{S(0, \sqrt{t})} t < u - u_b, \nabla_n (u + u_b) > G_t d\sigma_{S(0, \sqrt{t})}
\]
\[
= I(t) + II(t) + III(t).
\]

We only prove the boundedness in time of $I$, the terms $II$ and $III$ can be handled similarly. By Proposition 2.4,
\[
|I(t)| \leq C t \int_{|x|>\sqrt{t}} (tf)^{-n/2} \cdot (tf)^{-1} dx
\]
\[
\leq C \int_{|y|>1} \frac{dy}{(|y|^2 + 1)^{\frac{n}{2} + 1}}.
\]

Recall that if $u : \mathbb{R}^n \times \mathbb{R}_+ \rightarrow N$ is a smooth solution of the harmonic map flow coming out of a smooth 0-homogeneous map $u_0 : \mathbb{R}^n \setminus \{0\} \rightarrow N$ then the family of rescaled maps $(u_\lambda)_{\lambda>0}$ is defined by (2).

**Theorem 3.2.** (Ilmanen’s conjecture on expanders: the smooth case)

Let $n \geq 3$. Let $u : \mathbb{R}^n \times \mathbb{R}_+ \rightarrow N$ be a smooth solution of the harmonic map flow coming out of a smooth 0-homogeneous map $u_0 : \mathbb{R}^n \setminus \{0\} \rightarrow N$. Assume $u$ is regular at infinity. Then the family of rescaled maps $(u_\lambda)_{\lambda>0}$ is a compact set in the smooth topology of solutions of the harmonic map flow coming out of the same initial condition $u_0$. In particular, as $\lambda$ goes to 0 or $+\infty$, there is a subsequence $(u_{\lambda_i})_i$ converging to a smooth expanding solution coming out of $u_0$ that is regular at infinity.

**Proof.** By the definition of the rescaled maps $u_\lambda$ together with the fact that $u$ is regular at infinity, the following inequality holds for every integer $k \geq 0$ and $l \geq 0$:
\[
|\nabla^k \partial_t^l (u_\lambda)|(x, t) \leq \frac{C_{k,l}}{(|x|^2 + t)^{\frac{n}{2} + 1}}, \quad \forall (x, t) \in \mathbb{R}^n \times \mathbb{R}_+,
\]
for some uniform positive constant $C_{k,l}$. By Arzela-Ascoli’s Theorem, the family of maps $(u_\lambda)_{\lambda>0}$ is compact in the smooth topology. Now, observe that:
\[
\mathcal{E}(u_\lambda, (u_b)_\lambda)(t) = \mathcal{E}(u_\lambda, u_b)(t) = \mathcal{E}(u, u_b)(\lambda^2 t), \quad t > 0, \quad \lambda > 0.
\]

Therefore, by Theorem 3.1, as $\lambda$ goes to $+\infty$ (or 0), $\mathcal{E}(u_\lambda, (u_b)_\lambda)(t)$ converges to a finite value independent of time. Finally, $(u_\lambda)_{\lambda>0}$ subconverges to a smooth solution of the harmonic map flow $u_\infty$ that is regular at infinity.

We claim that $u_\infty$ is necessarily an expanding solution that comes out of $u_0$.

Indeed, if $s < t$, and for any $\lambda > 0$:
\[
\mathcal{E}(u_\lambda, u_b)(t) - \mathcal{E}(u_\lambda, u_b)(s) = -2 \int_{[s, t] \times \mathbb{R}^n} \tau \left| \partial_\tau u_\lambda + \frac{x}{2\tau} \cdot \nabla u_\lambda \right|^2 G_\tau dx d\tau.
\]
By the previous observations, we are done if one can invert the limits in the previous integral by using Lebesgue’s Theorem. Since
\[
|t\partial_t(u_\lambda - u_\mu) + \frac{x}{2} \cdot \nabla (u_\lambda - u_\mu)| + (|x|^2 + t)|\nabla u_\lambda|^2 \leq c_0, \quad \text{on } \mathbb{R}^n \times \mathbb{R}_+,
\]
for a positive constant \(c_0\) independent of \(\lambda\), one can apply Proposition 2.6 to get:
\[
|t\partial_t u_\lambda + \frac{x}{2} \cdot \nabla u_\lambda| \leq C f^{-\frac{q}{2}} e^{-f}, \quad \text{on } \{x \in \mathbb{R}^n | |x|^2 > 4\mu t\},
\]
for some large \(\mu \geq \mu(n,c_0) > 0\) and for some positive constant \(C\) independent of \(\lambda\).

Finally, since the maps \(u_\lambda, \lambda > 0\), are uniformly regular at infinity, the harmonic map flow equation shows that there exists a uniform positive constant \(C\) such that: \(|u_\lambda(x,t) - u_0(x/|x|)| \leq C/(|x|^2 + t)\) holds for \((x,t) \in \mathbb{R}^n \times \mathbb{R}_+\) and \(\lambda > 0\). This shows immediately that \(u_\infty\) is coming out of \(u_0\) when one lets \(\lambda\) go to \(+\infty\) (or \(0\)). This finishes the proof of Theorem 3.2.

4. Pohozaev identity for expanders of the harmonic map flow

In this section, we derive Pohozaev identities for solutions of the harmonic map flow. The main result when applied to expanding solutions is a static monotonicity formula in the spirit of the well-known monotonicity formula established by Struwe for solutions of the Harmonic map flow [Str88].

Define formally the pointwise energy of a map \(u : \mathbb{R}^n \times (0,T) \to N \subset \mathbb{R}^m\) by
\[
e(u) := \frac{|
abla u|^2}{2}, \quad \text{on } \mathbb{R}^n \times (0,T).
\]
The following proposition is a straightforward adaptation of [Proposition 3.16, DL18]:

**Proposition 4.1** (Pohozaev formula). Let \(u : \mathbb{R}^n \times (0,T) \to N \subset \mathbb{R}^m\) be a (smooth) solution to the harmonic map flow. Then, for any \(C^1\) vector field \(\zeta : \mathbb{R}^n \times (0,T) \to \mathbb{R}^m\) compactly supported in space,
\[
< \partial_t u, \nabla \zeta \cdot u >_{L^2(\mathbb{R}^n \times [t_1,t_2])} = < e(u), \text{div } \zeta >_{L^2(\mathbb{R}^n \times [t_1,t_2])} - \frac{1}{2} < L_\zeta(\text{eucl}), \nabla u \otimes \nabla u >_{L^2(\mathbb{R}^n \times [t_1,t_2])},
\]
where \(L_\zeta(\text{eucl})\) denotes the Lie derivative of the Euclidean metric along the vector field \(\zeta\).

And, for any \(C^1\) function \(\theta : \mathbb{R}^n \times (0,T) \to \mathbb{R}\) compactly supported in space, and \(0 < t_1 < t_2 < T\),
\[
\int_{L^2(\mathbb{R}^n \times [t_1,t_2])} |\partial_t u|\theta dx dt + \left[ \int_{\mathbb{R}^n} e(u)\theta dx \right]_{t_1}^{t_2} = \int_{\mathbb{R}^n \times [t_1,t_2]} e(u)\partial_t \theta - < \nabla \theta u, \partial_t u > dx dt.
\]

By adapting the proof of Proposition 4.1 one gets the following static Pohozaev identity for expanding solutions:

**Corollary 4.2** (Pohozaev identity for expanders). Let \(u : \mathbb{R}^n \to N \subset \mathbb{R}^m\) be a smooth expanding solution to the harmonic map flow. Then, for any radius \(R > 0\),
\[
R^{-1} \int_{S(0,R)} \nabla r \partial_r u|^2 d\sigma_f + \int_{B(0,R)} \left( \frac{r^2}{2} + n - 2 \right) |\nabla u|^2 d\mu_f = R^{-1} \int_{S(0,R)} \nabla^{\text{sph}} u_{sph}^2 d\sigma_f,
\]
where \( f(x) := |x|^2/4, \) \( d\mu_f := e^f \, dx \) and where \( d\sigma_f := e^f \, d\sigma_{\partial B(0, R)} \) denotes the induced measure on \( \partial B(0, R) \). In other words:

\[
\partial_R \left( R^{2-n} \int_{B(0, R)} |\nabla u|^2 d\mu_f \right) = R^{1-n} \int_{B(0, R)} \frac{r^2}{2} |\nabla u|^2 d\mu_f + 2R^{-n} \int_{S(0, R)} |\nabla_{\partial_r} u|^2 d\sigma_f.
\]

In particular, the frequency function \( r \in \mathbb{R}_+ \to r^2 \int_{B(0, r)} |\nabla u|^2 d\mu_f \) is increasing unless \( u \) is a constant map.

**Proof.** The proof is along the same lines as the one of Proposition 4.1. Indeed, multiply the static equation satisfied by \( u \) by \( \nabla_{\partial_r/2} \triangleq \nabla_{\nabla f} u \) and integrate over \( B(0, R) \) with respect to the measure \( e^f \, dx \) as follows:

\[
\int_{B(0, R)} <\Delta_j u, \nabla\nabla_f u> \, d\mu_f = \int_{B(0, R)} < -A(u)(\nabla u, \nabla u), \nabla\nabla_f u > \, d\mu_f = 0
\]

since \( A(u)(\nabla u, \nabla u) \perp T_u N \) and \( \nabla\nabla_f u \in T_u N \). By integrating by parts, one gets:

\[
\int_{B(0, R)} <\Delta_j u, \nabla\nabla_f u> \, d\mu_f = -\int_{B(0, R)} <\nabla u, (\nabla\nabla_f u)> \, d\mu_f + \int_{S(0, R)} <\nabla_{\partial_r} u, \nabla\nabla_f u > \, d\sigma_f
\]

\[
= -\int_{B(0, R)} \nabla^2 f(\nabla u, \nabla u) + \nabla\nabla_f |\nabla u|^2 \frac{2}{2} \, d\mu_f + R \int_{S(0, R)} |\nabla_{\partial_r} u|^2 \, d\sigma_f
\]

\[
= -\int_{B(0, R)} \frac{|\nabla u|^2}{2} \, d\mu_f + \int_{B(0, R)} \Delta_j f \frac{|\nabla u|^2}{2} \, d\mu_f + R \int_{S(0, R)} |\nabla_{\partial_r} u|^2 \, d\sigma_f - \frac{R}{4} \int_{S(0, R)} |\nabla u|^2 \, d\sigma_f,
\]

The result follows by noting that \( \Delta_j f = n/2 + r^2/4 \) and \( \text{Vol}_{n-1} S(0, R) = n \cdot R^{-1} \text{Vol} B(0, R) \). \( \square \)

As a first corollary, we get the following rigidity statement about constant maps, interpreted here as expanders of the harmonic map flow:

**Corollary 4.3.** Let \( u : \mathbb{R}^n \to N \) be a smooth expanding solution coming out of the constant map \( P_0 \in N \) which is regular at infinity. Then \( u \equiv P_0 \).

**Proof.** By Corollary 4.2

\[
\int_{B(0, R)} \frac{1}{2} |\nabla^{\text{sph}} u|^{2}_{\text{sph}} d\mu_f = \int_{B(0, R)} \frac{r^2}{2} |\nabla u|^2 \, d\mu_f \leq R^{-1} \int_{\partial B(0, R)} |\nabla^{\text{sph}} u|^{2}_{\text{sph}} d\sigma_f,
\]

for every positive radii \( R \). Define

\[
y(R) := \int_{B(0, R)} |\nabla^{\text{sph}} u|^{2}_{\text{sph}} d\mu_f, \quad R > 0.
\]
Then, the previous inequality can be interpreted as follows:

\[ y'(R) \geq \frac{R}{2} y(R), \quad R > 0. \]

By Gronwall’s inequality, \( e^{-R^2/4} y(R_2) \geq e^{-R^2/4} y(R_1) \) for any \( R_2 > R_1 > 0 \). If one can prove that \( \lim_{R \to + \infty} e^{-R^2/4} y(R) = 0 \) then the previous inequality shows that \( \nabla^{sp} u = 0 \) and by applying Pohozaev identity again, one gets that \( u \equiv P_0 \).

Therefore, it suffices to prove that \( \lim_{R \to + \infty} e^{-R^2/4} y(R) = 0 \). Now, observe that:

\[
y(R) = \int_{B(0,R)} r^2 |\nabla u|^2 d\mu_f \leq R^2 \int_{B(0,R)} (|\nabla u|^2 - |\nabla P_0|^2) d\mu_f,
\]

for every positive radius \( R > 0 \). By Theorem 3.1 \( \lim_{R \to + \infty} \int_{B(0,R)} (|\nabla u|^2 - |\nabla P_0|^2) d\mu_f \) is finite so: \( y(R) = O(R^2) \). This leads to the result.

\[ \square \]

5. Moduli space of smooth expanding solutions of the harmonic map flow

5.1. First and second variation of the relative entropy.

5.1.1. Function spaces. Let \( n \geq 3 \) and let \((N, g)\) be a closed Riemannian manifold isometrically embedded in \( \mathbb{R}^m \). We define below the main function spaces we will use:

1. (Energy space) Define the spaces \( H^1_f(\mathbb{R}^n, \mathbb{R}^m) \) and \( H^1_f(\mathbb{R}^n, N) \) to be the following sets:

\[
H^1_f(\mathbb{R}^n, \mathbb{R}^m) := \left\{ k \in H^1_{loc}(\mathbb{R}^n, \mathbb{R}^m) \mid k \in L^2(\mathbb{R}^n), \quad \nabla k \in L^2(\mathbb{R}^n) \right\},
\]

\[
H^1_f(\mathbb{R}^n, N) := \left\{ k \in H^1_f(\mathbb{R}^n, \mathbb{R}^m) \mid k(x) \in N, \quad \text{for a.e. } x \in \mathbb{R}^n \right\},
\]

endowed with the same following norm:

\[
\|k\|_{H^1_f} := \|k\|_{L^2(dx)} + \|\nabla k\|_{L^2(dx)}.
\]

The space \( \left( H^1_f(\mathbb{R}^n, \mathbb{R}^m), \| \cdot \|_{H^1_f} \right) \) is a Hilbert space.

2. (Schauder spaces) For a nonnegative integer \( k \in \mathbb{N} \) and some real number \( \alpha \in [0,1) \), we define the following spaces:

\[
C^{k,\alpha}(\mathbb{R}^n, \mathbb{R}^m) := \left\{ u \in C^{k,\alpha}_{loc}(\mathbb{R}^n, \mathbb{R}^m) \mid f^{i/2} \nabla^i u \in C^{0,\alpha}(\mathbb{R}^n, \mathbb{R}^m), \quad i = 0, \ldots, k \right\},
\]

\[
C^{k,\alpha}(\mathbb{R}^n, N) := \left\{ u \in C^{k,\alpha}(\mathbb{R}^n, \mathbb{R}^m) \mid u(x) \in N \text{ for } x \in \mathbb{R}^n \right\},
\]

endowed with the norm \( \|u\|_{C^{k,\alpha}} := \sum_{i=0}^k \|f^{i/2} \nabla^i u\|_{C^{0,\alpha}} \).

These spaces reflect the conical structure of the Euclidean space apart form the \( k + \alpha \) semi-norm. They will be useful to study the Fredholm properties of the Jacobi operator.

We introduce the corresponding Hölder spaces that are conical up to the \( \alpha \) semi-norm. We first define the following \( \alpha \) semi-norm for a tensor map:

\[
[u]_{k+\alpha, \mathbb{R}^n} := \sup_{x \in \mathbb{R}^n} \sup_{y,z \in B(x, \min \{1, |x|/2 \})} \min \{f(y), f(z)\} \frac{|\nabla^k u(y) - \nabla^k u(z)|}{|y - z|^{\alpha}}.
\]
Of course, \([u]_{k+\alpha, \mathbb{R}^n}\) controls the usual \(\alpha\) semi-norm on \(\mathbb{R}^n\) but the converse is not true.

\[
C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, \mathbb{R}^m]) := \{ u \in C^k(\mathbb{R}^n, \mathbb{R}^m) \mid [u]_{k+\alpha, \mathbb{R}^n} < +\infty \},
\]

\[
C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, N]) := \{ u \in C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, \mathbb{R}^m]) \mid u(x) \in N \text{ for } x \in \mathbb{R}^n \},
\]

endowed with the norm \(\|u\|_{{\text{con}}} := \|u\|_{C^k} + [u]_{k+\alpha, \mathbb{R}^n}\).

Actually, we will focus on the subspace of maps in \(C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, N])\) that admits a radial limit at infinity with the same regularity, i.e. such that if \(u \in C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, N])\),

\[
\lim_{r \to +\infty} u(r, \omega) = u_0(\omega), \quad \omega \in S^{n-1},
\]

exists in the \(C^{k,\alpha'}([S^{n-1}, N])\) topology, for some (hence for all) \(\alpha' \in (0, \alpha)\) which implies that \(u_0\) is in \(C^{k,\alpha}([S^{n-1}, N])\). This space will be denoted by \(C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, N])\).

We also define sets of vector fields along a given map \(u : \mathbb{R}^n \to N\):

\[
C^{k,\alpha}([\mathbb{R}^n, TuN]) := \{ \kappa \in C^{k,\alpha}([\mathbb{R}^n, \mathbb{R}^m]) \mid \kappa \in TuN \}.
\]

We finally define the spaces of boundary data:

\[
C^{k,\alpha}([S^{n-1}, N]) := \{ \psi \in C^{k,\alpha}([S^{n-1}, \mathbb{R}^m]) \mid \psi(x) \in N \text{ for } x \in \mathbb{R}^n \},
\]

and if \(\psi \in C^{k,\alpha}([S^{n-1}, N])\), then we define the corresponding spaces of vector fields along \(\psi\):

\[
C^{k,\alpha}([S^{n-1}, \psi N]) := \{ \kappa \in C^{k,\alpha}([S^{n-1}, \mathbb{R}^m]) \mid \kappa \in \psi N \}.
\]

Note that the spaces \(C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, N])\) (respectively \(C^{k,\alpha}([S^{n-1}, N])\)) are Banach manifolds modeled on their tangent spaces which are \(C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, TuN])\) at a point \(u \in C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, N])\) (respectively \(C^{k,\alpha}([S^{n-1}, \psi N])\) at a point \(\psi \in C^{k,\alpha}([S^{n-1}, N])\)).

We define now the following weighted Schauder spaces:

\[
C_f^{k,\alpha}([\mathbb{R}^n, N]) := f^{-1} \cdot C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, N]),
\]

\[
C_f^{k,\alpha}([\mathbb{R}^n, TuN]) := f^{-1} \cdot C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, TuN]), \quad u \in C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, N]),
\]

\[
C_{\text{Exp}}^{k,\alpha}([\mathbb{R}^n, TuN]) := e^{-f \cdot \frac{n}{2}} \cdot C^{k,\alpha}([\mathbb{R}^n, TuN]), \quad u \in C^{k,\alpha}([\mathbb{R}^n, N]).
\]

**Remark 5.1.** The reason we introduce these spaces with these special weights comes from the analysis of the kernel of the Jacobi operator together with the convergence rate of an expanding solution to its asymptotic boundary data.

5.1.2. First variational formula of entropy. Denote by \(\pi : T_\delta(N) \to N\) the projection on \(N\) where \(T_\delta(N)\) is a tubular neighborhood with \(\delta\) sufficiently small so that \(\pi\) is smooth. For a map \(u : \mathbb{R}^n \to N \subset \mathbb{R}^m\), define the projection map \(P_u : \mathbb{R}^m \to TuN\).

Suppose \(u \in C^{k,\alpha}([\mathbb{R}^n, N])\) with \(k \geq 2\) and let \(\kappa \in C_0^{\infty}([\mathbb{R}^n, TuN])\). Define the following curve:

\[
u_t := \pi(u + t\kappa) : t \in (-\varepsilon, \varepsilon) \to C_{\text{con}}^{k,\alpha}([\mathbb{R}^n, N]),
\]

where \(\varepsilon\) is a positive number sufficiently small compared to \(\delta\) and \(\|\kappa\|_{C^\alpha}\).
This curve of maps satisfies: \( \frac{d}{dt}|_{t=0}u_t = \kappa \in T_uN \). Define the relative entropy as follows:

\[
\mathcal{E}(u_t, u) := \lim_{R \to +\infty} \int_{B(0,R)} (|\nabla u_t|^2 - |\nabla u|^2) d\mu_f.
\]

One easily sees that \( \mathcal{E}(u_t, u) \) is well-defined, since \( \kappa \) is compactly supported. We do not specify at the moment the optimal space of deformations \( \kappa \) for which \( \mathcal{E}(u_t, u) \) is well-defined. In case this relative entropy is well-defined, the integral

\[
\int_{\mathbb{R}^n} (|\nabla u_t|^2 - |\nabla u|^2) d\mu_f,
\]

is understood in the sense of improper integrals.

Then the first variation formula of the relative entropy is:

\[
\frac{1}{2} \frac{d}{dt} \bigg|_{t=0} \mathcal{E}(u_t, u) = \frac{1}{2} \int_{\mathbb{R}^n} (|\nabla u_t|^2 - |\nabla u|^2) d\mu_f
\]

where,

\[
E(u) := P_u(\Delta_f) = \Delta_f u + A(u)(\nabla u, \nabla u),
\]

where \( A(u) : T_uN \times T_uN \to (T_uN)^\perp \) denotes the second fundamental form of \( N \) evaluated at \( u \).

**Remark 5.2.** From an intrinsic viewpoint, \( E(u) = \text{tr}(\nabla du) + d\nabla f u = 0 \), where \( \nabla \) denotes the connection on \( T^* \mathbb{R}^n \otimes u^*TN \) induced from \( T^* \mathbb{R}^n \) and \( u^*TN \).

5.1.3. **Second variational formula of entropy.** Assume \( u \) is a smooth expanding solution of the Harmonic map flow \( C_{\text{cov}}^{k,\alpha}(\mathbb{R}^n, N), k \geq 2, \alpha \in (0, 1) \) and let \( \kappa \) and \( \eta \) be two deformations along \( u \) in \( C_{0}^\infty(\mathbb{R}^n, T_uN) \) and consider the following two-parameter variation:

\[
u_{s,t} := \nu(u + sk + t\eta), \quad s, t \in (-\varepsilon, \varepsilon).
\]

Then the second variation of the relative entropy is equal to:

\[
\frac{1}{2} \frac{\partial^2}{\partial s \partial t} \bigg|_{s,t=0} \mathcal{E}(u_{s,t}, u) = -\int_{\mathbb{R}^n} <L_u(\kappa), \eta > d\mu_f,
\]

where \( L_u : C_{0}^\infty(\mathbb{R}^n, T_uN) \to C_{0}^\infty(\mathbb{R}^n, T_uN) \) is the Jacobi operator with respect to \( u \) defined by:

\[
L_u(\kappa) := P_u(D_uE(\kappa)) = \Delta_f \kappa + D_u(A(\kappa)(\nabla u, \nabla u) + 2A(u)(\nabla u, \nabla \kappa).
\]

Since \( A(u)(\nabla u, \nabla \kappa) \in (T_uN)^\perp \), one gets:

\[
\frac{1}{2} \frac{\partial^2}{\partial s \partial t} \bigg|_{s,t=0} \mathcal{E}(u_{s,t}, u) = -\int_{\mathbb{R}^n} <\Delta_f \kappa + D_u(A(\kappa)(\nabla u, \nabla u), \eta > d\mu_f,
\]

which shows that \( L_u \) is a symmetric operator. One can also get a more intrinsic formula for the second variation:

\[
\frac{1}{2} \frac{\partial^2}{\partial s \partial t} \bigg|_{s,t=0} \mathcal{E}(u_{s,t}, u) = -\int_{\mathbb{R}^n} <\Delta_f \kappa + \text{tr} (Rm(h)(du, \kappa)\eta, du) d\mu_f, \quad \kappa, \eta \in C_{0}^\infty(\mathbb{R}^n, T_uN),
\]

where \( Rm(h) \) denotes the sectional curvature of \( h \).
where \((N, h)\) is isometrically embedded in \(\mathbb{R}^m\). The curvature term is defined as follows:
\[
\text{tr} \left( \text{Rm}(h)(du, \kappa) \eta, du \right) := \text{tr} \left( (v, w) \to \langle \text{Rm}(h)(\nabla v, \kappa) \eta, \nabla u \rangle_{u \cdot h} \right).
\]
In order to understand its spectral properties, we introduce the following space:
\[
D(L_u) := \{ \kappa \in H^1_f(\mathbb{R}^n, T_u N) \mid L_u(\kappa) \in L^2_v(\mathbb{R}^n, T_u N) \}.
\]
Since \(u \in C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, N)\), one can show that
\[
D(L_u) = \{ \kappa \in H^1_f(\mathbb{R}^n, T_u N) \mid \Delta_f \kappa \in L^2_v(\mathbb{R}^n, \mathbb{R}^m) \}.
\]
The spectral properties of the Jacobi operator \(L_u\) are summarized below:

**Proposition 5.3.** Let \(u \in C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, N)\) be an expanding solution of the harmonic map flow. Then the operator \(L_u|_{C^{k,\alpha}_{0}(\mathbb{R}^n, T_u N)}\) admits a unique self-adjoint extension to \(D(L_u)\) whose domain is contained in \(H^1_f(\mathbb{R}^n, T_u N)\). Moreover, the essential spectrum of \(L_u\) is empty: \(\sigma_{\text{ess}}(L_u) = \emptyset\).

**Proof.** Let \(\kappa \in C^{k,\alpha}_{0}(\mathbb{R}^n, T_u N)\). Then,
\[
e^{f/2}L_u(e^{-f/2} \kappa) = e^{f/2} \left( \left( \Delta_f e^{-f/2} \kappa \right) + 2A(u)(\nabla u, \nabla (e^{-f/2} \kappa)) + D_u A(e^{-f/2} \kappa)(\nabla u, \nabla u) \right)
\]
\[
= \Delta \kappa + e^{f/2} \Delta_f e^{-f/2} \kappa + 2e^{f/2} A(u)(\nabla u, \nabla (e^{-f/2} \kappa)) + D_u A(\kappa)(\nabla u, \nabla u)
\]
\[
= P_u(\Delta \kappa) - \frac{1}{2} \left( \Delta_f + \frac{|\nabla f|^2}{2} \right) \kappa - A(\nabla \nabla_f \kappa, \kappa)
\]
\[
=: P_u(\Delta \kappa) - V \kappa,
\]
where
\[
V \kappa := \frac{1}{2} \left( \Delta_f + \frac{|\nabla f|^2}{2} \right) \kappa + A(\nabla \nabla_f \kappa, \kappa).
\]
Observe that \(A(u)(\nabla \nabla_f \kappa) \perp T_u N\).

Now, define
\[
\tilde{H}^1_f(\mathbb{R}^n, T_u N) := \{ \kappa \in H^1(\mathbb{R}^n, T_u N), \ f^{1/2} \cdot \kappa \in L^2(\mathbb{R}^n, T_u N) \},
\]
endowed with the norm
\[
\| \kappa \|_{\tilde{H}^1} := \| \kappa \|_{H^1} + \| f^{1/2} \cdot \kappa \|_{L^2}.
\]
\[
\tilde{H}^2_f(\mathbb{R}^n, T_u N) := \{ \kappa \in H^2(\mathbb{R}^n, T_u N), \ f \cdot \kappa \in L^2(\mathbb{R}^n, T_u N) \}
\]
endowed with the norm
\[
\| \kappa \|_{\tilde{H}^2} := \| \kappa \|_{H^2} + \| f \cdot \kappa \|_{L^2}.
\]

Invoking [Chap.8, Sec. 2, [Tay96]], the operator \(-P_u(\Delta) + V \cdot |c_{\infty}(\mathbb{R}^n, T_u N)|\) admits a unique self-adjoint extension to \(\tilde{H}^2_f(\mathbb{R}^n, T_u N)\) whose domain is contained in \(\tilde{H}^1_f(\mathbb{R}^n, T_u N)\). Moreover, since \(V\) is proper in the sense of quadratic forms, by a straightforward adaptation of Proposition 2.8 of [Chap.8, Sec. 2, [Tay96]], the operator \(-P_u(\Delta) + V\) has compact resolvent.

Indeed, it suffices to prove that the injection \(\tilde{H}^1_f(\mathbb{R}^n, T_u N) \hookrightarrow L^2(\mathbb{R}^n, T_u N)\) is compact. If \((\kappa_i)_i\) is a bounded sequence in \(\tilde{H}^1_f(\mathbb{R}^n, T_u N)\), then by Rellich’s theorem and a diagonal
argument, there exists a subsequence still denoted by \((\kappa_i)_i\) that converges in \(L^2(B(0,l), T_u N)\)-norm where \((B(0,l))_l\) is an exhaustion of \(\mathbb{R}^n\). Now, let \(\eta\) be a positive number and fix an index \(l\) sufficiently large such that, for any \(i, i' \geq i(l, \eta),\)

\[
\|\kappa_i - \kappa_{i'}\|_{L^2(B(0,l), T_u N)} \leq \eta, \quad \inf_{\mathbb{R}^n \setminus B(0,l)} |\nabla f| \geq 1/\eta,
\]

since \(|\nabla f|\) is proper.

\[
\|\kappa_i - \kappa_{i'}\|_{L^2(\mathbb{R}^n, T_u N)} \leq \|\kappa_i - \kappa_{i'}\|_{L^2(B(0,l), T_u N)} + \frac{1}{\inf_{\mathbb{R}^n \setminus B(0,l)} |\nabla f|} \left( \int_{\mathbb{R}^n \setminus B(0,l)} |\nabla f|^2 |\kappa_i - \kappa_{i'}|^2 \, dx \right)^{1/2} \leq \eta + \eta \cdot (\|\kappa_i\|_{H^1(\mathbb{R}^n, T_u N)} + \|\kappa_{i'}\|_{H^1(\mathbb{R}^n, T_u N)}) \leq C\eta,
\]

where \(C\) does not depend on \(l\) since \((\kappa_i)_i\) is bounded in \(H^1(\mathbb{R}^n, T_u N)\).

Finally, as \(L_u\) is unitarily conjugate to \(P_u(\Delta) - V\), it follows that the essential spectrum of \(L_u\) is empty.

As an illustration, we consider the case where \(N = S^{n-1}\) is a Euclidean sphere of radius 1. Then, if \(u \in C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, N)\) is a smooth expanding solution to the Harmonic map flow, the Jacobi operator with respect to \(u\) is:

\[
L_u(\kappa) = \Delta f \kappa + 2 < \nabla u, \nabla \kappa > u + |\nabla u|^2 \kappa, \quad \kappa \in C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, T_u N).
\]

A vector field \(\kappa \in H^1_{\text{loc}}(\mathbb{R}^n, T_u N)\) that satisfies \(L_u \kappa = 0\) is called a Jacobi field along \(u\). Denote this space by \(\ker L_u\). Since \(u\) is regular, elliptic regularity shows that \(\kappa\) is smooth on \(\mathbb{R}^n\). It turns out that there are roughly two kinds of behavior at infinity for such Jacobi fields: bounded ones and those who converge to 0 at infinity.

Now, define the subspace of Jacobi fields along \(u\) that vanishes at infinity:

\[
\ker_0 L_u := \ker L_u \cap \left\{ \kappa \in C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, T_u N) \mid \lim_{+\infty} \kappa = 0 \right\}.
\]

The purpose of the next theorem is to analyse the convergence rate of such Jacobi fields.

**Theorem 5.4.** Let \(\kappa\) be a Jacobi field along an expanding map \(u \in C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, N)\) that vanishes at infinity, i.e. \(\kappa \in \ker_0 L_u\). Then, \(\kappa \in \cap_{k \geq 0} C^{k,\alpha}(\mathbb{R}^n, T_u N)\) and the following radial limit

\[
\kappa_\infty(\omega) := \lim_{r \to +\infty} \left( e^{f/2} \hat{\kappa} \right)(r, \omega), \quad \omega \in S^{n-1},
\]

exists and defines a vector field \(\kappa_\infty \in C^{k,\alpha}(S^{n-1}, T_u N)\) along \(u\). In particular,

\[
\ker_0 L_u \subset \ker L_u \cap L^2(\mathbb{R}^n, T_u N), \quad \kappa_\infty \in C^{k,\alpha}(S^{n-1}, T_u N), \quad (31)
\]

and has finite dimension.

Finally, one has the following unique continuation result at infinity: if \(\kappa_\infty \equiv 0\) then \(\kappa \equiv 0\).

**Remark 5.5.** Theorem 5.4 shows in particular that the map

\[
\kappa \in \ker_0 L_u \to \{\kappa_\infty \in C^{k,\alpha}(S^{n-1}, T_u N) \} =: B^k_u,
\]

where \(B^k_u\) stands for boundary maps at infinity, is an isomorphism of finite dimensional vector spaces.
One can actually show that the inclusion \([31]\) is an equality: \(\ker_0 L_u = \ker L_u \cap L^2(\mathbb{R}^n, T_u N)\).

**Proof.** Let \(\kappa \in \ker_0 L_u\), that is:

\[
L_u(\kappa) = \Delta_f \kappa + D_u A(\kappa)(\nabla u, \nabla \kappa) + 2A(u)(\nabla u, \nabla \kappa) = 0.
\]

Since \(A(u)(\nabla u, \nabla \kappa) \in (T_u N)^\perp\), \(|\kappa|^2\) satisfies the following differential inequality:

\[
\Delta_f |\kappa|^2 \geq 2|\nabla \kappa|^2 - C(N)|\nabla u|^2 |\kappa|^2.
\]

In particular, a regularization of \(|\kappa|\) of the form \(\kappa_\varepsilon := \sqrt{|\kappa|^2 + \varepsilon^2}\) with \(\varepsilon \in (0, 1)\) satisfies:

\[
\Delta_f \kappa_\varepsilon \geq -\frac{C(N)}{f} \kappa_\varepsilon.
\]

According to \([\text{Section 2.3, Der17a}]\), there exist positive constants \(C\) and \(A_0\) such that \(e^{-Cf^{-1}} \kappa_\varepsilon - Af^{-n/2}e^{-f}\) satisfies the maximum principle for any \(A \geq A_0\) outside a sufficiently large ball \(B(0, R_0)\) independent of \(\varepsilon\):

\[
\max_{\partial B(0, R_0) \setminus \partial B(0, R_0)} \left( e^{-Cf^{-1}} \kappa_\varepsilon - Af^{-n/2}e^{-f} \right) = \max_{\partial B(0, R_0)} \left( e^{-Cf^{-1}} \kappa_\varepsilon - Af^{-n/2}e^{-f} \right).
\]

By letting \(\varepsilon\) go to 0 and by using the fact that \(\lim_{+\infty} \kappa = 0\), one gets:

\[
\max_{\mathbb{R}^n \setminus \partial B(0, R_0)} \left( e^{-Cf^{-1}} |\kappa| - Af^{-n/2}e^{-f} \right) = \max_{\partial B(0, R_0)} \left( e^{-Cf^{-1}} |\kappa| - Af^{-n/2}e^{-f} \right) \leq 0,
\]

if \(A\) is chosen large enough compared to \(\max_{\partial B(0, R_0)} |\kappa|\). This implies already a very fast decay for \(\kappa\). By applying Schauder estimates to \(\kappa\), its derivatives decay exponentially at infinity so in particular, they decay faster than any polynomial: this ensures that \(\kappa \in \cap_{k \geq 0} C^{k, \alpha}(\mathbb{R}^n, N)\).

Now, we need to show that the rescaled vector field \(e^f t^{n-2} \kappa\), \(t\) converges to a vector field \(\kappa_\infty\) defined on the sphere (at infinity) \(S^{n-1}\) in the \(C^{k, \alpha}(S^{n-1}, T_u N)\) topology. For this purpose, we first compute the evolution equation satisfied by the vector field \(e^f t^{n-2} \kappa\) along \(u\):

\[
\Delta_f \kappa_f = V_1(u) \ast \kappa_f + V_2(u) \ast \nabla \kappa_f,
\]

\[
V_1(u) = \nabla u \ast \nabla u + O(f^{-1}) \in C^{k-1, \alpha}_{\text{con}}(\mathbb{R}^n, \mathbb{R}^m),
\]

\[
V_2(u) \ast \nabla \kappa_f = O(f^{-1/2}) \ast \nabla \kappa_f + e^f t^{n/2} A(u)(\nabla u, \nabla \kappa)
\]

\[
= O(f^{-1/2}) \ast \nabla \kappa_f - (1 + O(f^{-1})) A(u)(\nabla \nabla u, \kappa_f)
\]

\[
= O(f^{-1/2}) \ast \nabla \kappa_f + O(f^{-1}) \ast \kappa_f,
\]

where we used the fact that \(u\) is an expanding solution in the last line.

Notice that the terms \(O(f^{-1})\) (resp. \(O(f^{-1/2})\)) are in \(C^{k-1, \alpha}(\mathbb{R}^n, (\mathbb{R}^m)^{\ast} \otimes \mathbb{R}^m)\), (resp. \(C^{k-1, \alpha}_{f^{-1/2}}(\mathbb{R}^n, (\nabla \mathbb{R}^m)^{\ast} \otimes \mathbb{R}^m)\)).

To sum it up, we have:

\[
\Delta_f \kappa_f = V_1(u) \ast \kappa_f + V_2(u) \ast \nabla \kappa_f,
\]

\[
V_1(u) \in C^{k-2, \alpha}_{f^{-1}}(\mathbb{R}^n, (\mathbb{R}^m)^{\ast} \otimes \mathbb{R}^m), \quad V_2(u) \in C^{k-1, \alpha}_{f^{-1/2}}(\mathbb{R}^n, (\nabla \mathbb{R}^m)^{\ast} \otimes \mathbb{R}^m).
\]

The evolution equation \((33)\) can be reinterpreted as a linear backward heat equation with data given by the right-hand side of \((33)\) with some amount of regularity at infinity described.
by (34). Therefore, standard parabolic Schauder estimates in their local version in the case of an ancient solution to the heat equation give:

$$\|\kappa_f\|_{C^0_c(\mathbb{R}^n,\mathbb{R}^m)} \leq C(k,\alpha,n,m)\|\kappa_f\|_{C^0(\mathbb{R}^n,T_uN)}.$$  (35)

Finally, to prove that $\kappa_f \in C^{k,\alpha}_{\text{con}}(\mathbb{R}^n,T_uN)$, it suffices to prove that $\kappa_f$ has a radial limit in the $C^{k,\alpha'}(\mathbb{S}^{n-1},N)$ topology, $\alpha' \in (0,\alpha)$, that lies in $C^{k,\alpha}(\mathbb{S}^{n-1},N)$. Since we assume $k \geq 2$, the estimates (35) together with (33) show that the radial derivative decay much faster than expected: $\partial_r \kappa_f = O(r^{-3})$ which implies that $\kappa_f(r,\cdot)$ converges radially in the $C^0$ topology to a vector field $\kappa_\infty \in C^0(\mathbb{S}^{n-1},T_{uN})$. Now, recall that the inclusion $C^{k,\alpha}(\mathbb{S}^{n-1},T_uN) \hookrightarrow C^{k,\alpha'}(\mathbb{S}^{n-1},T_uN)$ is compact for all $\alpha' \in (0,\alpha)$. This implies that $\kappa_f$ subconverges radially to a vector field $\kappa_\infty \in C^{k,\alpha}(\mathbb{S}^{n-1},T_uN)$ in the $C^{k,\alpha'}(\mathbb{S}^{n-1},T_uN)$ topology. By uniqueness of the limit, $\kappa_\infty = \kappa'_\infty \in C^{k,\alpha}(\mathbb{S}^{n-1},T_uN)$ and the convergence holds in the expected topology.

We postpone the proof of the unique continuation property at infinity for such Jacobi fields to the proof of Theorem 6.1.

5.2. Fredholm properties of the Jacobi operator. Let $u \in C^{k_0,\alpha_0}_{\text{con}}(\mathbb{R}^n,N)$ be an expanding map for some integer $k_0 \geq 2$ and some real number $\alpha_0 \in (0,1)

In this section, we establish the required properties on the Jacobi operator associated to $u$ between Schauder spaces. Because the natural deformation space consisting of quadratically decaying vector fields along $u$ are not contained in any energy space endowed with the weighted measure $e^f dx$, we cannot rely on Proposition 5.3. For this purpose, we need to introduce the following function spaces:

$$D^{k,2,\alpha}_f(\mathbb{R}^n,\mathbb{R}^m) := \{ \kappa \in C^{k,2,\alpha}_{\text{loc}}(\mathbb{R}^n,\mathbb{R}^m) \mid \kappa \in C^{k,\alpha}_{\text{loc}}(\mathbb{R}^n,\mathbb{R}^m) \mid \Delta f \kappa \in C^{k,\alpha}_f(\mathbb{R}^n,\mathbb{R}^m) \},$$

$$D^{k+2,\alpha}_f(\mathbb{R}^n,T_uN) := \{ \kappa \in D^{k+2,\alpha}_f(\mathbb{R}^n,\mathbb{R}^n) \mid \kappa \in T_uN \},$$

$$C^{k+2,\alpha}_f(\mathbb{R}^n,T_uN) := \{ \kappa \in C^{k+2,\alpha}_{\text{loc}}(\mathbb{R}^n,T_uN) \cap C^{k,\alpha}_f(\mathbb{R}^n,T_uN),$$

$$f^{k/2} \nabla^2(f \cdot \kappa) \in C^2(\mathbb{R}^n,\mathbb{R}^m), \quad \left[\nabla^2 \left( f^{k/2} \nabla^2(f \cdot \kappa) \right) \right]_{\alpha,\mathbb{R}^n} < +\infty \}.$$

The space $D^{k+2,\alpha}_f(\mathbb{R}^n,T_uN)$ is a Banach space but it is not straightforward: this is a byproduct of the proof of the next theorem that establishes the Fredholm properties of the Jacobi operator.

**Theorem 5.6.** Let $k \geq 2$ and $\alpha \in (0,1)$. Let $u \in C^{k,\alpha}_{\text{con}}(\mathbb{R}^n,N)$ be an expanding solution of the Harmonic map flow. Then the projection of the weighted laplacian,

$$\tilde{L}_u : D^{k,2,\alpha}_f(\mathbb{R}^n,T_uN) \to C^{k,\alpha}_f(\mathbb{R}^n,T_uN)$$

$$\kappa \mapsto \Delta f \kappa + 2A(u)(\nabla u,\nabla \kappa) + (D_uA(\kappa)(\nabla u,\nabla u))^\perp$$

is an isomorphism of Banach spaces. As a consequence, the Jacobi operator associated to $u$,

$$L_u : D^{k+2,\alpha}_f(\mathbb{R}^n,T_uN) \to C^{k,\alpha}_f(\mathbb{R}^n,T_uN),$$

is a Fredholm operator of index 0. Moreover, the space $C^{k+2,\alpha}_f(\mathbb{R}^n,T_uN)$ continuously injects in $D^{k+2,\alpha}_f(\mathbb{R}^n,T_uN)$. 

Proof. Once the statement about \( \tilde{L}_u \) is established, the assertion about the Jacobi operator is proved as follows: observe that \( L_u = \tilde{L}_u + (D_uA(\cdot)(\nabla u, \nabla u))^\top \). And the operator
\[
\kappa \in D^{k+2,\alpha}_f(\mathbb{R}^n, T_uN) \rightarrow (D_uA(\kappa)(\nabla u, \nabla u))^\top \in C^{k,\alpha}_f(\mathbb{R}^n, T_uN),
\]
is a well-defined continuous map since \( u \in C^{k+2,\alpha} _{con}(\mathbb{R}^n, N) \) with \( k \geq 2 \). Moreover, it can be shown that it is a compact operator since
\[
|D_uA(\kappa)(\nabla u, \nabla u)| \leq C(N)|\nabla u|^2|\kappa| \leq \frac{C(N)}{|x|^2}|\kappa|, \quad |x| \geq 1.
\]
There, by Fredholm theory, \( L_u \) is a Fredholm operator of degree equal to the degree of \( \tilde{L}_u \), i.e. 0.

We first prove the surjectivity of \( \tilde{L}_u \). Let \( Q \in C^{k,\alpha}_f(\mathbb{R}^n, T_uN) \) for some \( k \in \mathbb{N} \) and \( \alpha \in (0, 1) \). Since \( T_uN \) is a bundle over \( \mathbb{R}^n \), standard elliptic theory ensures the existence of a solution \( \kappa_R \in C^{2,\alpha}(B(0, R), T_uN) \) for each positive radius \( R \) to the following Dirichlet problem:
\[
\tilde{L}_u \kappa_R = Q, \quad \text{on } B(0, R),
\]
\[
\kappa_R|_{\partial B(0, R)} = 0.
\]
By the very definition of \( \tilde{L}_u \),
\[
\langle \tilde{L}_u(\kappa_R), \kappa_R \rangle = \langle \Delta f \kappa_R, \kappa_R \rangle
\]
\[
= \frac{1}{2} (\Delta f|\kappa_R|^2 - 2|\nabla \kappa_R|^2).
\]
The issue here to let \( R \) go to \( +\infty \) is that classical elliptic Schauder estimates might depend on the radii \( R \). Our goal is to prove some a priori estimates independent of \( R \). By the previous observation, one gets:
\[
\Delta f|\kappa_R| \geq -|Q|, \quad \text{on } B(0, R),
\]
where \( |\kappa_R| := \sqrt{|\kappa_R|^2 + \varepsilon^2} \) for \( \varepsilon \in (0, 1) \). Now, we observe that \( f \) is a nice barrier function since:
\[
\Delta f f^{-1} = -\frac{\Delta f f}{f^2} + 2 \frac{|\nabla f|^2}{f^3} \leq -f^{-1} \left( 1 - 2 \frac{|\nabla f|^2}{f^2} \right),
\]
and one can check that \( a := \inf_{\mathbb{R}^n} \left( 1 - 2 \frac{|\nabla f|^2}{f^2} \right) > 0 \). In particular, if \( C \) is a positive constant, this implies that:
\[
\Delta f (|\kappa_R| \varepsilon - Cf^{-1}) \geq aC f^{-1} - |Q| \geq 0,
\]
if \( C = a^{-1}\|Q\|_{C^0}\). The maximum principle then shows that
\[
\sup_{B(0,R)} (|\kappa_R| \varepsilon - Cf^{-1}) \leq \sup_{\partial B(0,R)} (|\kappa_R| \varepsilon - Cf^{-1}) \leq 0.
\]
Therefore, since \( C \) can be chosen independently of \( \varepsilon \in (0, 1) \), we can let \( \varepsilon \) go to 0 and we finally get the first a priori \( C^0 \) weighted estimate:
\[
\|f \kappa_R\|_{C^0(B(0,R))} \leq a^{-1}\|Q\|_{C^0_f}, \quad R > 0.
\]
By standard elliptic Schauder estimates together with Arzela-Ascoli’s theorem, there is a subsequence still denoted by \((\kappa, \bar{u})\) that converges to \(\kappa \in C^{2,\alpha}_{\text{loc}}(\mathbb{R}^n, T_u N)\) in the \(C^2_{\text{loc}}(\mathbb{R}^n, T_u N)\) topology. This vector field \(\kappa\) satisfies:

\[
\tilde{L}_u(\kappa) = Q, \quad \text{on } \mathbb{R}^n, \quad \|f\kappa\|_{C^0} \leq a^{-1}\|Q\|_{C^0}. \tag{36}
\]

We now re-interpret the elliptic equation \(\tilde{L}_u(\kappa) = Q\) as a parabolic one by noticing that if we define \(\bar{\kappa}(x, t) := \kappa(x/\sqrt{t})\) for \((x, t) \in \mathbb{R}^n \times \mathbb{R}_+\),

\[
(\bar{\partial}_t - \Delta)\bar{\kappa} = -2A(\bar{u})(\nabla \bar{u}, \nabla \bar{\kappa}) - (D_{\bar{u}}A(\bar{\kappa})(\nabla \bar{u}, \nabla \bar{u}))^\perp - t^{-1}Q,
\]

\[
\bar{u}(x, t) := u(x/\sqrt{t}).
\]

Therefore, standard local parabolic Schauder estimates imply that:

\[
\sup_{x \in \mathbb{R}^n} f(x)\|\kappa\|_{C^{2,\alpha}(B(x,1))} \leq C \left(\|f\kappa\|_{C^0} + \|Q\|_{C^0,\alpha} \right) \leq C(1 + a^{-1})\|Q\|_{C^0,\alpha}, \tag{37}
\]

for some positive constant \(C\) depending on \(\alpha\) and where we used (36) in the last inequality. Notice that the semi-norm \([f\nabla^2\kappa]_{\alpha,\mathbb{R}^n}\) has not yet been estimated.

The last estimates that remain to be shown concern the weighted conical Hölder seminorms \([f\partial_f^k\kappa]_{\alpha,\mathbb{R}^n}\) and \([f\Delta_f^k\kappa]_{\alpha,\mathbb{R}^n}\). The bound on \([f\Delta_f^k\kappa]_{\alpha,\mathbb{R}^n}\) follows from the one on \([f\partial_f^k\kappa]_{\alpha,\mathbb{R}^n}\). The bound on \([f\nabla^2\kappa]_{\alpha,\mathbb{R}^n}\) follows from the bounds on \([f\kappa]_{\alpha,\mathbb{R}^n}\) and \([f\partial_f^k\kappa]_{\alpha,\mathbb{R}^n}\) by classical parabolic Schauder estimates.

To prove such a bound, it is sufficient by interpolation theory to prove that if \(Q \in C^1_{\text{con}}(\mathbb{R}^n, T_u N)\) then \(\kappa\) satisfies:

\[
\|f^{1/2}\nabla\kappa\|_{C^0} \leq C\|Q\|_{C^1_{\text{con}}},
\]

for some uniform positive constant \(C\). Such an estimate can be derived in the same way we proceeded for the \(C^0\) bound (36) by deriving the equation \(\tilde{L}_u(\kappa) = Q\).

Therefore both the surjectivity and the injectivity of \(\tilde{L}_u\) have been established. It also shows that \(\mathcal{D}_f^k(\mathbb{R}^n, T_u N)\) inherits a Banach structure and as such, \(\tilde{L}_u\) becomes an isomorphism of Banach spaces for \(k = 0\). The cases \(k \geq 1\) follow analogously. They are proved along the same lines with the help of the maximum principle. \(\square\)

5.3. Manifold structure. From now on, we consider the moduli space of smooth expanding solutions of the harmonic map flow, that is the set of weak solutions \(u \in H^1_{\text{loc}}(\mathbb{R}^n, N)\) to \(H_f(\kappa) = 0\) that are smooth and have some regularity at infinity in the sense that \(u \in C^k_{\text{con}}(\mathbb{R}^n, N)\) for some \(k \geq 2\), and some \(\alpha \in (0, 1)\). We denote such a set by:

\[
\mathcal{E}^{k,\alpha}_{\text{xp}}(N) := \{ u \in C^k_{\text{con}}(\mathbb{R}^n, N) \mid \Delta_f u + A(u)(\nabla u, \nabla u) = 0 \}.
\]

Notice that the definition of \(\mathcal{E}^{k,\alpha}_{\text{xp}}(N)\) asks for too much regularity: indeed, by the proof of Theorem 5.4 if an expanding map \(u \in C^k_{\text{con}}(\mathbb{R}^n, N)\) for \(k \geq 2\) then it admits a radial limit \(u_0 \in C^{k,\alpha}(\mathbb{S}^{n-1}, N)\) at infinity.

In this section, we prove that the moduli space of harmonic maps \(\mathcal{E}^{k,\alpha}_{\text{xp}}(N)\) with some regularity at infinity is a Banach manifold locally modeled on \(C^{k,\alpha}(\mathbb{S}^{n-1}, N) \times \ker_0 L_u\) if \(u \in \mathcal{E}^{k,\alpha}_{\text{xp}}(N)\). We follow the presentation of [HM02] in the case of harmonic maps on a domain of \(\mathbb{R}^n\) very closely. This approach is in turn due to [Whi91] in the case of minimal surfaces.

The main tools are a delicate integration by parts together with the unique continuation result from Theorem 5.4. We start by analyzing the local structure of \(\mathcal{E}^{k,\alpha}_{\text{xp}}(N)\). Before going
Further, we need to introduce a bit of notation. If \( u \in \mathcal{E}_{xp}^{k,\alpha}(N) \), \( k \geq 2 \) and \( \alpha \in (0,1) \), we denote by \( K_u \) a complementary space of \( \ker_0 L_u \) in \( D_f^{k,\alpha}(\mathbb{R}^n, T_u N) \): \( K_u \) exists since \( \ker_0 L_u \) is finite dimensional. Similarly, let \( I_u \) be a complementary space of \( \text{Im} L_u \) in \( C_f^{k-2,\alpha}(\mathbb{R}^n, T_u N) \). Finally, we define a first approximation map \( T_u \) as follows: the map

\[
\Phi_u : h \in T_u N \rightarrow \pi_N(u + h) \in N,
\]

is a local diffeomorphism around \( 0 \in T_u N \). Now, consider the map

\[
T_u : B(u_0, \varepsilon_0) \subset C^{k,\alpha}(S^{n-1}, N) \quad \text{to} \quad C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, T_u N) \quad \text{via} \quad \Phi_u^{-1}(\pi_N(\eta(v_0 - u_0) + u)),
\]

where \( \eta : \mathbb{R}^n \rightarrow [0,1] \) is a smooth function such that \( \eta \equiv 0 \) on \( B(0,1) \subset \mathbb{R}^n \) and \( \eta \equiv 1 \) outside \( B(0,2) \) for some sufficiently small \( \varepsilon_0 > 0 \). The map \( T_u \) is well-defined and smooth.

**Theorem 5.7** (Local structure). Let \( k \geq 2 \) and \( \alpha \in (0,1) \). Let \( u \in \mathcal{E}_{xp}^{k,\alpha}(N) \). Then there exist a neighborhood \((u_0, 0) \in U \subset C^{k,\alpha}(S^{n-1}, N) \times \ker_0 L_u \) together with smooth maps

\[
i_u : U \rightarrow C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, N),
\]

\[
s_u : U \rightarrow I_u \subset C_f^{k-2,\alpha}(\mathbb{R}^n, T_u N),
\]

satisfying:

1. \( i_u(u_0, 0) = u \) and \( (i_u(v_0, \kappa))_0 = v_0 \), for every \((v_0, \kappa) \in U\).
2. \( i_u(v_0, \kappa) \) is in \( C^{k,\alpha}(N) \) if and only if \( s_u(v_0, \kappa) = 0 \).
3. \( D_i u(0,0) : C^{k,\alpha}(S^{n-1}, T_{u_0} N) \times \ker_0 L_u \rightarrow C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, T_u N) \) is injective.
4. \( D_s u(0,0) : C^{k,\alpha}(S^{n-1}, T_{u_0} N) \times \ker_0 L_u \rightarrow I_u \) is surjective.
5. For every sufficiently small neighborhood \( B(0, \varepsilon) \) of \( 0 \) in \( \ker_0 L_u \), there is a neighborhood \( W \) of \( u \in C^{k,\alpha}_{\text{con}}(\mathbb{R}^n) \) such that any expanding map \( v \) in \( W \) equals \( i_u(v_0, \kappa) \) for some \( \kappa \) in \( B(0, \varepsilon) \).
6. The triplet \((i_u, U \cap s_u^{-1}(0), W \cap \mathcal{E}_{xp}^{k,\alpha}(N))\) is a chart for \( \mathcal{E}_{xp}^{k,\alpha}(N) \); i.e.

\[
i_u : U \cap s_u^{-1}(0) \rightarrow W \cap \mathcal{E}_{xp}^{k,\alpha}(N) \text{ is a diffeomorphism and } \Pi \circ i_u(v_0, \kappa) = v_0 \text{ for } (v_0, \kappa) \in U \cap s_u^{-1}(0). \text{ Moreover, } U \cap s_u^{-1}(0) \text{ has codimension the nullity of the Jacobi operator, dim } \ker_0 L_u \text{ and its tangent space at } (u_0,0) \text{ is:}
\]

\[
T_{(u_0,0)}(U \cap s_u^{-1}(0)) = \ker D_1 s_u(u_0,0) \oplus \ker_0 L_u.
\]

7. Finally, one can choose \( U \) (respectively \( W \)) to be open for the \( C^{k,\alpha}(S^{n-1}, N) \) topology (respectively for the \( C^{k,\alpha}_{\text{con}}(\mathbb{R}^n) \) topology) if \( \alpha' \in (0, \alpha) \).

**Proof.** Define a (non-linear) map \( N : C^{k,\alpha}(S^{n-1}, N) \times \ker_0 L_u \times K_u \rightarrow \text{Im} L_u \subset C_f^{k-2,\alpha}(\mathbb{R}^n, T_u N) \) on a neighborhood of \((u_0, 0, 0) \in C^{k,\alpha}(S^{n-1}, N) \times \ker_0 L_u \times K_u \) by

\[
N(v_0, \kappa, \eta) := P_{\text{Im} L_u} \circ P_u \circ H_f(\pi_N(u + T_u(v_0) + \kappa + \eta)).
\]
$N$ is well-defined and is a smooth map.

Then one computes $D_2 N (u_0, 0, 0)(\eta) = L_u(\eta)$ for $\eta \in K_u$. By the definition of $K_u$, $D_2 N (u_0, 0, 0) : K_u \to \text{Im} L_u$ is an isomorphism of Banach spaces. The implicit function theorem ensures the existence of a neighborhood $U$ of $(u_0, 0) \in C^{k,\alpha}(\mathbb{S}^{n-1}, N) \times \ker L_u$ and a neighborhood $V$ of $0 \in K_u$ together with a smooth map $j : U \subset C^{k,\alpha}(\mathbb{S}^{n-1}, N) \times \ker L_u \rightarrow V \subset K_u$ such that:

$$N(v_0, \kappa, \eta) = 0, \text{ for } (v_0, \kappa, \eta) \in U \times V \text{ if and only if } \eta = j(v_0, \kappa).$$

We define two maps $\iota_u : U \rightarrow C_{\text{con}}^{k,\alpha}(\mathbb{R}^n, N)$ and $s_u : U \rightarrow I_u$ by

$$\iota_u(v_0, \kappa) := \pi_N(u + T_u(v_0) + \kappa + j(v_0, \kappa)),
\quad s_u(v_0, \kappa) := P_{I_u} \circ P_u \circ H_f(\iota_u(v_0, \kappa)).$$

The maps $\iota_u$ and $s_u$ are well-defined and smooth. We are now in a position to prove the assertions of Theorem 5.7.

(1) By its very definition, $\iota_u(u_0, 0) = u$ and since $\kappa$ and $j(v_0, \kappa)$ are going to 0 at infinity, $(\iota_u(v_0, \kappa))_0 = v_0$, for $(v_0, \kappa) \in U$.

(2) According to (39), if $(v_0, \kappa) \in U$ is such that $\iota_u(v_0, \kappa)$ is an expanding solution then $H_f(\iota_u(v_0, \kappa)) = 0$ and $s_u(v_0, \kappa) = 0$ follows by definition of the map $s_u$.

Conversely, assume $(v_0, \kappa) \in U \cap s_u^{-1}(0)$. Then since $\text{Im} L_u$ and $I_u$ are complementary, one gets that $P_u \circ H_f(\iota_u(v_0, \kappa)) = 0$. Now, pointwis,

$$|H_f(\iota_u(v_0, \kappa))|^2 = \langle H_f(\iota_u(v_0, \kappa)), H_f(\iota_u(v_0, \kappa)) \rangle - P_u \circ (H_f(\iota_u(v_0, \kappa))) = \langle H_f(\iota_u(v_0, \kappa)), P_{I_u(v_0, \kappa)} \circ H_f(\iota_u(v_0, \kappa)) - P_u \circ (H_f(\iota_u(v_0, \kappa))) \rangle \leq \|P_{I_u(v_0, \kappa)} - P_u\| \|H_f(\iota_u(v_0, \kappa))\|^2,$$

where $\|P_{I_u(v_0, \kappa)} - P_u\|$ denotes the operator norm of $P_{I_u(v_0, \kappa)} - P_u$.

Therefore, if $(v_0, \kappa) \in s_u^{-1}(0)$ is in a sufficiently small neighborhood of $(u_0, 0)$ then the previous inequalities show that $H_f(\iota_u(v_0, \kappa)) = 0$, i.e. that $\iota_u(v_0, \kappa)$ defines a smooth expanding map coming out of $v_0$ in $C_{\text{con}}^{k,\alpha}(\mathbb{R}^n, N)$.

(3) To show that $D_1 \iota_u(u_0, 0) : C^{k,\alpha}(\mathbb{S}^{n-1}, T_u N) \rightarrow C_{\text{con}}^{k,\alpha}(\mathbb{R}^n, T_u N)$ is injective, note that:

$$D_1 \iota_u(u_0, 0)(\xi, \kappa) = D_1 \iota_u(u_0, 0)(\xi) + D_2 \iota_u(u_0, 0)(\kappa),
\quad D_2 \iota_u(u_0, 0)(\xi, \kappa) = \kappa + D_2 j(u_0, 0)(\kappa),$$

$$\langle \xi, \kappa \rangle \in C^{k,\alpha}(\mathbb{S}^{n-1}, T_u N) \times C_{\text{con}}^{k,\alpha}(\mathbb{R}^n, T_u N).$$

Now, since $N(v_0, \kappa, j(v_0, \kappa)) = 0$ for every $(v_0, \kappa) \in U$, one gets by differentiating

$$L_u(\kappa + D_2 j(u_0, 0)(\kappa)) = 0.$$ 

This implies that $\kappa + D_2 j(u_0, 0)(\kappa) \in \ker L_u$ which in turn gives $D_2 j(u_0, 0)(\kappa) \in \ker L_u$. By definition, $D_2 j(u_0, 0)(\kappa) \in K_u$, therefore $D_2 j(u_0, 0)(\kappa) = 0$. In particular, we get:

$$D_2 \iota_u(u_0, 0)(\kappa) = \kappa, \quad \forall \kappa \in \ker L_u.$$
We are in a position to prove that $D_u(u_0, 0)$ is injective: if $(\xi_0, \kappa) \in \ker D_u(u_0, 0)$, then by \((40)\),

$$0 = D_u(u_0, 0)(\xi_0, \kappa) = D_1 u(u_0, 0)(\xi_0) + \kappa.$$  

At infinity, this shows that $\xi_0 = (D_1 u(u_0, 0)(\xi_0))_0 = -\kappa_0 = 0$. Consequently, $\xi_0 = 0$ and $\kappa = 0$.

(4) To show that $D_s(u_0, 0)$ is surjective, it is sufficient to prove that $D_1 s(u_0, 0) : B_u^{k, \alpha} \subset C^{k, \alpha}(\mathbb{S}^{n-1}, T_{u_0}, N) \to I_u$ is an isomorphism. Now, by Remark 5.5, \[ \dim B_u^{k, \alpha} = \dim \ker_0 L_u = \codim \text{Im} L_u = \dim I_u, \]

which implies that it is sufficient to prove that $D_s(u_0, 0)$ is injective.

Let $\kappa_\infty \in B_u^{k, \alpha}$ such that $D_1 s(u_0, 0)(\kappa_\infty) = 0$ where $\kappa_\infty$ is defined by Theorem 5.4 for $\kappa \in \ker_0 L_u$. Now, $D_1 u(u_0, 0)(\kappa_\infty) = : \xi \in \ker L_u$. By integrating by parts:

\[
0 = \int_{\partial B(0, R)} \langle \nabla_{\partial_r} \kappa, \xi \rangle - \langle \kappa, \nabla \partial_r \xi \rangle \, d\alpha_f.
\]

Since $\kappa = O\left(f^{-n/2}e^{-f}\right)$ and $\nabla \partial_r \xi = O(f^{-1/2})$ by Theorem 5.4, one has:

\[
\lim_{R \to +\infty} \int_{\partial B(0, R)} \langle \kappa, \nabla \partial_r \xi \rangle \, d\alpha_f = 0.
\]

Finally:

\[
\langle \nabla_{\partial_r} \kappa, \xi \rangle e^f = \left\langle \nabla_{\partial_r} \left(f^{-n/2}e^{-f}\left(f^{n/2}e^f \kappa\right)\right), \xi \right\rangle e^f
= -f^{(n-1)/2} < \kappa_\infty, \xi > + O(f^{-(n+1)/2}),
\]

which shows:

\[
\int_{\mathbb{S}^{n-1}} |\kappa_\infty|^2 \, d\sigma = \int_{\mathbb{S}^{n-1}} < \kappa_\infty, \xi_0 > \, d\sigma
= -c_n \lim_{R \to +\infty} \int_{\partial B(0, R)} \langle \nabla \partial_r \kappa, \xi \rangle \, d\alpha_f = 0,
\]

i.e. $\kappa_\infty = 0$, which means that $D_1 s(u_0, 0)$ restricted to $B_u^{k, \alpha}$ is injective.

(5) Let $v$ be a smooth expanding map in $E_{2p, \alpha}(N)$ close to $u$. Recall that by the definition of the map $\Phi_u$:

$$v = \pi_N (u + \Phi_u^{-1}(v)).$$

Note that $\Phi_u^{-1}(v)$ takes its values in $T_u N$ and by construction, $-T_u(v_0) + \Phi_u^{-1}(v) =: h \in D_f^{k, \alpha}([\mathbb{R}^n, T_u N)$. Define $\kappa := P_{\ker_0 L_u} h$ and $\eta := P_{K_u} h$ so that $h = \kappa + \eta$. Since $v$ is an expanding map close to $u$, $v = \pi_N(u + T_u(v_0) + \kappa + \eta) = \epsilon(u(v_0, \kappa).$
(6) According to \(4\) and the implicit function theorem for Banach manifolds, \(s_{u^{-1}}(0)\) is a manifold around \((u_0, 0)\) of codimension \(\dim \ker L_u\). The splitting of the tangent space of \(s_{u^{-1}}(0)\) at \((u_0, 0)\) comes from the following observation:

\[
Ds_u(u_0, 0)(\xi, \kappa) = D_1s_u(u_0, 0)(\xi) = Lu(D_1u(u_0, 0)(\xi)),
\]

\((\xi, \kappa) \in C^{k,\alpha}(\mathbb{S}^{n-1}, T_uN) \times \ker L_u. \tag{41}\]

(7) According to the beginning of this proof, if \(u \in \mathcal{E}_{xp}^{k,\alpha}(N) \subset C^{k,\alpha'}_{con}(\mathbb{R}^n, N), \alpha' \in (0, \alpha),\) then there exist a neighborhood \((u_0, 0) \in U' \subset C^{k,\alpha'}(\mathbb{S}^{n-1}, N) \times \ker L_u\) and a smooth map with respect to \(C^{k,\alpha'}\) norms

\[
t'_u : U' \to C^{k,\alpha'}_{con}(\mathbb{R}^n, N),
\]

satisfying \(5\). We claim that \(t'_u|_{U' \cap C^{k,\alpha}(\mathbb{S}^{n-1}, N) \times \ker L_u}\) is smooth and \(t'_u|_{U' \cap U} = t_u|_{U' \cap U}\).

Indeed, if \((u_0, \kappa) \in C^{k,\alpha}(\mathbb{S}^{n-1}, N) \times \ker L_u\) is sufficiently close to \((u_0, 0)\) then \(t'_u(v_0, \kappa)\) is an expanding map. In particular,

\[
A(t'_u(v_0, \kappa))(\nabla t'_u(v_0, \kappa), \nabla \iota'_u(v_0, \kappa)) \in C^{k-1,\alpha'}(\mathbb{R}^n, \mathbb{R}^m) \subset C^{k-2,\alpha'}(\mathbb{R}^n, \mathbb{R}^m).
\]

Now, let \(\eta : \mathbb{R}^n \to [0, 1]\) be a smooth function such that \(\eta \equiv 0\) on \(B(0, 1) \subset \mathbb{R}^n\) and \(\eta \equiv 1\) outside \(B(0, 2)\). Then \(\Delta f(t'_u(v_0, \kappa) - \eta v_0)\) is in \(C^{k-2,\alpha}(\mathbb{R}^n, \mathbb{R}^m)\). Since \(\Delta f : D^{k,\alpha}_{f,\kappa}(\mathbb{R}^n, \mathbb{R}^m) \to C^{k-2,\alpha}(\mathbb{R}^n, \mathbb{R}^m)\) is an isomorphism, there exists a vector field \(X\) in \(D^{k,\alpha}_{f,\kappa}(\mathbb{R}^n, \mathbb{R}^m)\) such that \(\Delta fX = \Delta f(t'_u(v_0, \kappa) - \eta v_0)\). Since \(t'_u(v_0, \kappa) - \eta v_0\) converges to 0 at infinity, the maximum principle tells us that \(t'_u(v_0, \kappa) - \eta v_0 = X\) in \(D^{k,\alpha}_{f,\kappa}(\mathbb{R}^n, \mathbb{R}^m)\).

Therefore, as \(f^{(k-2)/2} \nabla fX \in C^{k,\alpha}_{con}(\mathbb{R}^n, \mathbb{R}^m), t'_u(v_0, \kappa)\) is in \(C^{k,\alpha}_{con}(\mathbb{R}^n, \mathbb{R}^m)\). Using \(\square\), Theorem \(5.7\), this ends the claim, i.e. \(t'_u(v_0, \kappa) = \iota_u(v_0, \kappa)\) for \((v_0, \kappa) \in U' \cap U\).

The new corresponding neighborhood is defined by \(U' \cap C^{k,\alpha}(\mathbb{S}^{n-1}, N)\) which is open in \(C^{k,\alpha}(\mathbb{S}^{n-1}, N)\) for the \(C^{k,\alpha}(\mathbb{S}^{n-1}, N)\) topology. Similarly for \(W\) defined by \(\square\), Theorem \(5.7\), one can take \(W' \cap C^{k,\alpha}_{con}(\mathbb{R}^n, \mathbb{R}^m)\) to be an open neighborhood of \(u\) in \(C^{k,\alpha}_{con}(\mathbb{R}^n, \mathbb{R}^m)\) in the \(C^{k,\alpha}_{con}(\mathbb{R}^n, \mathbb{R}^m)\) topology.

We next show that the moduli space of expanders \(\mathcal{E}_{xp}^{k,\alpha}(N)\) is globally a smooth Banach manifold, more precisely:

**Theorem 5.8.** (1) (Integrability) The tangent space to \(\mathcal{E}_{xp}^{k,\alpha}(N)\) at a point \(u\) is \(\ker L_u \cap C^{k,\alpha}_{con}(\mathbb{R}^n, T_uN)\): any bounded element in the kernel of the Jacobi operator is the initial velocity vector field of a one-parameter family of expanding maps.

(2) (Global structure)
(a) The moduli space of expanders \(\mathcal{E}_{xp}^{k,\alpha}(N)\) is a second countable Banach manifold modeled on the boundary maps \(C^{k,\alpha}(\mathbb{S}^{n-1}, N)\).
of the map

(b) The projection map at infinity \( \Pi : \mathcal{E}^{k,\alpha}_{xp}(N) \to C^{k,\alpha}(\mathbb{S}^{n-1}, N) \) defined by \( \Pi(u) := u_0 \) is a smooth Fredholm map of degree 0 with \( \ker D\Pi(u) = \ker_0 L_u \) and the set

\[
P^u_{\alpha} = \left\{ \kappa_\infty \in C^{k,\alpha}(\mathbb{S}^{n-1}, T_u N) \mid \kappa \in \ker_0 L_u \right\},
\]

(43)

is perpendicular to \( D\Pi(T_u \mathcal{E}^{k,\alpha}_{xp}(N)) \).

In particular, the set of regular values of \( \Pi \) is a residual set.

Proof. (Proof of (1)) Let \( u \in \mathcal{E}^{k,\alpha}_{xp}(N) \). We show that \( \xi \in \ker L_u \cap C^{k,\alpha}_{con}(\mathbb{R}^n, T_u N) \) if and only if there exists a one-parameter family of expanding maps \( (u(t))_{t \in (-\varepsilon, \varepsilon)} \in \mathcal{E}^{k,\alpha}_{xp}(N) \) such that

\[
u(0) = u, \quad \frac{d}{dt}\bigg|_{t=0} u(t) = \xi .
\]

The «if»-part is left to the reader. Let \( \xi \in \ker L_u \cap C^{k,\alpha}_{con}(\mathbb{R}^n, T_u N) \). Then consider the map \( D_1 t_u (u_0, 0)(\xi_0) \) in \( C^{k,\alpha}(\mathbb{R}^n, T_u N) \) as in the proof of [4], Theorem 5.7. Then by the definition of the map \( t_u \), the difference \( \xi - D_1 t_u (u_0, 0)(\xi_0) \) is in \( D^k_{\alpha}(\mathbb{R}^n, T_u N) \). Now, observe that \( P_{\text{rel}} \circ L_u(D_1 t_u (u_0, 0)(\xi_0)) = 0 \). Therefore, \( L_u(\xi - D_1 t_u (u_0, 0)(\xi_0)) = 0 \) and \( \xi = D_1 t_u (u_0, 0)(\xi_0) \) is in \( D^k_{\alpha}(\mathbb{R}^n, T_u N) \), i.e.

\[
\kappa = \xi - D_1 t_u (u_0, 0)(\xi_0) \in \ker_0 L_u, \quad D_1 t_u (u_0, 0)(\xi_0) \in \ker L_u \cap C^{k,\alpha}_{con}(\mathbb{R}^n, T_u N).
\]

According to (41) and (38), one deduces that \( (\xi_0, \kappa) \) is in the tangent space of \( s_u^{-1}(0) \) at \( (u_0, 0) \). By [6], Theorem 5.7, there exists a one-parameter family of maps \( (v_0(t), \kappa(t))_{t \in (-\varepsilon, \varepsilon)} \) in \( s_u^{-1}(0) \) such that

\[
(v_0(t), \kappa(t))_{t=0} = (u_0, 0), \quad \frac{d}{dt}\bigg|_{t=0} (v_0(t), \kappa(t)) = (\xi_0, \kappa).
\]

Consequently, the curve \( t \in (-\varepsilon, \varepsilon) \to t_u (v_0(t), \kappa(t)) \in \mathcal{E}^{k,\alpha}_{xp}(N) \) is well-defined and smooth and its initial velocity vector field is exactly \( D_1 t_u (u_0, 0)(\xi_0) + \kappa = \xi \). This ends the proof of (1).

(Proof of (2a)) Let \( u_1 \) and \( u_2 \) be two expanding maps in \( \mathcal{E}^{k,\alpha}_{xp}(N) \). By using the notations and the results from [6], Theorem 5.7, let \( (\iota_{u_1}, U_1 \cap s_u^{-1}(0), W_1 \cap \mathcal{E}^{k,\alpha}_{xp}(N) =: W'_1)_{i=1,2} \) be the corresponding charts. Then the composition

\[
\iota_{u_1}^{-1} \circ \iota_{u_2} : \iota_{u_2}^{-1}(W'_1 \cap W_2) \to \iota_{u_1}^{-1}(W'_1 \cap W_2),
\]

is a smooth map.

According to [7], Theorem 5.7, one can choose the neighborhoods \( (U_i)_{i=1,2} \) and \( (W_i)_{i=1,2} \) to be open with respect to the \( C^{k,\alpha'} \) topology for \( \alpha' \in (0, \alpha) \) which implies the second countability property of \( \mathcal{E}^{k,\alpha}_{xp}(N) \).

(Proof of (2b)) Let \( u \) be an expanding map in \( \mathcal{E}^{k,\alpha}_{xp}(N) \) and let \( (\iota_u, U \cap s_u^{-1}(0), W \cap \mathcal{E}^{k,\alpha}_{xp}(N)) \) be a corresponding chart. Then, \( \Pi \circ \iota_u (v_0, \kappa) = v_0 \) for \( (v_0, \kappa) \in U \cap s_u^{-1}(0) \) by [1], Theorem 5.7 which shows that \( \Pi \) is smooth. Now, \( D\Pi(u)(\xi) = \xi_0 \) for \( \xi \in T_u \mathcal{E}^{k,\alpha}_{xp}(N) = \ker L_u \cap C^{k,\alpha}_{con}(\mathbb{R}^n, T_u N) \). Therefore, \( \xi \in \ker D\Pi(u) \) if and only if \( \xi \in \ker L_u \cap C^{k,\alpha}_{con}(\mathbb{R}^n, T_u N) \) and \( \kappa \) goes to 0 at infinity, i.e. if and only if \( \kappa \in \ker_0 L_u \). In particular, this and the results
of Theorem 5.7 show that $\text{Im} D\Pi(u)$ is of finite codimension and is isomorphic to $\ker L_u \cap C^\alpha_{\text{con}}(\mathbb{R}^n, T_u N)/\ker_0 L_u$, i.e. II is Fredholm of degree 0. 

Let us show that the set defined by (43) is perpendicular to $\text{Im} D\Pi(u)$. Similarly to the proof of [4], Theorem 5.7, if $\xi \in T_u E^{k,\alpha}_N$ and $\kappa \in \ker_0 L_u$, one has by integrating by parts:

$$0 = \int_{B(0,R)} \langle L_u \kappa, \xi \rangle - \langle \kappa, L_u \xi \rangle \, d\mu_f = \int_{\partial B(0,R)} \langle \nabla_{\partial r} \kappa, \xi \rangle - \langle \kappa, \nabla_{\partial r} \xi \rangle \, d\sigma_f, \quad R > 0.$$ 

By letting $R$ go to $+\infty$ together with Theorem 5.4:

$$\int_{S_0^{n-1}} \langle \kappa_\infty, \xi_0 \rangle \, d\sigma = 0,$$

which is exactly the desired result. Finally, we are in a good position to use Sard-Smale’s Theorem [Sma65] to ensure that the set of critical values of $\Pi$ is of first category in $C^{k,\alpha}(S_0^{n-1}, N)$. A proof using only Sard’s Theorem can be given in the spirit of [Whi91] or [Theorem 6.6, HM92]. □

6. Unique continuation and generic uniqueness

In this section, we prove a unique continuation at infinity for expanding maps coming out of the same initial condition. This result will be used in a crucial way to prove a generic property about the uniqueness of such expanders with vanishing relative entropy.

**Theorem 6.1.** (Unique continuation at infinity) Let $u_1$ and $u_2$ be two expanding solutions in $C^k_{\text{exp}}(N)$ with $k \geq 4$, $\alpha \in (0, 1)$ coming out of the same map $u_0 \in C^{k,\alpha}(S_0^{n-1}, N)$. Then there exists a map $\kappa_{12} \in C^{k-4}(S_0^{n-1}, T_u N)$ such that the limit,

$$\lim_{r \to +\infty} f^\frac{n}{2} e^{-f/2}(u_2 - u_1)(r, \omega) = : \kappa_{12}(\omega), \quad \omega \in S_0^{n-1},$$

exists and holds in the $C^k(S_0^{n-1}, \mathbb{R}^m)$ topology. Moreover, $u_1 = u_2$ if and only if $\kappa_{12} = 0$.

**Remark 6.2.** Theorem 6.1 should be interpreted as a unique continuation at infinity, i.e. it involves a Carleman estimate adapted to the harmonic oscillator: it is a non-linear version of Theorem 5.4. The heuristics behind this rate are the following: the difference $u_1 - u_2$ lies approximately in the kernel of the weighted operator $\Delta_f$ and goes to zero at infinity. The solutions that lies in the kernel of $\Delta_f$ are of two kinds: either they behave like $f^{-1}$ or they decay like $f^{-\frac{n}{2}} e^{-f}$.

**Remark 6.3.** The restriction $k \geq 4$ on the regularity at infinity is due to Proposition 2.9 whose proof asks for two more derivatives: see Remark 2.10. This explains the regularity of the limit $\kappa_{12}$: this is far from being optimal but it is sufficient to prove Theorem 6.7 on generic uniqueness.

We use and adapt the results from [Der17b] on unique continuation at infinity for approximate eigentensors of the drift Laplacian $\Delta_f$: as the methods are very similar, we only give the main steps. We start with a key estimate based on a commutator estimate: see [Der17b] and the references therein for the motivations of such estimates.

By using the same notations introduced in [Section 3, Der17b], one defines two operators acting on $C_0^\infty(\mathbb{R}^n, \mathbb{R}^m)$ as follows:

$$H \phi := -\Delta_f \phi, \quad A \phi := \nabla \nabla_f \phi + \frac{f}{2} \phi, \quad \phi \in C_0^\infty(\mathbb{R}^n, \mathbb{R}^m).$$
Then one checks that $A$ is anti-symmetric with respect to the weighted measure $e^f dx$. [Corollary 3.3, \cite{Der17b} applied to the Ricci expanding soliton $(\mathbb{R}^n, \text{eucl}, \nabla f)$ gives:
\[
\langle [H, A] \phi, \phi \rangle_{L^2_f} = \int_{\mathbb{R}^n} \langle H \phi, \phi \rangle - \frac{f}{2} |\phi|^2 e^f dx, \quad \phi \in C_0^\infty(\mathbb{R}^n, \mathbb{R}^m),
\]
where the notation $L^2_f$ stands for the space $L^2(e^f dx)$.

The next lemma corresponds to [Lemma 3.6, \cite{Der17b}] that needs some modification in the setting of expanding solutions to the harmonic map flow. For this purpose, define the following weight:
\[
F_\alpha := \frac{f}{2} + \frac{2 \alpha + n}{4} \ln f, \quad \alpha \geq 0.
\]
In the sequel, we intend to estimate an element in the kernel of the Jacobi operator or the difference of two expanding solutions of the Harmonic map flow in the $L^2$ spaces defined with respect to the weighted measures $e^{f+2F_\alpha} dx$ for all $\alpha \geq 0$.

\textbf{Lemma 6.4.} Let $u$ be an expanding solution of the Harmonic map flow in $L^2_{k,\alpha}(N)$ with $k \geq 2$, $\alpha \in (0, 1)$. Then there exist some positive constant $c$ and a positive radius $R$ such that for any positive $\alpha$ with $\alpha R^2 \geq c$ and for any tensor $\phi \in C_0^\infty(\mathbb{R}^n, T_u N)$ supported outside $B(0, R)$,
\[
\int_{\mathbb{R}^n} \left( \alpha + \frac{\alpha^2}{f^2} \right) |\phi|^2 e^{2F_\alpha + f} dx \leq c \left( 1 + \frac{1}{\alpha} \right) \| (H \phi) \|^2 + c \| (H \phi)^{-1} e^{F_{\alpha-1}} \|^2.
\]
In particular, (46) holds for any smooth tensor supported outside $B(0, R)$ such that $\phi e^{F_\alpha}$, $(H \phi) e^{F_\alpha}$, $(H \phi)^{-1} e^{F_{\alpha-1}}$ and $(\nabla \phi) e^{F_{\alpha-1}}$ lie in $L^2(e^f dx)$.

\textbf{Proof of Lemma 6.4.} Consider $\phi_\alpha := e^{F_\alpha} \phi$ for $\alpha \geq 0$. Let us apply (45) to $\phi_\alpha$:
\[
\langle [H, A] \phi_\alpha, \phi_\alpha \rangle_{L^2_f} = \int_{\mathbb{R}^n} \langle H \phi_\alpha, \phi_\alpha \rangle - \frac{f}{2} |\phi_\alpha|^2 e^f dx.
\]
Define a function $w_\alpha$ by:
\[
\nabla F_\alpha = \left( \frac{1}{2} + \frac{2 \alpha + n}{4 f} \right) \nabla f =: w_\alpha \nabla f.
\]
Note that $w_\alpha \geq 1/2$. Now we compute $H \phi_\alpha$ as in the proof of [Lemma 3.6, \cite{Der17b}]:
\[
H \phi_\alpha = (H \phi) e^{F_\alpha} + |\nabla F_\alpha|^2 \phi_\alpha - B \phi_\alpha,
\]
where the operator $B$ is defined by:
\[
B \phi_\alpha := 2w_\alpha A \phi_\alpha + < \nabla f, \nabla w_\alpha > \phi_\alpha.
\]
One can check that $B$ is anti-symmetric with respect to the weighted measure $e^f dx$. The next step consists in estimating the scalar product $\langle [H, A] \phi_\alpha, \phi_\alpha \rangle_{L^2_f}$ from above:
\[
2 \langle H \phi_\alpha, A \phi_\alpha \rangle_{L^2_f} \leq 2 \langle A \phi_\alpha, (H \phi) e^{F_\alpha} + |\nabla F_\alpha|^2 \phi_\alpha - \langle \nabla f, \nabla w_\alpha \rangle \phi_\alpha \rangle_{L^2_f} - |A \phi_\alpha|^2_{L^2_f}
\]
Now, since \( \phi \) takes its values into \( T_u N \):

\[
\langle A\phi_\alpha, (H\phi)e^{F_\alpha} \rangle_{L^2_f} = \langle A\phi_\alpha, (H\phi)^\top e^{F_\alpha} \rangle_{L^2_f} + \langle A\phi_\alpha, (H\phi)^\perp e^{F_\alpha} \rangle_{L^2_f}
\]

\[
= \langle A\phi_\alpha, (H\phi)^\top e^{F_\alpha} \rangle_{L^2_f} + \langle \nabla_{\nabla f} \phi_\alpha, (H\phi)^\perp e^{F_\alpha} \rangle_{L^2_f}
\]

\[
\leq \|A\phi_\alpha\|_{L^2_f} \|\phi_\alpha\|_{L^2_f} + C \|\phi_\alpha f^{-1/2}\|_{L^2_f} \|\phi_\alpha f^{-1/2} e^{F_\alpha}\|_{L^2_f},
\]

since the operator that sends \( \phi \in C^\infty_0(\mathbb{R}^n, T_u N) \) to \( (A\phi)^\perp \) is actually a zero-order operator decaying like \( \nabla f \), i.e. like \( f^{-1} \). Therefore, by using Young’s inequality,

\[
2 \langle H\phi_\alpha, A\phi_\alpha \rangle_{L^2_f} \leq \|\nabla_{\nabla f} \phi_\alpha \|_{L^2_f}^2 + 2 \langle A\phi_\alpha, |\nabla F_\alpha|^2 \phi_\alpha - \langle \nabla f, \nabla w_\alpha \rangle \phi_\alpha \rangle_{L^2_f} + C \|\phi_\alpha f^{-1/2}\|_{L^2_f} \|\phi_\alpha f^{-1/2} e^{F_\alpha}\|_{L^2_f}.
\]

By using the definition of \( F_\alpha \) and an integration by parts to get rid of the presence of the operator \( A \) in the previous estimate, one gets:

\[
2 \langle H\phi_\alpha, A\phi_\alpha \rangle_{L^2_f} \leq \|\nabla_{\nabla f} \phi_\alpha \|_{L^2_f}^2 + \|\phi_\alpha f^{-1/2}\|_{L^2_f} \|\phi_\alpha f^{-1/2} e^{F_\alpha}\|_{L^2_f} + C \|\phi_\alpha f^{-1/2}\|_{L^2_f} \|\phi_\alpha f^{-1/2} e^{F_\alpha}\|_{L^2_f}.
\]

We use finally the anti-symmetry of the operator \( B \) showing up in (18) together with inequalities (49), (50) and equality (47) to establish the following estimate:

\[
\int_{\mathbb{R}^n} \left( \|\phi_\alpha \|^2 + \nabla f \cdot (|\nabla F_\alpha|^2 - \nabla f \cdot \nabla w_\alpha) - \frac{f}{2} \right) |\phi_\alpha|^2 e^f \, dx \leq \|\nabla_{\nabla f} \phi_\alpha \|_{L^2_f}^2 + \|\phi_\alpha f^{-1/2}\|_{L^2_f} \|\phi_\alpha f^{-1/2} e^{F_\alpha}\|_{L^2_f} + C \|\phi_\alpha f^{-1/2}\|_{L^2_f} \|\phi_\alpha f^{-1/2} e^{F_\alpha}\|_{L^2_f}.
\]

A lengthy computation similar to [p. 3123, Der17b] shows that:

\[
|\nabla F_\alpha|^2 + \nabla f \cdot (|\nabla F_\alpha|^2 - \nabla f \cdot \nabla w_\alpha) - \frac{f}{2} = \left( \frac{\alpha}{2} + \frac{n\alpha^2}{4f^2} \right) (1 + O(f^{-1})).
\]

Therefore, there exists a radius \( R \) sufficiently large such that for any positive \( \alpha \) and any tensor \( \phi \) compactly supported outside \( B(0, R) \):

\[
\int_{\mathbb{R}^n} \left( \|\phi_\alpha \|^2 + \frac{n\alpha^2}{4f^2} \right) (1 + O(f^{-1})) |\phi_\alpha|^2 e^f \, dx \leq \|\nabla_{\nabla f} \phi_\alpha \|^2_{L^2_f} + \|\phi_\alpha f^{-1/2}\|^2_{L^2_f} + C \|\phi_\alpha f^{-1/2}\|^2_{L^2_f}.
\]

By using Young’s inequality on the first term of the left-hand side of the previous inequality:

\[
\int_{\mathbb{R}^n} \left( \|\phi_\alpha \|^2 + \frac{n\alpha^2}{4f^2} \right) \|\phi_\alpha \|^2 \, dx \leq c (1 + \alpha^{-1}) \|\nabla_{\nabla f} \phi_\alpha \|^2_{L^2_f} + \|\phi_\alpha f^{-1/2}\|^2_{L^2_f} + C \|\phi_\alpha f^{-1/2}\|^2_{L^2_f},
\]

where \( c \) is a uniform positive constant.

This implies the expected Lemma by absorbing the last term \( \|\phi_\alpha - 1\|^2_{L^2_f} \) by the left-hand side if \( \alpha R^2 \) is universally large enough. The last statement follows from a density argument.
Proposition 6.5. Let \( u \) be an expanding solution to the Harmonic map flow with \( k \geq 2 \). Let \( \phi \in C^\infty_0(\mathbb{R}^n, \mathbb{R}^m) \). Then, for any nonnegative \( \alpha \),

\[
I^k_\alpha(\phi) := \int_{\mathbb{R}^n} f^k |\nabla^k \phi|^2 e^{2F_\alpha} e^f dx,
\]

\[
J^T_\alpha(\phi) := \int_{\mathbb{R}^n} |(H\phi)^\top|^2 e^{2F_\alpha} e^f dx, \quad J^\bot_\alpha(\phi) := \int_{\mathbb{R}^n} |(H\phi)^\bot|^2 e^{2F_\alpha} e^f dx.
\]

We state without proof a proposition analogous to [Proposition 3.5, Der17b]:

**Proposition 6.5.** Let \( u \in \mathcal{E}^{k,\alpha}(N) \) be an expanding solution to the Harmonic map flow with \( k \geq 2 \). Let \( \phi \in C^\infty_0(\mathbb{R}^n, T_u N) \). Then, for any nonnegative \( \alpha \),

\[
\int_{\mathbb{R}^n} |\nabla^2 \phi|^2 e^{2F_\alpha} e^f dx = I^1_{\alpha-1}(\phi) \lesssim J^T_\alpha(\phi) + I^0_{\alpha+1}(\phi) + \alpha I^0_\alpha(\phi) + \alpha^2 I^0_{\alpha-1}(\phi),
\]

where the sign \( \lesssim \) means up to a positive multiplicative constant uniform in the parameters.

Proof of Theorem 5.4 (unique continuation part). Let \( \kappa \in \ker_0 L_u \) be a Jacobi field along an expanding solution \( u \in \mathcal{E}^{k,\alpha}(N) \). Then:

\[
H\kappa = D_u A(\kappa)(\nabla u, \nabla) + 2A(u)(\nabla u, \nabla \kappa).
\]

In particular, (52) can be rewritten schematically as:

\[
(H\kappa)^\top = O(f^{-1}) * \kappa, \quad (H\kappa)^\bot = O(f^{-1/2}) * \nabla \kappa.
\]

We start by showing that both the gradient and the tangential part of the weighted Laplacian of a Jacobi field lie in \( L^2(e^{2F_\alpha+f} dx) \) as soon as \( \kappa \) does for a different \( \alpha \) eventually:

**Lemma 6.6.** If \( \kappa \in \ker_0 L_u \) lies in \( L^2(e^{2F_\alpha+f} dx) \) for some nonnegative \( \alpha \) then, \( \nabla \kappa \in L^2(e^{2F_{\alpha+1}+f} dx) \), \( (H\kappa)^\top \in L^2(e^{2F_\alpha+f} dx) \) and \( (H\kappa)^\bot \in L^2(e^{2F_{\alpha-1}+f} dx) \)

The proof of Lemma 6.6 is exactly the same as the proof of [Lemma 4.1, Der17b]. Note that Lemma 6.6 enables to apply Lemma 6.4. The next claim establishes the expected unique continuation in case \( \kappa \in L^2(e^{2F_\alpha+f} dx) \) for all nonnegative \( \alpha \):

**Claim 2.** Let \( \kappa \in \ker_0 L_u \) such that \( \kappa \in L^2(e^{2F_\alpha+f} dx) \) for all nonnegative \( \alpha \) then \( \kappa \equiv 0 \).

Proof of Claim 2. Again, the statement of Claim 2 echoes [Theorem 4.2, Der17b] and so does its proof. It is sufficient to prove that \( \kappa \equiv 0 \) outside a ball \( B(0, R) \) by classical unique continuation results for second order elliptic equations: see [Aro57] for instance.

Let us localize \( \kappa \) at infinity by multiplying it by a cut-off function \( \eta \) supported outside a ball \( B(0, R) \) of radius \( R \) sufficiently large such that Lemma 6.4 is applicable: if \( \alpha \geq 1 \), the condition \( \alpha R^2 \geq c \) from Lemma 6.4 will be automatically satisfied. Then define the vector field \( \tilde{\kappa} := \eta \kappa \) and apply Lemma 6.4 in terms of the quantities \( I^\kappa_\alpha(\tilde{\kappa}) \) introduced previously:

\[
\alpha I^0_\alpha(\tilde{\kappa}) + \alpha^2 I^0_{\alpha-2}(\tilde{\kappa}) \lesssim \left( 1 + \frac{1}{\alpha} \right) J^T_\alpha(\tilde{\kappa}) + J^\bot_{\alpha-1}(\tilde{\kappa}).
\]

□
Now, one can write schematically:

\[ H\tilde{\kappa} = \eta(\kappa) + \eta H\kappa, \]

where \(\eta(\kappa)\) denotes a (generic) vector field compactly supported in \(B(0,R)\) depending on \(\kappa\) and \(\nabla\kappa\). By projecting on \(T_u N\), one gets:

\[(H\tilde{\kappa})^\top = \eta(\kappa) + O(f^{-1}) \ast \tilde{\kappa}, \quad (H\tilde{\kappa})^\perp = \eta(\kappa) + O(f^{-1/2}) \ast \nabla\tilde{\kappa}.\]

Therefore, for \(\alpha \geq 1\),

\[
J_{\alpha}^\top(\tilde{\kappa}) + J_{\alpha-1}^\perp(\tilde{\kappa}) \lesssim C(R, \tilde{\kappa})e^{\sup_{B(0,R)}(2F_0 + f)} + I_{\alpha-2}(\tilde{\kappa}) + \int_{\mathbb{R}^n} |\nabla\tilde{\kappa}|^2 e^{2F_{\alpha-2} + f} \, dx \tag{55}
\]

According to Proposition \[6.5\]

\[
I_{\alpha-3}(\tilde{\kappa}) \lesssim J_{\alpha-2}^\top(\tilde{\kappa}) + J_{\alpha-1}^\perp(\tilde{\kappa}) + \alpha J_{\alpha-2}^\perp(\tilde{\kappa}) + \alpha^2 I_{\alpha-3}(\tilde{\kappa}). \tag{56}
\]

By concatenating inequalities (55) and (56), one checks that for \(R\) sufficiently large but independent of \(\alpha \geq 1\):

\[
J_{\alpha}^\top(\tilde{\kappa}) + J_{\alpha-1}^\perp(\tilde{\kappa}) \lesssim C(R, \tilde{\kappa})e^{\sup_{B(0,R)}(2F_0 + f)} + I_{\alpha-2}(\tilde{\kappa}) + \alpha I_{\alpha-2}(\tilde{\kappa}) + \alpha^2 I_{\alpha-3}(\tilde{\kappa}). \tag{57}
\]

Using now inequality (54) gives:

\[
\alpha I_{\alpha}^\top(\tilde{\kappa}) + \alpha^2 I_{\alpha-2}(\tilde{\kappa}) \lesssim C(R, \kappa)e^{\sup_{B(0,R)}(2F_0 + f)} + I_{\alpha-1}(\tilde{\kappa}) + \alpha I_{\alpha-2}(\tilde{\kappa}) + \alpha^2 I_{\alpha-3}(\tilde{\kappa}),
\]

which implies in turn that:

\[\alpha I_{\alpha}^\top(\tilde{\kappa}) + \alpha^2 I_{\alpha-2}(\tilde{\kappa}) \lesssim C(R, \kappa)e^{\sup_{B(0,R)}(2F_0 + f)}.\]

Therefore, we have proved in particular that for all \(\alpha \geq 1\):

\[
\alpha \int_{\mathbb{R}^n \setminus B(0,R)} |\kappa|^2 \, dx \lesssim C(R, \kappa)e^{\sup_{B(0,R)}(2F_0 + f) - \inf_{B(0,R)}(2F_0 + f)} \lesssim C(R, \kappa).
\]

Hence \(\kappa \equiv 0\) on \(\mathbb{R}^n \setminus B(0,R)\) by letting \(\alpha\) go to \(+\infty\).

This ends the proof of Claim 2.

\[\square\]

To finish the proof of Theorem 5.4 (unique continuation part), it suffices to check that the assumption of Claim 2 holds. As the arguments are very close to [Section 4.2, Der17b], we will be very sketchy. Consider the set

\[S := \left\{ \alpha \in [0, +\infty) \mid \kappa \in L^2 \left( e^{2F_0 + f} \, dx \right) \right\}.\]

We proceed by showing that \(S\) is non-empty, closed and open set of \([0, +\infty)\).

The fact that \(S\) is open can be proved as in [Claim 3, Der17b]: the estimates that are being used are taken from the proof of Claim 2 in our setting. The same holds for proving that \(S\) is closed: this fact corresponds to [Claim 2, Der17b].

We give some details to show that \(S\) is non-empty: recall from the proof of Theorem 5.4 that the rescaled vector field \(\kappa_f := f^{n/2} e^f \kappa\) satisfies

\[
\Delta - f \kappa_f = V(u) \ast \kappa_f + W(u) \ast \nabla \kappa_f,
\]

\[
V(u) \in C_{f}^{k-2,\alpha}(\mathbb{R}^n, (\mathbb{R}^m)^* \otimes \mathbb{R}^m), \quad W(u) \in C_{f^{1/2}}^{k-1,\alpha}(\mathbb{R}^n, (\nabla \mathbb{R}^m)^* \otimes \mathbb{R}^m)). \tag{58}
\]
Then, by parabolic Schauder estimates for backward heat equations, one gets that $\nabla^i\kappa_f = O(f^{-\frac{i}{2}})$ for $i = 1, 2$. Therefore, the radial derivative $\nabla \kappa_f$ decays at least like $f^{-1}$. In particular, it shows that $\kappa_f = O(f^{-1})$ since by assumption, $\kappa_f$ converges to 0 radially at infinity. Finally, it implies that $\kappa$ lies in $L^2(e^{F_1+f}\, dx)$, i.e. $1 \in S$.

**Proof of Theorem 6.1.** We now prove Theorem 6.1.

Let $u_1$ and $u_2$ be two expanding solutions in $E^{4p}_{2p}(N)$ coming out of the same 0-homogeneous map $u_0 \in C^{2,\alpha}(S^{n-1}, N)$. Then, by linearizing around the map $u_1$:

$$
\Delta_f(u_2 - u_1) = -2A(u_1)(\nabla(u_2 - u_1), \nabla u_1) - D_{u_1}A(u_2 - u_1)(\nabla u_1, \nabla u_1) + Q(u_2 - u_1),
$$

where the term $Q(u_2 - u_1)$ satisfies pointwise:

$$
|Q(u_2 - u_1)| \leq C(N) (|u_2 - u_1| |\nabla(u_2 - u_1)| + |\nabla(u_2 - u_1)|^2).
$$

Therefore, the difference $u_2 - u_1$ satisfies a system of equations very similar to (53):

$$
(H(u_2 - u_1))^\top = O(f^{-1}) * (u_2 - u_1) + (Q(u_2 - u_1))^\top, \quad (H(u_2 - u_1))^\perp = O(f^{-1/2}) * \nabla(u_2 - u_1) + (Q(u_2 - u_1))^\perp.
$$

The proof is now along the same lines of the proof of the unique continuation part of Theorem 5.4. However, Lemma 6.4 and Proposition 6.5 need to be slightly adjusted since the difference of the two solutions $\xi := u_2 - u_1$ does not take its values into $T_u N$ a priori. To circumvent this issue, we use the following observation already noticed in the proof of Theorem 2.4: the orthogonal projection of $\xi$ on $(T_u N)^\perp$ is depending quadratically on the norm of $\xi$, i.e. there is a positive constant $C(N)$ such that

$$
|\xi^\perp| \leq C(N) |\xi|^2, \quad |\xi| \leq \delta(N),
$$

pointwise, where $\delta(N)$ is a sufficiently small positive constant depending on the geometry of $N$. Moreover, according to ([3.4.6], [HM92]), one can also estimate the first-derivative of $\xi^\perp$ in a better way:

$$
|\nabla \xi^\perp| \leq C(N) (|\nabla \xi| + |\nabla u||\xi|^2), \quad |\xi| \leq \delta(N).
$$

In particular, the proof of Lemma 6.4 applied to $\xi$ leads to:

**Claim 3.** Define the map $\xi_\alpha := e^{F_a}\xi$ for $\alpha \geq 0$. Then there exist some positive constant $c$ and a positive radius $R$ such that for any positive $\alpha$ with $\alpha R^2 \geq c$,

$$
\alpha \|\eta \xi_\alpha\|_{L^2} + \alpha^2 \|\xi_\alpha|_2\|^2_{L^2} \lesssim \left(1 + \frac{1}{\alpha}\right) \left\|(H \eta)\xi \right\|^2_{L^2} + \left\|(H \eta \xi)\xi^\perp\right\|^2_{L^2},
$$

for any smooth function $\eta \in C^\infty_0(\mathbb{R}^n, \mathbb{R})$ compactly supported outside $B(0,R)$.

**Proof of Claim 3.** Since the proof does not use the equations (60) and (61), one can assume that $\xi$ is already supported outside a ball $B(0, R)$ where $R$ is a radius to be determined later. This remark will lighten the notations.

Let us notice that identities (47) and (48) remain unchanged when applied to the map $\xi_\alpha := e^{F_a}\xi$. To estimate the scalar product $\langle A\xi_\alpha, (H\xi)(e^{F_a})\rangle_{L^2}$:

$$
\langle A\xi_\alpha, (H\xi)(e^{F_a})\rangle_{L^2} = \langle A\xi_\alpha, (H\xi)^\top e^{F_a}\rangle_{L^2} + \langle A\xi_\alpha, (H\xi)^\perp e^{F_a}\rangle_{L^2}
$$

$$
= \langle A\xi_\alpha, (H\xi)^\top e^{F_a}\rangle_{L^2} + \left\langle \nabla f \xi_\alpha + \frac{f}{2}\xi_\alpha^\perp, (H\xi)^\perp e^{F_a}\right\rangle_{L^2},
$$

for any smooth function $\eta \in C^\infty_0(\mathbb{R}^n, \mathbb{R})$ compactly supported outside $B(0,R)$.
we observe by using (62) and (63) that, pointwise,
\[ f \xi_\alpha^\perp \leq f e^{F_{\alpha}} |\xi_\alpha^\perp| \leq C(N) f |\xi_\alpha|, \]
\[ \left| \langle \nabla f \xi_\alpha^\perp \rangle \right| \approx \left| \nabla \nabla f \left( \xi_\alpha^\perp \right) \right| + \frac{|\xi_\alpha|}{f} \]
\[ \approx (f + \alpha) \left| \xi_\alpha^\perp \right| + e^{F_{\alpha}} \left| \nabla \nabla f (\xi_\perp) \right| + \frac{|\xi_\alpha|}{f} \]
\[ \approx (f + \alpha) |\xi_\alpha| + \left( f^{1/2} |\nabla | + |\xi| + f^{-1} \right) |\xi_\alpha|, \]

since \( f^{1/2} |\nabla u| \) is bounded uniformly. Since \( \xi \) and \( \nabla \xi \) are decaying exponentially by Theorem 2.4 and Proposition 2.9, the following estimate holds:
\[ \left| \langle A_{\alpha}, (H \xi)e^{F_{\alpha}} \rangle \right|_{L^2} \leq \|A_{\alpha}\|_{L^2} \left\| (H \xi)^{\perp} e^{F_{\alpha}} \right\|_{L^2} + \left\| (H \xi)^{\perp} e^{F_{\alpha-1}} \right\|_{L^2}^2 \]
\[ + \|\xi_{\alpha-1}\|_{L^2}^2 + \alpha^2 \|\xi_{\alpha-3}\|_{L^2}^2. \]

By inspecting the proof of Lemma 6.4 one arrives at the following conclusion: there exists a radius \( R \) sufficiently large such that for any positive \( \alpha \):
\[ \int_{\mathbb{R}^n} \langle e^{F_{\alpha}} (H \xi), \xi_\alpha \rangle + \left( \frac{\alpha}{2} + \frac{n \alpha^2}{4 f^2} \right) (1 + O(f^{-1})) |\xi_\alpha|^2 e^{f} dx \leq \]
\[ \left\| (H \xi)^{\perp} e^{F_{\alpha}} \right\|_{L^2}^2 + \left\| (H \xi)^{\perp} e^{F_{\alpha-1}} \right\|_{L^2}^2 + \|\xi_{\alpha-1}\|_{L^2}^2 + \alpha^2 \|\xi_{\alpha-3}\|_{L^2}^2. \]

Using (62) again leads to the proof of Claim 3. \( \square \)

Similarly, Proposition 6.5 becomes in this setting.

**Claim 4.** For any nonnegative \( \alpha \), and any \( \eta \in C_0^{\infty}(\mathbb{R}^n, \mathbb{R}) \),
\[ \int_{\mathbb{R}^n} |\nabla (\eta \xi)|^2 e^{2F_{\alpha}} e^{f} dx = I_{\alpha-1}^1(\eta \xi) \leq J_{\alpha-1}(\eta \xi), \]
\[ + I_{\alpha-1}^0(\eta \xi) + \alpha I_{\alpha-1}^0(\eta \xi) + \alpha^2 I_{\alpha-1}^0(\eta \xi). \]  

Notice the extra-term \( J_{\alpha-1}(\eta \xi) \) involving the normal part of the operator \( H \) acting on \( \eta \xi \). Then the proof of the unique continuation is exactly the same as the proof of Theorem 5.4 (unique continuation part): Lemma 6.6 continues to hold in this setting, Lemma 6.7 is replaced by Claim 3 and Claim 4 plays the role of Proposition 6.5. Finally, to prove that the set \( S \) is not empty, one uses Proposition 2.9 to show that \( f^{n/2} e^f = O(f^{-1}) \), i.e. \( 1 \in S \). \( \square \)

Recall that a set \( E \) is of codimension \( m \) in a Banach space \( X \) if \( E \subset \cup_{i \geq 1} \Pi_i(X_i) \) where, for each index \( i \geq 1 \), \( X_i \) is a submanifold of \( X \times \mathbb{R}^{k_i} \) of codimension \( m + k_i \) and where \( \Pi_i : X \times \mathbb{R}^{k_i} \to X \) denotes the projection onto the first factor.

Note as explained in [Section 1.6, [Whi87]] that a set of positive codimension is of first (Baire) category.

**Theorem 6.7** (Generic uniqueness). The set of regular values of \( \Pi \) in \( C^{k,\alpha}(\mathbb{S}^{n-1}, N) \), \( k \geq 4 \), that are smoothed out by more than one expanding solution in \( C^{k,\alpha}(\mathbb{S}^{n-1}, N) \) with 0 relative entropy is of codimension 1. In particular, the set of boundary maps in \( C^{k,\alpha}(\mathbb{S}^{n-1}, N) \) that
are smoothed out by more than one expanding solution in \( \mathcal{E}_{xp}^{k,\alpha}(N) \) with 0 relative entropy is of first category.

**Proof.** Consider the following set of expanding maps coming out of the same map with 0 relative entropy:

\[
\mathcal{E}_0^{k,\alpha}(N) := \left\{ (u_i)_{i=1,2} \in \mathcal{E}_{xp}^{k,\alpha}(N), \quad \Pi(u_1) = \Pi(u_2), \quad u_1 \neq u_2, \quad \mathcal{E}(u_2, u_1) = 0 \right\}.
\]

Let \((u_i)_{i=1,2} \in \mathcal{E}_0^{k,\alpha}(N)\) with \(\Pi(u_1) = \Pi(u_2) =: u_0\) and let \((\iota_{u_i}, U_i \cap s_{u_i}^{-1}(0), W_i \cap \mathcal{E}_{xp}^{k,\alpha}(N))_{i=1,2}\) be the corresponding charts given by [6], Theorem 5.7 where the neighborhoods \((U_i)_{i=1,2}\) and \((W_i)_{i=1,2}\) are open for the \(C^{k,\alpha'}\) topology. From now on, rename the neighborhoods \(U_i \cap s_{u_i}^{-1}(0), i = 1, 2\) by \(U_i\). Then define the following functional that will serve as a Morse functional on a neighborhood of \((u_0, 0)\):

\[
\mathcal{E}_{12} : \quad U := U_1 \cap U_2 \subset C^{k,\alpha}(S^{n-1}, N) \times \{0\} \quad \mapsto \quad \mathbb{R} \quad \mapsto \quad \mathcal{E}(\iota_{u_2}(v_0, 0), \iota_{u_1}(v_0, 0)).
\]

The maps \(\iota_{u_1}(v_0, 0)\) and \(\iota_{u_2}(v_0, 0)\) are two expanding maps in \(\mathcal{E}_{xp}^{k,\alpha}(N)\) coming out of the same map \(v_0\) by [1], Theorem 5.7, therefore Theorem 3.1 ensures the functional \(\mathcal{E}_{12}\) is well-defined.

Let \((v_0(\tau))_{-\varepsilon < \tau < \varepsilon}\) be a smooth curve of maps in \(U \subset C^{k,\alpha}(S^{n-1}, N)\) such that:

\[
v_0(0) = u_0, \quad \frac{d}{d\tau} \bigg|_{\tau=0} v_0(\tau) =: \xi_0 \in C^{k,\alpha}(S^{n-1}, \tau_{u_0}N),
\]

and let \(\kappa_{12} := \lim_{r \to \infty} f^{n/2} e^{f}(u_2 - u_1)\) whose existence is ensured by Theorem 6.1. We adapt the proof of the monotonicity property established in Theorem 3.1 as follows:

\[
D_1\mathcal{E}_{12}(u_0, 0)(\xi_0) = \lim_{R \to +\infty} \int_{B(0,R)} \langle \nabla \xi_2, \nabla u_2 \rangle - \langle \nabla \xi_1, \nabla u_1 \rangle \, d\mu_f,
\]

\[
\xi_i := \lim_{R \to +\infty} \int_{S(0,R)} \langle \xi_i, \nabla u_i \rangle \, d\sigma_f, \quad i = 1, 2.
\]

Now, by integrating by parts once and by using the facts that \(\Delta_f u_i \perp T_{u_i}N\) for \(i = 1, 2\):

\[
\int_{B(0,R)} \langle \nabla \xi_2, \nabla u_2 \rangle - \langle \nabla \xi_1, \nabla u_1 \rangle \, d\mu_f = \int_{B(0,R)} \langle \xi_1, \Delta_f u_1 \rangle - \langle \xi_2, \Delta_f u_2 \rangle \, d\mu_f + \int_{S(0,R)} \langle \xi_2, \nabla_{\partial \cdot} u_2 \rangle - \langle \xi_1, \nabla_{\partial \cdot} u_1 \rangle \, d\sigma_f
\]

\[
= \int_{S(0,R)} \langle \xi_2, \nabla_{\partial \cdot} u_2 \rangle - \langle \xi_1, \nabla_{\partial \cdot} u_1 \rangle \, d\sigma_f.
\]

We claim that \(\xi := \xi_1 - \xi_2\) decays as fast as Jacobi fields along an expanding solution vanishing at infinity, i.e.

\[
\xi = O \left( f^{-\frac{n}{2}} e^{-f} \right).
\]

First of all, the projection \(\xi_{\perp 1}\) onto \((T_{u_1}N)^\perp\) satisfies:

\[
\xi_{\perp 1} = \xi_{2 \perp 1} = \xi_{1 \perp 1} = O(u_2 - u_1) * \xi_2 = O \left( f^{-\frac{n}{2}} e^{-f} \right),
\]

since \(\xi_2 \in T_{u_2}N\).
Now, let us derive the evolution equation of the projection $\xi^T$ onto $T_{u_1} N$:

$$\Delta_f \xi^T, \xi^T = -2 \left< A(u_2)(\nabla u_2, \nabla \xi_2), \xi^T \right> - \left< D_{u_2} A(\xi_2)(\nabla u_2, \nabla u_2), \xi^T \right> - \left< \Delta_f \xi^T, \xi^T \right> + \left< D_{u_1} A(\xi_1)(\nabla u_1, \nabla u_1), \xi^T \right>.$$

Let us estimate each term on the righthand side of the previous equation:

$$\left< A(u_2)(\nabla u_2, \nabla \xi_2), \xi^T \right> = \left< \xi^T f^{1/2} - \xi^T, \xi^T \right> - \left< \xi^T f^{1/2} - \xi^T, \xi^T \right> \xi^T.$$

By using (67) together with Theorem 2.4 and Proposition 2.9,

$$\left< D_{u_2} A(\xi_2)(\nabla u_2, \nabla u_2) - D_{u_1} A(\xi_1)(\nabla u_1, \nabla u_1), \xi^T \right> = 0(f^{-1})*\xi^T + O(f^{-n/2})\xi^T.$$

Similarly, one gets: $\Delta_f \xi^T = O(f^{-n/2}e^{-f})$.

Consequently, the norm of the difference $|\xi^T|$ is a weak subsolution of the following differential inequality:

$$\Delta_f |\xi^T| \geq -O(f^{-1})|\xi^T| - O(f^{-n/2}e^{-f}).$$

Adapting the proof of Theorem 2.4 on the decay of Jacobi fields that vanish at infinity, one gets, $\xi^T = O(f^{-n/2}e^{-f})$, as expected.

By using Theorem 6.1,

$$\lim_{R \to +\infty} \int_{B(0, R)} \left< \nabla \xi_2, \nabla u_2 \right> - \left< \nabla \xi_1, \nabla u_1 \right> d\mu_f =$$

$$\lim_{R \to +\infty} \int_S \left< \xi_1, \nabla \partial_r (u_2 - u_1) \right> d\sigma_f + \lim_{R \to +\infty} \int_S \left< \xi_2 - \xi_1, \nabla \partial_r u_2 \right> d\sigma_f$$

$$= \lim_{R \to +\infty} \int_S \left< \xi_1, \nabla \partial_r (f^{-1/2}e^{-f}) \right> d\sigma_f + O(R^{-2})$$

$$= -c_n \int_{\mathbb{S}^{n-1}} \langle \xi_0, \kappa_{12} \rangle d\sigma,$$

for some positive constant $c_n$. Consequently:

$$D_1 \xi_{12}(u_0, 0)(\xi_0) = -c_n \int_{\mathbb{S}^{n-1}} \langle \xi_0, \kappa_{12} \rangle d\sigma.$$

Since $u_1 \neq u_2$, Theorem 6.1 ensures that $\kappa_{12} \neq 0$ which implies that $\xi_{12}$ is a local submersion at $(u_0, 0)$. Therefore, $E_{12} \{0\} \cap U$ is of codimension 1 by the implicit function theorem.
We conclude by invoking the separability of $\mathcal{E}_{2p}^{k,\alpha}(N)$ with respect to the $C^{k,\alpha'}$ topology, $\alpha' \in (0, \alpha)$, established in [2a], Theorem 5.8: indeed, there exists a countable subcover $\{U^i := \mathcal{E}_{2p}^{k,\alpha}(N)\}$ such that each $U^i$ has codimension 1.

\[ \square \]

7. Compactness and asymptotic estimates

The purpose of this section is to prove that the set of smooth expanding solutions coming out of smooth 0-homogeneous maps $u_0 : \mathbb{R}^n \rightarrow N$ that are regular at infinity is compact provided the set of initial conditions $u_0$ is and an a priori uniform bound on the $C^0$ norm of the gradient of such expanders holds. These results are reminiscent of a previous work due to the author on expanding Ricci solitons [Der17a].

**Theorem 7.1.** Let $u : \mathbb{R}^n \rightarrow N \subset \mathbb{R}^m$ be a smooth expanding solution coming out of the 0-homogeneous map $u_0 : \mathbb{R}^n \rightarrow N$. Assume $u$ is regular at infinity. Then,

\[
\sup_{x \in \mathbb{R}^n} f(x) |\nabla u(x)| \leq C(n, N, \|u\|_{C^0(\mathbb{R}^n)}, \|u_0\|_{C^0(\mathbb{S}^{n-1})}).
\]

**Proof.** Let us derive the evolution equation satisfied by $|\nabla u|^2$ with the help of Bochner’s formula:

\[
\Delta_f |\nabla u|^2 = 2|\nabla^2 u|^2 + 2 < \Delta_f \nabla u, \nabla u >
\]

\[
= 2|\nabla^2 u|^2 + 2 |\nabla u|^2 + 2 \nabla (\Delta_f u), \nabla u >
\]

\[
= 2|\nabla^2 u|^2 + 2 |\nabla u|^2 + 2 \nabla (A(u)(\nabla u, \nabla u)), \nabla u >.
\]

Since $A(u)(\nabla u, \nabla u) \perp \nabla u$,

\[
\Delta_f |\nabla u|^2 = 2|\nabla^2 u|^2 - |\nabla u|^2 + 2 < A(u)(\nabla u, \nabla u), \nabla u >
\]

\[
= 2|\nabla^2 u|^2 - |\nabla u|^2 + 2 < A(u)(\nabla u, \nabla u), \nabla u >
\]

\[
= 2|\nabla^2 u|^2 - |\nabla u|^2 - 2 |A(u)(\nabla u, \nabla u)|^2.
\]

Therefore,

\[
\Delta_f |\nabla u|^2 \geq 2|\nabla^2 u|^2 - |\nabla u|^2 - C(N)|\nabla u|^4.
\]

Then the function $U := |\nabla u|^2$ satisfies:

\[
\Delta_f U \geq -U - C(N)U^2.
\]

By [Proposition 1.9, [Der17a]] applied to $U$ and to the expanding solution $(M^n, g, \nabla^g f) = (\mathbb{R}^n, \text{eucl}, \nabla (r^2/4))$, one gets:

\[
\sup_{\mathbb{R}^n} fU \leq C \left( n, N, \sup_{\mathbb{R}^n} U, \lim_{t \rightarrow \infty} \sup_{\mathbb{R}^n} fU \right).
\]

This in turn means in our setting:

\[
\sup_{\mathbb{R}^n} f |\nabla u|^2 \leq C \left( n, N, \sup_{\mathbb{R}^n} |\nabla u|, \|u_0\|_{C^0(\mathbb{S}^{n-1})} \right),
\]

which leads to the expected estimate.

\[ \square \]

The next theorem ensures that the higher derivatives of expanding solutions satisfying the assumptions of Theorem 7.1 are a priori controlled as well:
Theorem 7.2. Let \( u : \mathbb{R}^n \to N \subset \mathbb{R}^m \) be a smooth expanding solution coming out of the 0-homogeneous map \( u_0 : \mathbb{R}^n \to N \). Assume \( u \) is regular at infinity. Then, for every integer \( k \geq 2 \),

\[
\sup_{x \in \mathbb{R}^n} f^{\frac{k}{2}}(x) |\nabla^k u|(x) \leq C \left( k, n, \|\nabla u\|_{C^0(\mathbb{R}^n)}, \sup_{1 \leq i \leq k} \|\nabla^i u_0\|_{C^0(S^{n-1})} \right).
\]

(69)

Remark 7.3. Theorem 7.2 is stated in terms of expanding solutions that are regular at infinity. If a finite number of rescaled derivatives are bounded and converge to the corresponding covariant derivative of the map at infinity then the same result holds.

Proof. The inequalities (69) are true without the polynomial weights by classical parabolic estimates applied to \( u \):

\[
\sup_{x \in \mathbb{R}^n} |\nabla^k u|(x) \leq C \left( k, n, \|\nabla u\|_{C^0(\mathbb{R}^n)} \right), \quad k \geq 2.
\]

(70)

Therefore, it suffices to prove these inequalities outside a ball \( B(0, R) \) whose radius \( R \) depends on the constants involved in (69) only.

We proceed by induction on \( k \geq 1 \): the case \( k = 1 \) is exactly the content of Theorem 7.1. Assume \( k \geq 2 \) and let us compute the evolution equation satisfied by \( \nabla^k u \):

\[
\Delta f \nabla^k u = \nabla^k (\Delta f u) - \frac{k}{2} \nabla^k u
\]

\[
= -\frac{k}{2} \nabla^k u - \nabla^k (A(u)(\nabla u, \nabla u))
\]

\[
= -\frac{k}{2} \nabla^k u + \sum_{l=0}^{k} \nabla^{k-l} (A(u)) * \nabla^l (\nabla u * \nabla u).
\]

Now, by Faà di Bruno’s formula and by the induction assumption:

\[
\nabla^m (A(u)) = O(\nabla^m u) + O(f^{-m/2}), \quad 0 \leq m \leq k,
\]

where \( O(\cdot) \) is only depending on the quantities described in (69).

By isolating the terms involving the \((k+1)\)-th and \(k\)-th derivatives of \( u \) and using the induction assumption again, one gets:

\[
\Delta f \nabla^k u = -\frac{k}{2} \nabla^k u + \nabla^{k+1} u * \nabla u + \nabla^k u * (\nabla u^2 + \nabla^2 u) + O\left(f^{-\frac{k+2}{2}}\right).
\]

In particular, if \( k \geq 3 \), by Young’s inequality applied to the norm of the \((k+1)\)-th derivatives of \( u \),

\[
\Delta f |\nabla^k u|^2 \geq - (k + O(f^{-1})) |\nabla^k u|^2 - O\left(f^{-k-1}\right).
\]

Similarly, if \( k = 2 \):

\[
\Delta f |\nabla^2 u|^2 \geq - (2 + c|\nabla^2 u| + O(f^{-1})) |\nabla^2 u|^2 - O\left(f^{-3}\right).
\]

Now recall the (schematic) equation satisfied by \( \nabla u \):

\[
\Delta f \nabla u = -\frac{\nabla u}{2} + \nabla u^2 + \nabla^2 u * \nabla u = O(f^{-1/2}),
\]
where we used Theorem 7.1 together with Claim 70 for $\nabla^2 u$. By classical parabolic estimates applied to $\nabla u$: $\nabla^2 u = O(f^{-1/2})$ uniformly.

Therefore, in any case, one is reduced to the following differential inequality:

$$\Delta_{f} |\nabla^k u|^2 \geq -\left( k + O\left( f^{-1/2}\right) \right) |\nabla^k u|^2 - O\left( f^{-k-1}\right).$$

Now, one can use [Lemma 2.9, Der17a] or adapt its proof to show the expected result. Indeed, by elementary but tedious computations in the spirit of the previous ones, the function $f_k e^{-C f^{-1/2} |\nabla^k u|^2 - A f^{-1}}$ where $A$ and $C$ are positive constants sufficiently large depending only on the constants involved in (69), satisfies the maximum principle outside a large ball $B(0,R)$ whose radius $R$ depends only on the constants involved in (69).

By applying a Nash-Moser iteration with the help of a suitable Bochner formula, compactness holds when the target manifold is non-positively curved:

**Corollary 7.4** (Non-positively curved target). Let $(N, g)$ be a Riemannian manifold with non-positive sectional curvature. Let $k \geq 2$ and $\alpha \in (0, 1)$. Then the following set

$$E^k_{xp}(N, \Lambda) := \left\{ u \in E^k_{xp}(N) : \|\nabla u\|_{C^{k,\alpha}(\mathbb{S}^{n-1}, N)} \leq \Lambda \right\},$$

is compact in the $C^{k,\alpha'}(\mathbb{R}^n, N)$-topology for $\alpha' \in (0, \alpha)$.

Similarly, the set

$$E^\infty_{xp}(N, (\Lambda_k)_{k \geq 1}) := \left\{ u \in C^\infty_{\text{loc}}(\mathbb{R}^n, N) : u \text{ expander regular at infinity} \mid \|\nabla^k u_0\|_{C^0(\mathbb{S}^{n-1}, N)} \leq \Lambda_k, \quad k \geq 1 \right\},$$

is compact in the smooth conical topology, i.e. in the topology defined by $\bigcap_{k \geq 0} C^{k,\alpha}(\mathbb{R}^n, N)$, for any $\alpha \in (0, 1)$.

**Proof.** According to Theorems 7.1 and 7.2 it is sufficient to prove the following a priori bound: if an expanding solution $u \in C^\infty_{\text{loc}}(\mathbb{R}^n, N)$ is regular at infinity or in $C^{k,\alpha}_{\text{con}}(\mathbb{R}^n, N)$ then there exists a uniform positive constant $C$ such that:

$$\|\nabla u\|_{C^\alpha(\mathbb{R}^n)} \leq C\|\nabla u_0\|_{L^2(\mathbb{S}^{n-1})}. \tag{71}$$

The proof is standard: let $u(\cdot, t) := u(\cdot / \sqrt{t})$ be the solution to the harmonic map flow associated to $u$. The Bochner formula in its parabolic version (see [Lemma 5.3.3, LW08] for instance) gives:

$$(\partial_t - \Delta) \left( \frac{|\nabla u|^2}{2} \right) = -|\nabla du|^2 + \sum_{i,j=1}^n \det A(u)(\nabla_i u, \nabla_j u) \leq 0,$$

by the Gauss-Codazzi equations together with the fact that the sectional curvature of $(N, g)$ is non-positive. Now, a Nash-Moser iteration applied to the subsolution $|\nabla u|^2$ of the heat equation (see [Str88] in a harmonic map flow context) gives:

$$|\nabla u|^2(x, t) \leq C \int_{Pr(x,t)} |\nabla u|^2(y, s)dyds, \quad (x, t) \in \mathbb{R}^n \times (0, +\infty), \quad r^2 \in (0, t),$$
for some uniform positive constant $C$, where $P_t(x, t) := B(x, r) \times (t - r^2, t] \subset \mathbb{R}^n \times \mathbb{R}_+$ is a parabolic neighborhood of $(x, t)$ in $\mathbb{R}^n \times \mathbb{R}_+$. Take $t = 2$ and $r^2 = 1$ and use the Pohozaev identity from Proposition 4.1 to prove as in [Proposition 3.15, DL18] that:

$$\|\nabla u\|_{L^2(B(x, 1))}(s) \leq C\|\nabla u_0\|_{L^2(B(x, 2))}, \quad \forall x \in \mathbb{R}^n, \quad s \in [1, 2],$$

for some uniform positive constant $C$. The expected inequality (71) follows by combining the previous inequalities together with the fact that $u_0$ is 0-homogeneous. This ends the proof if $u$ is assumed to be regular at infinity.

Let us assume now that $u \in \mathcal{E}^{\alpha}_{xp}(N)$ (the cases $k \geq 3$ can be handled similarly) and let us prove that $\|u\|_{C^{2, \alpha}_{\infty}(\mathbb{R}^n, N)}$ is uniformly bounded as expected. According to Theorem 7.2 and Remark 7.3, there exists a uniform positive constant $C(n, \Lambda)$ such that

$$\sup_{\mathbb{R}^n} \left\{ |f^{1/2} \cdot \nabla u| + |f \cdot \nabla^2 u| \right\} \leq C(n, \Lambda). \tag{72}$$

In particular,

$$|\nabla \nabla f u| \leq \frac{C(n, \Lambda)}{f},$$

which implies by integrating radially that: $|u - u_0| \leq C(n, \Lambda)/f$.

Now, if $\phi$ is a smooth cut-off function such that $\phi = 0$ on $B(0, 1)$ and $\phi = 1$ outside $B(0, 2)$ then:

$$\Delta_f (u - \phi u_0) = -A(u)(\nabla u, \nabla u) - \Delta_f (\phi u_0). \tag{73}$$

Since $u_0$ is 0-homogeneous, $\|\Delta_f (\phi u_0)\|_{C^{0, \alpha}_{\infty}(\mathbb{R}^n, \mathbb{R}^m)} \leq C(n, \Lambda)$ and the same is true for the term $A(u)(\nabla u, \nabla u)$ by (72). By (the proof) of Theorem 5.6 there exists a solution $v \in D^{k+2, \alpha}_f (\mathbb{R}^n, \mathbb{R}^m)$ to

$$\Delta_f v = -A(u)(\nabla u, \nabla u) - \Delta_f (\phi u_0), \quad \|v\|_{D^{k+2, \alpha}_f (\mathbb{R}^n, \mathbb{R}^m)} \leq C(n, \Lambda).$$

Consequently, by using the maximum principle, $u - \phi u_0 = v$ and in particular, this implies that $u - \phi u_0 \in D^{k+2, \alpha}_f (\mathbb{R}^n, \mathbb{R}^m)$ with the corresponding estimate: $\|u - \phi u_0\|_{D^{2, \alpha}_f (\mathbb{R}^n, \mathbb{R}^m)} \leq C(n, \Lambda)$. This ends the proof of Corollary 7.4 by invoking Arzela-Ascoli’s Theorem.

Corollary 7.4 allows to prove the following existence and uniqueness theorem:

**Theorem 7.5.** Let $(N, g)$ be a Riemannian manifold with non-positive sectional curvature. Let $n \geq 3$ and let $u_0 \in C^\infty(S^{n-1}, N)$. Then there exists a unique smooth solution coming out of $u_0$ that is regular at infinity; this solution must be expanding.

**Remark 7.6.** Theorem 7.5 is analogous to a theorem proved by the author for expanding gradient Ricci solitons coming out of metric cones with simply connected smooth sections endowed with a positively curved metric: Der16. However, Theorem 7.5 proves furthermore that the only solutions that come out of such initial data must be expanding.

**Proof.** The proof is based on a continuity method: since $N$ is non-positively curved, it is aspherical by Hadamard’s Theorem. In particular, there exists a smooth homotopy of maps $(u_0^\sigma)_{\sigma \in [0, 1]} : S^{n-1} \to N$ from $u_0$ to a constant map $P_t \in N$. Consider the set of solutions

$$S := \{ \sigma \in [0, 1] \mid \text{there exists a solution } u^\sigma \in \mathcal{E}^{\infty}_{xp}(N) \text{ coming out of } u_0^\sigma \}.$$
We prove that \( S \) is a closed, open and non empty set proving thereby \( S = [0, 1] \) by connectedness of \([0, 1]\).

\( S \) is not empty since the constant map \( P_1 \in N \) is a smooth expanding solution coming out of itself, i.e. \( 1 \in S \).

\( S \) is closed by Corollary 7.4 indeed, since \((u_0^\sigma)_{\sigma \in [0, 1]} \) is a smooth homotopy path, there exists a sequence of nonnegative numbers \((\Lambda_k)_{k \geq 1}\) such that \( u^\sigma \in \mathcal{E}_{xp}^\infty(N, (\Lambda_k)_{k \geq 1}) \) as soon as \( \sigma \in S \).

Let us show that \( S \) is open. Let \( \sigma_0 \in S \) and \( u^{\sigma_0} \) be an expanding solution coming out of \( u_0^{\sigma_0} \) that is regular at infinity. Let \( k \geq 2 \) and \( \alpha \in (0, 1) \). Then Theorem 5.6 ensures that the corresponding Jacobi operator \( L_{u^{\sigma_0}} \) is a Fredholm operator of degree 0. Moreover, since \( N \) is non-positively curved, \( L_{u^{\sigma_0}} \) is injective: indeed, by [Proposition 1.6.2, LW08],

\[
\langle L_{u^{\sigma_0}} \kappa, \kappa \rangle = (-\Delta_f \kappa, \kappa) - \text{tr} (\text{Rm}(g_N)(\kappa, \nabla u^{\sigma_0}, \nabla u^{\sigma_0}, \kappa)), \quad \kappa \in C_0^\infty(\mathbb{R}^n, T_{u^{\sigma_0}}N),
\]

where \( \text{Rm}(g_N)(e_1, e_2, e_2, e_1) \) denotes the sectional curvature of the metric \( g_N \) evaluated on the two-plane spanned by \((e_1, e_2)\). Therefore, if \( \kappa \in \ker_0 L_{u^{\sigma_0}} \) then \( \|\nabla \kappa\|_{L^2_j} = 0 \), i.e. \( \kappa \) is parallel which implies in particular that its norm is constant on \( \mathbb{R}^n \). This fact shows that \( \kappa \equiv 0 \) since it converges to 0 at infinity.

To sum it up, \( L_{u^{\sigma_0}} \) is an isomorphism: by the implicit function theorem, there exists a neighborhood \( \mathcal{U}_{k, \alpha}(u_0^{\sigma_0}) \) of \( u_0^{\sigma_0} \) in \( C^{k, \alpha}(S^{n-1}, N) \) such that any map \( u^{\sigma_0} \in \mathcal{U}_{k, \alpha}(u_0^{\sigma_0}) \) admits an expanding solution \( u^{\sigma} \in C_{con}^{k, \alpha}(\mathbb{R}^n, N) \).

Now, we want to ensure that any expanding solution \( u^{\sigma} \in C_{con}^{k, \alpha}(\mathbb{R}^n, N) \) coming out of a smooth map \( u_0^{\sigma} \) is actually in \( C_\infty^{k, \alpha}(\mathbb{R}^n, N) := \cap_{k \geq 0} C^{k, \alpha}_{con}(\mathbb{R}^n, N) \). We proceed similarly to the proof of Corollary 7.4. Using the same notations, we observe that \( u^{\sigma} - \phi u_0^{\sigma} \) satisfies (73). Since the right-hand side is in \( C^{k+1, \alpha}_f(\mathbb{R}^n, \mathbb{R}^m) \), there exists a solution \( v \in D^{k+3, \alpha}_f(\mathbb{R}^n, \mathbb{R}^m) \) such that \( \Delta_f v = \Delta_f(u^{\sigma} - \phi u_0^{\sigma}) \). Again, by the maximum principle, \( u^{\sigma} - \phi u_0^{\sigma} \in C^{k+1, \alpha}_f(\mathbb{R}^n, \mathbb{R}^m) \). In particular, this shows that \( u^{\sigma} \in C_{con}^{k+1, \alpha}(\mathbb{R}^n, \mathbb{R}^m) \). One ends the proof by induction on \( k \).

To prove the uniqueness statement, we proceed in two steps.

First of all, we prove the uniqueness statement among expanding solutions: let \( u_1 \) and \( u_2 \) be two solutions in \( \mathcal{E}_{xp}^\infty(N) \) coming out of the same 0-homogeneous map \( u_0 \). Consider as before a smooth homotopy path \((u_0^\sigma)_{\sigma \in [0, 1]} \) connecting \( u_0 \) to a constant map \( P_1 \in N \). By the existence part, there exists two continuous paths of expanding solutions \((u_1^\sigma)_{\sigma \in [0, 1]} \) and \((u_2^\sigma)_{\sigma \in [0, 1]} \) in \( \mathcal{E}_{xp}^\infty(N) \). Define the following set where these two paths coincides:

\[
\bar{S} := \{ \sigma \in [0, 1] \mid u_1^\sigma = u_2^\sigma \}.
\]

By Corollary 4.3 \( \sigma = 1 \in \bar{S} \). By its very definition, \( \bar{S} \) is closed. Now, if \( \bar{\sigma} \in \bar{S} \), \( u_1^\sigma - u_2^\sigma \) is of arbitrary small norm in \( \mathcal{E}_{xp}^{k, \alpha}(N) \) for some \( k \geq 2 \) and some \( \alpha \in (0, 1) \) when \( \sigma \) is close to \( \bar{\sigma} \) by Proposition 2.4 together with the fact that the dependence on \( \sigma \) is continuous. Since the Jacobi operator is an isomorphism as explained above, the implicit function theorem shows that \( u_1^\sigma = u_2^\sigma \), i.e. \( \sigma \in \bar{S} \) when \( \sigma \) is close to \( \bar{\sigma} \).

Finally, let \( u \) be a solution of the Harmonic map flow that comes out of \( u_0 \). Assume it is regular at infinity. Let \( u_0 \) be an expanding solution coming out of \( u_0 \) that is regular at infinity. Then by Theorem 3.2 there exist two smooth expanding solutions \( u_1 \) and \( u_2 \) that are regular at infinity and which come out of \( u_0 \). By the previous uniqueness result
for expanding solutions, these two solutions coincide (with $u_b$). Recall that $u_1$ and $u_2$ were obtained by blowing up and blowing down the solution $u$. Therefore, by the monotonicity of the relative entropy, the relative entropy is constant in time and Theorem 3.2 implies that $u$ is an expanding solution. Now, the previous uniqueness result implies that $u$ and $u_b$ coincide.

□
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