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Abstract 
 
To deny that human perception is optimal is not to claim that it is suboptimal. Rahnev & 
Denison point out that optimality is often ill-defined. The fundamental issue is framing 
perception as a statistical inference problem. Outside the lab, the real perceptual challenge 
is to determine the lawful structure of the world, not variables of a predetermined statistical 
model. 
 
Main text 
 
Is human perception optimal? If we disagree, it would seem (as the title of the target article 
suggests) that we hold that human perception is suboptimal, perhaps because of our 
imperfect biological nature – we are only human. The authors, however, point out that 
optimality is “only well-defined in the context of a set of specific assumptions, rendering 
general statements about the optimality (or suboptimality) of human perceptual decisions 
meaningless”. If this is true, then the main issue is not so much whether humans are optimal 
or sub-optimal, as the scope of such claims. 
 
Claims of optimality frame perception as a problem of statistical inference: sensory data are 
assumed to be produced by a statistical model that depends on hidden variables, and the 
perceptual problem is to estimate the value of those variables. There is generally a simple 
optimal solution given by Bayes’ formula. 
 
The obvious conceptual issue is that variables are defined within a particular model, which 
captures the structure of the scene (objects and their relations), when a large part of the 
perceptual problem is precisely to capture that structure. We note for example that state-of-
the-art computer vision algorithms (e.g. convolutional neural networks) excel at inferring the 
position of a cat in an image, but struggle at analyzing the structure of an image. For 
example, the question: “are there two identical objects in the image?” seems to pose a very 
challenging computational problem, even though this is a trivial problem for humans and 
animals (Ricci et al., 2018). 
 
The only reason why such problems do not appear in accounts of optimal perception is that 
those accounts are built from results of constrained experiments, in which a few 
experimental variables are allowed to vary within a fixed structure. In other words, the focus 
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is on “known unknowns”: we do not know the value of the variables, but we know they exist 
and we know their probability distribution a priori (Rumsfeld, 2011). This is not generally the 
case in ecological settings, where the perceptual system has to deal with “unknown 
unknowns”. This makes the scope of optimality claims somewhat limited. 
 
It should be stressed that building knowledge from observations is not generically a 
statistical inference problem. For example, Newtonian mechanics (and in fact, science in 
general) have not been derived by a process of statistical inference applied to the 
movements of bodies. To turn it into a statistical inference problem, one would first need to 
come with a few candidate models. This requires designing appropriate variables (e.g. 
acceleration of the center of mass) and postulate relations between them (acceleration 
equals gravity). Once this work has been done, what remains is relatively trivial. 
 
In the same way, perception requires determining what constitutes an object, what are 
relevant object properties and what might be the relations between objects. Thus the 
optimality framework trivializes the problem of perception by focusing on statistical 
inference on a fixed model, leaving aside the most difficult questions, in particular object 
formation and scene analysis. The proposition of Rahnev & Denison does not seem to 
address this issue, as observer models are still cast within the Bayesian framework (Box 1), 
and the difficult questions appear to be hidden in point (1), the description of the generative 
model, which is a context-dependent model fixed by the scientist rather than resulting from 
the perceptual process itself. 
 
This is not to deny that statistical inference can be a part of perceptual processes, but it 
constitutes only a part, arguably a small one. In this light, it seems difficult to make sense of 
broad claims such as “human perception is close to the Bayesian optimal” (Körding and 
Wolpert, 2006), given that perception as a whole cannot possibly be modeled by a Bayesian 
model. In the same way, the Bayesian brain hypothesis that “the world is represented by a 
conditional probability density function over the set of unknown variables” (Knill and 
Pouget, 2004) seems devoid of content, given that variables have no meaning by 
themselves, unless the model is also represented (which is not part of the hypothesis). 
 
In brief, by casting perception as a statistical inference problem, claims of optimality miss 
the real computational problem of perception : the world is not noisy, it is complex. 
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