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Abstract Bulk microphysical properties of ice clouds, such as fall speed and ice crystal size distribution,
strongly impact the life time and the radiative effects of these clouds. Three coherent bulk ice schemes,
with fall speed and effective ice crystal diameter depending on both ice water content and temperature, have
been constructed from published parameterizations. We present a novel upper tropospheric cloud system
concept to study the impact of these schemes on the LMDZ climate simulations. For this evaluation, cloud
data from hyperspectral infrared sounders Atmospheric InfraRed Sounder and IR Atmospheric Sounding
Interferometer are used, because they include cirrus with visible optical depths as low as 0.2. The analogous
satellite observation simulator, developed for this purpose, is also presented. The cloud system concept,
applied to the data and to the simulator outputs, allows a process‐oriented evaluation. In general, the new
bulk ice schemes lead to a better agreement with the cloud data, in particular concerning the cloud
system property distributions and the relation between cloud system properties and proxies mimicking the
life stage and the convective depth. Sensitivity studies have demonstrated that both the introduction of the
new schemes as well as the necessary adjustment of the relative width of the upper tropospheric subgrid
water distribution lead to these improvements. Our studies also suggest to revise the formulation of the latter.

Plain Language Summary Bulk microphysical properties of ice clouds, such as fall speed and ice
crystal size distribution, strongly impact the life time and the radiative effects of these clouds. Both have to be
predicted from other variables in a climate model. Three bulk ice schemes, depending on both ice water
content and temperature, have been constructed from existing parameterizations, based on a large statistics
of observations. The impact of these new schemes, when integrated into the LMDZ climate model, is studied.
For the evaluation with cloud data from infrared sounders, a specific satellite observation simulator was
developed which makes the simulation results look like the observed cloud layers. A novel cloud system
concept, applied on the data and on the simulator results, allows a process‐oriented evaluation and
demonstrates improvements linked to the introduction of the new schemes themselves, but also to the
necessary adjustment of another parameter which is linked to the subgrid variability of the upper
tropospheric water.

1. Introduction

Upper tropospheric (UT) clouds, covering about 30% of the Earth (e.g., Stubenrauch et al., 2013), play a cru-
cial role in the climate system by modulating the Earth's energy budget and heat transport. UT ice clouds
(cirrus) either emerge as the outflow of convective and frontal systems, or form in situ in cold air supersatu-
rated with water. Both their evolution with climate change and their feedback can only be reliably estimated
if these cloud systems are adequately represented in general circulation models (GCM), the atmospheric
component of Earth system models. At a spatial resolution of about 100 km, GCMs characterize the global
atmospheric circulation. However, key processes at smaller scales, in particular convection and microphy-
sics, have to be parameterized. Due to differences in these parameterizations, the intermodel spread of UT
cloud properties is still large (IPCC; Boucher et al., 2013). Total shortwave and longwave feedback of high
clouds, simulated by the models participating in phase 2 of the Cloud Feedback Model Intercomparison
Project, vary within 1 Wm2/K, respectively (Zelinka et al., 2016).

Unconstrained parameters, mostly related to clouds and convection, are in general “tuned” (Hourdin et al.,
2017), so that the simulated present‐day climate system is close to radiative balance at the top of the atmo-
sphere (TOA) and matches global observations (i.e., surface temperatures and cloud amount). Some of
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these parameters, such as mass‐weighted or bulk ice crystal fall speed, vm, or the balance between precipitat-
ing water and condensate available for detrainment, strongly influence the occurrence and properties of UT
clouds and even climate sensitivity (e. g. Sanderson et al., 2008).

In a coherent bulk ice cloud scheme, the effective ice crystal diameter, Deff, which influences cloud radiative
effects, and vm, linked to cloud physics, should follow observational relationships (e.g., Heymsfield, 2003;
Mitchell et al., 2011; hereafter H03 and M11). These two parameters are closely related, because they both
depend on the ratio of ice crystal mass over ice crystal area. Introducing this vm‐Deff dependence into the
LMDZ GCM then removes the ability to tune vm, as is currently done (Hourdin et al., 2013), with a scaling
factor of 0.3.

In this article we present original observational metrics for a process‐oriented assessment of parameteriza-
tions influencing UT clouds, such as a bulk ice cloud scheme. To improve the current vm and Deff parame-
terizations in the LMDZ GCM, we have constructed more coherent bulk ice cloud schemes from
published parameterizations, deduced from large statistics of recent airborne and ground‐based observa-
tions, by paying attention to their validity range. In these schemes vm has realistic values compared to obser-
vations, in contrast to the tuned, much smaller vm values of the current LMDZGCM version. The integration
of these bulk ice schemes into the model then demanded a scaling adaptation of the remaining uncon-
strained parameters sensitive to UT clouds, so that TOA radiation balance is guaranteed.

It is a challenge to build a parameterization of realistic bulk ice crystal fall speed at the spatial resolution of a
GCM, because size and habit of the ice crystals are largely variable and depend onmany factors, among them
the formation process and the life stage of the cloud as well as the atmospheric environment. On the other
hand, airborne field campaigns and ground‐based stations have collected numerous measurements within
ice clouds, which provide valuable insight into the behavior of their microphysical properties. Despite the
large variability, Field et al. (2007, hereafter F07) have shown that IWC and T are able to classify the
distributions of ice crystal size and habit. Those GCMs that do not include a detailed microphysical scheme
simulating ice crystal formation, which is often based on many assumptions, use a bulk ice cloud scheme.
The latter may express vm and Deff or the ice crystal size distribution (PSD) itself as function of IWC and T
(e.g., H03; Deng & Mace, 2008, hereafter DM08; F07; Furtado et al., 2015, hereafter F15).

For the evaluation of the UT cloud properties predicted by the LMDZ GCM, we use satellite retrievals from
the Atmospheric InfraRed Sounder (AIRS) and the IR Atmospheric Sounding Interferometer (IASI) mea-
surements (Stubenrauch et al., 2017). These instruments are sensitive to cirrus down to an IR emissivity,
εcld, of 0.1, during daytime and nighttime. To perform a consistent comparison between the simulation
results and the data, a specific satellite observation simulator was built and integrated into the LMDZmodel.

For a more process‐oriented evaluation, we use a novel cloud system concept (Protopapadaki et al., 2017),
which allows to relate the anvil properties to those of the convective cores. While classic cloud system
approaches are based on the infrared (IR) brightness temperature and therefore only consider the thicker
anvil parts (e.g., Liu et al., 2007; Machado et al., 1998; Roca et al., 2014; Yuan & Houze, 2010), this new con-
cept uses two separate variables to construct the cloud systems: pressure (or height), pcld, and emissivity, εcld.
The latter allows to distinguish between convective core, cirrus anvil, and thin cirrus within these systems.
By mimicking the maturity stage of the convective systems via convective core fraction within the systems
(decreasing from early development to dissipation), as already introduced by Machado et al. (1998), and
by using the minimum temperature of the convective cores of mature convective systems as a proxy of con-
vective depth, these new observational metrics provide additional constraints for parameterizations which
influence the occurrence and properties of UT clouds.

In section 2 we discuss issues to be taken into account for a parameterization of vm andDeff in a GCM, and we
present a synthesis of existing parameterizations, from which we deduce strategies for bulk ice cloud
schemes to be tested in the LMDZ GCM. Section 3 describes the LMDZ model, together with the data and
methods used for the evaluation. Sections 4 and 5 present (1) the assessment of the radiatively balanced
simulations using the different bulk ice schemes and (2) the sensitivity studies concerning the most relevant
tuning parameters for representing the UT cloud properties. While section 4 compares statistics of atmo-
spheric and UT cloud system properties, section 5 presents the new observational process‐oriented diagnos-
tics by making full use of the novel cloud system concept. Conclusions and an outlook are given in section 6.
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The analytical expressions to derive bulk ice properties from the ice crystal
diameter, D, as well as all parameterizations used in this article are given
in the supporting information.

2. Synthesis of Existing Parameterizations and
Strategy for Coherent Bulk Ice Cloud Schemes
2.1. Motivation

The current version of the LMDZ model utilizes a parameterization of vm
which depends on IWC (Heymsfield & Donner, 1990, hereafter HD90),
while Deff increases linearly with T between −84.1 °C and 0 °C (Suzuki
et al., 1993). In this way, vm and Deff are only loosely related, leading to
the ice cloud probability distribution in the vm‐Deff space presented in
Figure 1. This figure exhibits a vm increasing with Deff for Deff < 70 μm,
as expected, but for the largest Deff (>100 μm) vm is relatively small (<50
cm/s). This latter behavior is not in agreement with the observations
(e.g., H03, M11) and theory, as both Deff and vm are closely related to the
ratio of ice crystal mass, m, over ice crystal area, A.

The bulk ice properties vm and Deff are determined by integration over the
PSD or from the moments of the PSD. More details are given in

equations S1–S23 in the supporting information. Recently, F07 have shown that one needs both, IWC and
T, to classify the PSDs. The classification as function of T makes sense not only because of changing crystal
habit but also because of a broadening of the PSD, with a relatively larger contribution of larger particles with
increasing T (e.g., Heymsfield et al., 2013).

Our goal is to build a coherent vm‐Deff scheme, so that the radiative properties of cirrus are linked to realistic
fall speeds. Linking vm and Deff removes the ability to tune vm. We introduce a new bulk ice scheme with

1. a vm parameterization which depends on both IWC and T, based on published parameterizations
obtained from large statistics of recent observations, and which is valid over the whole T and IWC range
in a GCM,

2. a Deff parameterization which also depends on both IWC and T or which directly depends on vm, again
based on published parameterizations.

In the following we synthesize existing vm parameterizations and relationships between vm and Deff obtained
from recent airborne and ground‐based observations, from which we then deduce new ice cloud schemes, by
paying particular attention to the representativeness and validity range of the parameterizations.

2.2. vm Parameterizations

Figure 2 compares the vm parameterization of the current LMDZmodel version to those obtained by analyz-
ing recent observations, as a function of IWC for different T. For illustration we consider a tropical atmo-
sphere, for which a specific T corresponds to a specific pressure, p. The analytical expressions of these
parameterizations are summarized in equations S10–S31.

The vm parameterization of the current LMDZ model version depends on the IWC only, based on observa-
tional evidence for gravitational sedimentation of ice crystals (HD90). Furthermore, the simulations for
the Coupled Model Intercomparison Project phase 6 (Eyring et al., 2016) were performed using a vm scaling
factor of 0.3, for achieving radiative balance at TOA.

Figure 2a compares the empirical vm parameterization of HD90, without and with scaling factor, with amore
recent empirical parameterization developed by Heymsfield et al., 2017 (H17). Both parameterizations are
expressed as a function of IWC only, but a small dependence on T comes from pressure corrections. H17
used measurements from 11 aircraft field programs, spanning latitudes from the Arctic to the tropics and
T > −86 °C and IWC > 10−3 gm3. Both parameterizations show a strong vm increase with IWC. The newer
one has a steeper slope, as also measurements of TTL cirrus were included, while the first parameterization
was developed from cirrus measurements during three field campaigns with T > −60 °C.

Figure 1. Ice cloud probability distribution (%) in the current version of the
LMDZ GCM in the vm/Deff space.
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Schmitt &Heymsfield (2009, hereafter SH09) developed a vm parameterization specifically for nonconvective
cold TTL cirrus, covering T between –86 °C and –56 °C and IWC between 0.0001 and 0.003 gm3, using mea-
surements of two field campaigns. This empirical vm parameterization, which depends on IWC only, is also
shown in Figure 2, as median (equation S10), lower limit (equation S11), and upper limit (equation S12). As
expected, vm for cold TTL cirrus is quite small (below 20 cm/s). The vm parameterization of H17, which used
a small fraction of TTL cirrus, lies slightly above the upper limit of the SH09 parameterization for T at−75 °C
(corresponding to 110 hPa), while the vm parameterization of HD90, which used only warmer cirrus, lies
much above. It is interesting to note that the current LMDZ vm scaled by 0.3 coincides well with the SH09
parameterization for IWC < 0.001 gm3, but has much smaller values than those observed for larger IWC,
the latter range corresponding to the majority of ice clouds (Delanoë et al., 2011).

Figure 2b presents two empirical vm parameterizations which directly depend on IWC and on T (DM08,
M11). The motivation for such a parameterization was that critical ice cloud processes may depend also
on large‐scale dynamics and that both, IWC and T, are (or can be derived from) prognostic variables in cli-
mate models. However, the statistics within the IWC‐T space is not evenly distributed: often at cold T only
small IWC values exist, while large IWC is mostly found at warm T (e.g., DM08, Figure 2). This dependence
is generally explained by water availability according to the Clausius‐Clapeyron relationship, and may lead
to a biased validity: the parameterized vm for small IWCmay bemore reliable for small T than for large T and
vm for large IWC may be more reliable for large T than for small T.

The statistics for the DM08 parameterization is the largest available: about 30,000 hr of cirrus observations
between 1999 and 2005, collected from ground‐based millimeter cloud radar measurements at two ARM
Climate Research Facilities, one in the tropics (Tropical Western Pacific) and one in the midlatitudes
(Southern Great Plains). For the retrieval of vm a conceptual model was developed which describes the radar
reflectivity, Doppler velocity, and Doppler spectrum width by convoluting a Γ‐like distribution of ice crystals
with a turbulent spectrum undergoing mean vertical motion (Deng & Mace, 2006). In comparison with air-
borne measurements, Deng and Mace (2006) estimated instantaneous uncertainties of retrieved vm to about
20 cm/s. The consistency between the remote and in situ data is important as it illustrates that the retrieval
method can be used to develop valid parameterizations even though radar is mostly sensitive to large parti-
cles. This ground‐based statistics is much larger than the one of the airborne measurements, but does not
include laminar cirrus found in the TTL. The analysis suggested that relationships are similar for tropical
anvil cirrus and midlatitude synoptic cirrus, and therefore, we only present the vm parameterization which
was fitted over the entire statistics.

M11 analyzed PSD measurements with reduced shattered ice particles from three recent field campaigns in
the tropics and Arctic. Again, TTL cirrus were not included. Relationships of vm as function of IWC and T

Figure 2. Bulk fall speed vm parameterizations as function of IWC in a typical tropical atmosphere, at four different pres-
sures (T): (a) HD90 and H17, (b) DM08 andM11, and (c) vm from PSDmoment parameterization of F07 and F15, once the
original parameterization assuming ice crystal aggregates and once two different habits for ice and snow in the mass–
diameter relation. In addition, vm = f (IWC) of SH09 for cold TTL cirrus is indicated on each figure, with upper limit,
median, and lower limit. The equations of all parameterizations are given in equations S10–S23.
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were studied separately for in situ cirrus, anvil cirrus, aged anvil cirrus, and Arctic cirrus. A fit over the first
three types of cirrus suggests an increase of vm with IWC and T, with data points for T between −70 °C and
−20 °C and IWC between 0.00002 and 0.9 gm3, while for Arctic cirrus a dependence on IWC was not detect-
able for a relatively warm T, ranging between −37 °C and −21 °C.

Both parameterizations compare relatively well in an IWC range between 0.001 and 0.01 gm3, and both
increase with IWC and T. However, Figure 2b also reveals differences in the behavior with IWC and T:
the M11 parameterization presents a stronger increase of vm with increasing IWC, and the slope stays almost
unchanged with T. The DM08 parameterization shows a much more restricted range of vm (20 to 80 cm/s)
and a decrease in slope with increasing T. Indeed, it does not only take into account independent terms of
T and IWC but also terms combining T and IWC (equation S15). Although a very large statistics was used,
by considering carefully the observations and the fits in Figure 2 of DM08, the parameterized vm does not
reach the highest observed values of vm at large IWC which are around 100 cm/s. Compared to the SH09
parameterization for TTL cirrus, the vm at −75 °C of DM08 agrees relatively well with the upper limit of
SH09, while the vm parameterization of M11would already reach 0 at 0.0005 gm3.

Figure 2c finally presents vm based on the parameterization of the ice crystal PSD itself. F07 developed a
parameterization of the PSD moments as a function of T, assuming a predominant ice crystal habit of aggre-
gates. This PSD moment parameterization of F07 assumes an average T dependence, without distinguishing
cirrus types and therefore formation processes, but it introduces differences by linking all moments of the
PSD to the IWC (equations S17–S23). A relatively large sample of 13,000 PSDs, measured during four air-
borne field campaigns (two in the tropics and two in the midlatitudes, with T > −60 °C), has been analyzed
to guarantee a good sampling.

The bulk fall speed vm, which is determined from the terminal fall velocity vt of a single ice or snow crystal by
integration over the PSD, is then a function of T and IWC. The terminal fall velocity vt is often expressed as a
power law of the ice crystal diameter D: vt = eDf, with e and f determined for specific ice crystal habits (e.g.,
Ferrier, 1994 ; Mitchell, 1996). F15 conclude that two couples (e, f) are needed in their climate simulations to
reproduce observed IWCs, with (e, f) = (1,042, 1.0) for ice and (e, f) = (14.3, 0.416) for snow (in SI units).
Choosing for each D the smallest vt of both coincides with ice for D < 600 μm and snow for D > 600 μm.
Figure 2c presents this vm parameterization based on F15 and F07, once supposing ice crystal aggregates
and once using different habits for ice and snow. Again, vm increases both with IWC and with T, covering
a range between 5 and 110 cm/s. The slope with IWC is larger than the ones of M11 and DM08, except at
−75 °C, where this parameterization agrees remarkably well with the one for TTL cirrus of SH09, although
TTL cirrus were not included in the data to develop the PSD moment parameterization. Furthermore, the
slope decreases at large IWC and large T. Compared to the parameterizations of Heymsfield in Figure 2a,
the values agree with the ones at larger T, while for colder cirrus the vm values of Heymsfield seem to
be overestimated.

To summarize, compared to the vm parameterizations of Heymsfield which only depend on IWC (Figure 2a),
the introduction of the additional T dependence leads to a smaller slope of vm with IWC for a specific T. In
addition, it allows the vm of cirrus with the same IWC to differ according to T‐dependent changes in ice crys-
tal sizes and habits, leading to a larger vm at larger T. As in general IWC increases with T, this partly explains
the steeper slope of vm with IWC for the parameterizations of Figure 2a. However, the vm values at large IWC
are even larger than for the other parameterizations at large IWC and large T. This can be probably explained
by the fact that it is difficult to find a function depending only on IWC to correctly fit the data.

In the following we will consider the parameterizations of F07–F15 and of DM08, the latter extended toward
cold T by SH09. Both were built from large observational statistics, but different approaches and data types
have led to a different behavior of the parameterizations. Therefore, we will test their impact in the
LMDZ simulations.

2.3. Relationship Between vm and Deff

Field campaigns found robust relationships between Deff and vm, as these both depend on m/A. While H03
fitted this relationship separately for anvil cirrus and for synoptic cirrus, M11 developed fits separately for the
tropics and for the Arctic. The range of these parameterizations is shown in Figure 3. In this way, a larger Deff
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corresponds to a larger vm, as expected, with Deff of about 20 μm, for vm
around 5 cm/s, and Deff in a range between 80 and 105 μm, for vm around
80 cm/s. The range is given by sampling tropical, midlatitude synoptic, and
Arctic cirrus. While H03 and M11 agree quite well for tropical cirrus, mid-
latitude synoptic cirrus seem to have a larger fall speed than Arctic cirrus
for similar Deff, which indicates that the ice crystals of midlatitude cirrus
might have a larger density. On the other hand, all curves coincide at
the lower end with the one for thin TTL cirrus of SH09.

We also investigate relationships between vm and Deff, both being deter-
mined from the same PSDs, using parameterizations of F07, F15, and
Baran et al., 2016 (B16). However, instead of parameterizing Deff, Baran
et al. (2014) and B16 directly parameterized the bulk ice spectral optical
properties as a function of IWC and T, by averaging over the PSDs mea-
sured and parameterized by F07. Therefore, Baran and Labonnote (2007)
developed an ensemble model of ice crystals, built of six different ice crys-
tal habits within the PSD. With increasing crystal size the proportion of
hexagonal columns decreases while the proportion of aggregates
increases, leading to different weights of each member of the ensemble
model at each size interval of the PSD. Such a parameterization is attrac-

tive, as the definition of Deff is not generally applicable across the whole electromagnetic spectrum (e.g.,
Baran, 2012). However, the parameterization of B16 cannot directly be implemented into the LMDZ
GCM, as the spectral bands are not the same as the ones used for the radiative transfer of the LMDZ (see
sections 3.1 and 6).

Nevertheless, for illustration, Figure 3 of B16 presents the bulk single scattering albedo, ω0, at 1.6 μm (a) as a
function of Deff (computed from the first member of the ensemble model, the hexagonal ice column of aspect
ratio 1) and (b) as a function of the ratio between the third and secondmoment, M3/M2, corresponding to Dm

assuming the same model. B16 deduce from this figure that Deff and Dm are proportional, and we have com-
puted the factor of conversion from Figures 3a and 3b approximately as 0.17, so that Deff ≅ 0.17 Dm, with Dm

obtained from the PSDM parameterization of F07. This relatively crude estimation will be just used to com-
pare the impact of (1) a parameterization which directly derives Deff from vm, but using a different data
source than the vm parameterization, and (2) the PSDM parameterizations of vm and Deff, using the same
PSDs but a rough estimation of Deff.

Figure 3 compares the relationship between Deff and vm of the PSDM parameterization of F07–F15 and B16
to the empirical Deff/vm parameterizations of H03, M11, and SH09. The relationship between Deff and vm,
obtained from F07–F15 and B16, is mostly linear, while Deff evolves more slowly with vm toward larger vm
according to the empirical parameterizations of H03, M11, and SH09 (equations S25–S32). This difference
in behavior may be linked to changing crystal habits. Nevertheless, for 40 cm/s < vm < 90 cm/s the Deff of
the PSD moment parameterization lies within the range of the other observations, while Deff lies below
for smaller vm.

From these parameterizations, derived from different airborne measurements, we conclude that

1. at large Deff, the relationship in the current version of the LMDZmodel, given in Figure 1, does not match
the parameterizations obtained from observations in Figure 3;

2. Deff can be estimated from vm within an uncertainty of about ±5 μm (at smaller vm) to ±10 μm (at larger
vm), leading to the possibility to estimate Deff in the GCM directly from a vm parameterization, which
depends itself on IWC and T.

2.4. Construction of Coherent Ice Cloud Schemes

We select from Figure 2 two parameterizations which predict vm from IWC and T: the empirical parameter-
ization of DM08 deduced from ground‐based retrievals (Figure 2b) and the PSDmoment parameterization of
F07–F15 from airborne in situ measurements (Figure 2c). Both have been determined with large statistics.
As the latter agrees quite well with the parameterization for TTL cirrus, we will employ this

Figure 3. Relationships between generalized effective ice crystal diameter
Deff, defined by equation S9, and bulk fall speed vm. Empirical parameteri-
zations by H03, M11, and SH09 compared to results obtained from the PSD
moment parameterization (F07 and F15) and Deff determined from B16. The
equations of all parameterizations are given in equations S24–S31.
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parameterization over the whole T range, whereas the DM08 parameterization will be extended toward the
SH09 parameterization for cold T.

To link Deff to vm, we use the mean relationship of the parameterizations by H03. For sensitivity studies we
will also use vm and Deff from the PSD moment parameterizations (PSDM) of F07–F15 and B16 (section 2.3).

Thus, we will test the following bulk ice schemes in the LMDZ GCM:

1. empirical vm and Deff (vm): vm empirically parameterized as a function of IWC and T from multiannual
ground‐based retrievals of DM08, extended by the IWC‐dependent vm parameterization of SH09 for T
<−60 °C, and Deff as themean of the Deff‐vm relationships for synoptic cirrus and anvil cirrus determined
by H03 (Figure 4b). The scheme is implemented using equations S35–S37.

2. PSDM vm and Deff: vm and Dm from the PSD moment parameterizations of F07 and F15, assuming aggre-
gated crystals for the m‐D relationship (b = 2), with Deff ≅ 0.17 Dm, roughly adapted from B16. These
parameterizations are based on the same measured PSDs (Figure 4c). The scheme is implemented using
equations S38–S44.

3. PSDM vm and Deff (vm): vm from the PSDmoment parameterizations of F07–F15, using both (a, b) and (e,
f) separately for ice and snow (see supporting information). Deff is predicted from vm again as the mean of
the Deff‐vm relationships for synoptic cirrus and anvil cirrus determined by H03 (Figure 4d). The scheme
is implemented using equations S45–S51.

Figure 4 illustrates the behavior of vm (top panel) and of Deff (bottom panel) in the IWC/T space for these
different bulk ice schemes, compared to the one of the current LMDZ version (Figure 4a). The fully empirical
parameterization (Figure 4b) suggests a smaller range of vm and Deff and a weaker increase of vm and Deff

with IWC and T, than the PSDM schemes (Figures 4c and 4d). Largest differences occur at warm T and large
IWC (i.e., in the top right domain of the IWC/T space), which is infrequently occupied by UT clouds: the
PSDM schemes predict larger vm and larger Deff than the empirical scheme. In the range of largest probabil-
ities in the IWC/T space for UT ice clouds (i.e., −70 °C < T < −10 °C and 10−3.5 < IWC < 10−1 gm3), which
corresponds to more than 50% of UT cloud occurrences in the LMDZ GCM (Figure 6), the empirical scheme
predicts slightly larger vm and larger Deff than the PSDM schemes. The two PSDM parameterizations provide
a similar behavior of vm, while a slightly reduced range in Deff is found when the empirical Deff‐vm relation-
ship of H03 is used (Figures 4c and 4d). Larger ice crystals in general reflect less and absorb more radiation,
so this should have an impact on the radiative effect of the ice clouds.

Figure 4. (top panel) Bulk fall speed vm and (bottom panel) generalized effective ice crystal diameter Deff as a function of
IWC and T for the current LMDZ bulk ice scheme (a) and for the new bulk ice schemes described above: (b) empirical vm
and Deff (vm), (c) PSDM vm and Deff, and (d) PSDM vm and Deff (vm).
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3. Model, Data, and Methods

In this section we briefly describe the LMDZ GCM (section 3.1), as well as the AIRS and IASI cloud
data (section 3.2) used to assess the properties of the simulated UT cloud properties. For a consistent compar-
ison with these data, the model outputs first need to be processed by a specific cloud observation simulator (
section 3.3) that filters the simulated clouds with the IR sounder detection sensitivity and builds the cloud
properties in such a way that they correspond to the retrieved ones (observed from above). The methodology
to construct theUT cloud systems, to be applied both on the observations and the simulations at the same spa-
tial resolution, is described in section 3.4.

3.1. LMDZ Model Configuration

The LMDZ GCM (Hourdin et al., 2013) is the atmospheric component of the IPSL Earth system model. UT
clouds are mostly formed by a large‐scale condensation parameterization: the fractional cloudiness, ccld, and
condensed water, qc, are defined as a function of a subgrid‐scale distribution P(q) of total water q as

ccld ¼ ∫
∞
qsatP qð Þdq (1)

qc ¼ ∫
∞
qsat q−qsatð ÞP qð Þdq (2)

where qsat(T) is the saturation specific humidity averaged over the grid cell.

P(q) is a generalized lognormal distribution, bounded at 0. The relative width of P(q) within the grid cell, ζ(p)
= σ/q, with σ being the standard deviation, is prescribed as a function of pressure: ζ(p) increases linearly from
0 at surface to 0.002 at 500 hPa, then to RQH= 0.4 at 250 hPa. ζ(p) is kept constant to RQH above, and RQH is
one of the tuning parameters in the model.

A fraction qice of qc is assumed to be frozen. This fraction varies as a function of T, from 0 at 273.15 K to 1 at
258.15 K. This means that all clouds at T < 258.15 K only consist of ice crystals. The condensed water is par-
tially precipitated. The frozen water qice satisfies the equation:

dqice
dt

¼ 1
ρ
∂
∂z

FALLICE ρqicevmð Þ (3)

where FALLICE is a tuning factor and vm is the bulk ice fall speed given as a function of IWC by HD90.

Convection is represented by a buoyancy sorting mass flux scheme (Emanuel, 1993), producing a population
of convective towers within a grid cell, and assuming that ascent terminates at the level of neutral buoyancy.
A recently developed parameterization (Rio et al., 2013) controls convection by subcloud lifting processes,
including boundary layer thermals and evaporatively driven cold pools (Grandpeix & Lafore, 2010). The lat-
ter, particularly important over land, contribute to maintain deep convection and to initiate new
convective cells.

For convective clouds, in contrast to large‐scale or stratiform clouds, the standard deviation σ of P(q) is not
prescribed, but computed as a function of the in‐cloud condensed water, qcld = qc/ccld, predicted by the
convection scheme.

The model employs a relatively simple parameterization to partition between precipitation and detrained
fraction of convective condensate, with the precipitation efficiency as a function of qcld and T (Emanuel &
Živković‐Rothman, 1999). Precipitation efficiency is bounded by a maximum value, EPMAX, another tuning
factor, which is slightly less than unity, to allow some cloud water to remain in suspension in the atmosphere
instead of being entirely rained out (Bony & Emanuel, 2001).

Radiative fluxes in the current LMDZ version are computed by using the recently implemented Rapid
Radiative Transfer Model for GCM (Morcrette et al., 2008), which has 16 bands in the longwave and 14 bands
in the shortwave. Ice optical properties are parameterized following Ebert and Curry (1992), representing the
ice crystals by poly‐dispersed randomly oriented hexagonal cylinders whose size can be characterized by the
generalized effective diameter Deff, as defined by Fu (1996) in equation S9. Deff is set to a constant value for
liquid water clouds, and decreases with decreasing T (from 120 μm at T = 273.15 K to 7 μm at T = 258.15 K)
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for ice clouds (Heymsfield & Platt, 1984; Suzuki et al., 1993). For the calculation of the cloud optical thick-
ness, the vertical overlap of cloud layers is assumed to be maximum‐random (Bony & Emanuel, 2001).

3.2. AIRS and IASI Cloud Data

The AIRS (Chahine et al., 2006) aboard the National Aeronautics and Space Administration Earth
Observation Satellite Aqua and the IASI (Hilton et al., 2012) aboard the European Organisation for the
Exploitation of Meteorological Satellite (EUMETSAT) Meteorological Operation satellite MetOp‐A provide
measurements at 1:30 AM and 1:30 PM local time (LT) since 2002 and at 9:30 AM and 9:30 PM LT since
2007, respectively. The spatial resolution of these measurements at nadir is about 13.5 and 12.0
km, respectively.

The Clouds from IR Sounders (CIRS) cloud data (Stubenrauch et al., 2017), now being produced and distrib-
uted by the French data center AERIS, are very similar to the AIRS‐LMD cloud data (Stubenrauch et al.,
2010), distributed at the French data center ICARE and evaluated in the GEWEX cloud assessment
(Stubenrauch et al., 2013).

The retrieval is based on a weighted χ2 method (Stubenrauch et al., 1999) using eight channels along the
15‐μm CO2 absorption band, with peak contributions at 235, 285, 375, 415, 565, 755, 855 hPa, and surface.
It provides cloud pressure (pcld), cloud emissivity (εcld), and cloud temperature (Tcld) and cloud height (zcld).
Upper tropospheric or high‐level clouds are defined as clouds with pcld < 440 hPa. One advantage compared
to the CALIPSO‐GOCCP simulator is that the CIRS UT cloud types are further distinguished with respect to
εcld as high opaque (Cb: εcld ≥ 0.98), cirrus (Ci: 0.98 < εcld ≤ 0.5), and thin cirrus (thCi: 0.5 < εcld ≤ 0.1).

3.3. Cloud Properties From the AIRS/IASI Cloud Observation Simulator

To be comparable with AIRS and IASI cloud data, the LMDZ simulation output needs to be processed as in
other observational simulator packages (Bodas‐Salcedo et al., 2011). Here we follow a methodology pre-
viously developed by Stubenrauch et al. (1997) and Hendricks et al. (2010) for the comparison of GCM cloud
properties to those retrieved from IR sounders that we adapt to the specificities of the LMDZ model and the
AIRS/IASI data.

The method takes into account several systematic differences between the AIRS/IASI cloud data and the
LMDZ simulation output:

1. the different temporal sampling: while the model calculates the cloud fields every 0.5 hr, the satellite
measurements are only available at 1:30 AM and 1:30 PM local time (AIRS) and at 9:30 AM and 9:30
PM local time (IASI);

2. the lower spatial resolution of the LMDZ simulation results (1.25° latitude × 2.5° longitude) and therefore
partial cover of cloud layers;

3. the different view on the cloud fields: while LMDZ calculates three‐dimensional cloud fields, and simu-
lates multiple vertically overlaying clouds, AIRS and IASI provide a view from above, providing only
information on the highest cloud layer in the case of multiple cloud layers.

4. the instrument sensitivity: the CIRS retrieval determines clouds with an IR optical depth larger than 0.1;
5. the interpretation of retrieved variables: CIRS‐retrieved pcld, Tcld, and cloud height, zcld, are not given at

cloud top but at the middle between cloud top and apparent cloud base, the latter corresponding to the
cloud level where the clouds gets opaque (IR optical depth of 1.5, corresponding to εcld of 0.6).

To reconstruct from the LMDZ simulation outputs the cloudiness that would be observed by AIRS and IASI,
wemake several assumptions on the simulated cloud layers. We first assume amaximum overlap of the clou-
diness of contiguous cloud layers, defined as cloud blocks, and random overlap between different cloud
blocks, vertically separated by cloud‐free layers (Figure 5a).

Within the uppermost cloud block we define subcolumns, each of them being characterized by a different
vertical distribution of cloud layers. The sum of the horizontal areas of all subcolumns corresponds then
to the area of the uppermost cloud block and is given by the area of the maximum cloud layer among all
cloud layers within the uppermost cloud block. By construction, within a subcolumn cloud layers cover
0% or 100% of the total subcolumn area. We therefore have in a given subcolumn one or several sets of
vertically contiguous cloudy layers of 100% fractional coverage that we define as “subcolumn cloud
blocks.” For each of them we calculate the total IR optical depth τcld as the sum of the IR optical
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depths given for each cloud layer and then transform τcld into the IR emissivity εcld. We neglect the
subcolumn cloud blocks with τcld < 0.1, since the CIRS retrieval only keeps clouds with εcld > 0.1
(corresponding to an IR optical depth τcld > 0.1). As the CIRS retrieval only determines the properties
of the uppermost cloud, we neglect subcolumn cloud blocks that are located below the highest detected
one. Thus, in each subcolumn (of index j) we end up with no more than one detected subcolumn
cloud block, characterized by its total emissivity εj. This quantity then allows to determine the type of
the subcolumn cloud block (i.e., Cb, Ci, or thCi; see section 3.2). The area of a given cloud type within
the whole cloud block is obtained by summing the areas of the subcolumns which lie in the
corresponding ε range.

For a selected subcolumn cloud block j, we also calculate pressure pj and temperature Tj at its top and its
base. To compare pcld with the one observed by AIRS and IASI, we also have to determine the cloud level
at which the subcolumn cloud block yields an IR optical depth of 1.5. This level corresponds to the apparent
cloud base. In the case of semitransparent clouds (τcld < 1.5 or εcld < 0.6), pcld = 0.5 × (ptop + pbase), while for
more opaque clouds (τcld > 1.5), pcld = 0.5 × (ptop + papp base), as has been shown in comparison with
CALIPSO (Stubenrauch et al., 2010).

These variables, pcld, Tcld, and εcld (noted as X), are then determined over the whole uppermost cloud block
by averaging the subcolumn variables (Xj), weighted by the areas of the subcolumns (Figure 5b). They are
also determined for each cloud type within the uppermost cloud block (noted as XCb, XCi, and XthCi or in gen-
eral Xcldtp) by averaging the subcolumn variables, Xj, weighted by the areas of the associated cloud types.

If within a model grid cell more than one cloud block occurs above the height of pcld < 440 hPa, the total
cloud fractional coverage observed by the IR sounders from above can be calculated, according to random
overlap, by

ctot ¼ 1–Πk 1−ckð Þ (4)

where ck is the fractional coverage of the cloud block k. We also calculate the fractional coverage of each
high‐level cloud type (cldtp), by considering that it is the fractional coverage of the uppermost one, plus those
located below and randomly masked by all cloud types that are located above:

ccldtptot ¼ ccldtp1 þ∑N
k¼2 ccldtpk ×∏k−1

i¼1 1−cið Þ
h i

(5)

whereN is the total number of cloud blocks ordered by decreasing cloud altitude and ck
cldtp is the subcolumn

contribution of cloud type cldtp to the individual fractional coverage of cloud block k.

Finally, the model grid cell variables for a given cloud type cldtp (noted as Xtot
Cb, Xtot

Ci, and Xtot
thCi or in gen-

eral Xtot
cldtp) are derived by averaging over the values Xk

cldtp associated with the unmasked cloud blocks of
this type:

Figure 5. Schematic view of the CIRS simulator: (a) determination of cloud blocks and subcolumn cloud blocks and
(b) determination of cloud‐type properties.
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Xcldtp
tot ¼ ccldtp1 Xcldtp

1 þ∑N
k¼2 ccldtpk Xcldtp

k ×∏k−1
i¼1 1−cið Þ

h i
(6)

3.4. Construction of UT Cloud Systems

For amore process‐oriented evaluation, we construct cloud systems fromUT clouds of adjacent grid cells and
then study their horizontal extent and emissivity structure. This allows in particular to study convective
cloud systems: Protopapadaki et al. (2017) have demonstrated that the evolution of convective cloud systems
can be followed by using the convective core fraction within the cloud system as an indicator of life cycle
stage (decreasing from formation toward dissipation). The study has also revealed that mature convective
cloud systems include an increasing fraction of thin cirrus within/around their anvils as their temperature
decreases (indicating an increasing convective depth). Although the spatial resolution of the LMDZ GCM
(1.25° latitude × 2.5° longitude) is much coarser than the initial one of the cloud system data (0.5° latitude
× 0.5° longitude), we will show that this approach still gives precious information for better constraining
the parameterizations that influence the UT clouds.

On one hand we construct the UT cloud systems from the LMDZmodel simulations, after having applied the
cloud observation simulator, and on the other hand from the AIRS and IASI cloud data, gridded at GCM spa-
tial resolution. We also consider the cloud‐type statistics within the grid cells (Cb, cirrus, and thin cirrus).
Compared to the initial observational study (Protopapadaki et al., 2017), we had to adapt the definition of
convective cores in order to make consistent comparisons. As the control simulation revealed a much larger
Cb fraction within the grid cells than the data gridded at the same spatial resolution (section 3 and Table 3),
we identify the convective cores directly from the grid cell average <εcld>, with <εcld> ≥ 0.95, instead of
using a threshold on the Cb subgrid fraction. Due to the coarse spatial resolution, the threshold on the grid
cell average had to be relaxed to this value, but in addition we require a Cb subgrid fraction >0.1 and preci-
pitation within these identified “convective cores.” The rain rate within the convective cores of the cloud data
is determined from Advanced Microwave Scanning Radiometer–Earth Observing System L2 precipitation
data (Kummerow et al., 2015), which have been collocated with simultaneous AIRS cloud data. The spatial
resolution of Advanced Microwave Scanning Radiometer–Earth Observing System data are about 5 km.
These data have been used by Protopapadaki et al. (2017) to determine the εcld threshold as 0.98 at 0.5° spatial
resolution for the identification of the convective cores. We distinguish between UT cloud systems with no
convective core (these might originate from dissipating convection or formed by in situ freezing) from those
having single or multiple convective cores. In the case that a “convective core” just defined by <εcl> ≥ 0.95
and Cb subgrid fraction >0.1 includes no convective rain, the cloud system will be counted as a UT cloud
system with no convective core.

For each cloud system we further compute its horizontal extent (size), the mean anvil emissivity, and the
coldest temperature within the convective cores. To get an insight into the cloud system horizontal structure,
we also compute the fraction of thin cirrus cover over total (thin and thick) cirrus cover, and for convective
systems, the convective core fraction.

4. Climate Simulations and Their statistical Evaluation
4.1. Climate Simulation Experiments

The LMDZ model provides IWC, obtained from qice, and T at each pressure level. Both are used to com-
pute vm and Deff, using equations S33 and S34 in the control simulation (CNTRL) or using the relevant
equations for the three new bulk ice schemes, listed in section 2.4. The CNTRL is performed with the
NPv6.12 version of LMDZ. All results are shown for one year of statistics (simulations and observations).

When estimating Deff directly from vm, the latter should not be tuned anymore. Nevertheless, due to the
coarse spatial resolution, we kept a scaling factor FALLICE of 0.9. A 3 times larger vm than the one in
the control simulation leads to a much smaller amount of high clouds, and therefore, we had to retune
other parameters to meet the constraint of the radiative flux balance at the top of the atmosphere (TOA).
The chosen values for EPMAX and RQH for these simulations are summarized in Table 1 (a).

To untangle the benefits gained by the retuning of these parameters from those gained by introducing the
additional T dependence for vm, we performed sensitivity simulations. In the first set of simulations, we
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changed each tuning parameter (FALLICE, RQH, EPMAX in Table 1
(b)) one at a time, but without imposing TOA radiation balance. In
the last simulation (scaled PSDM vm in Table 1 (b)), we scaled vm of
the PSDM parameterization to adjust it to the same average vm as in
the CNTRL. This means that vm is again unrealistically small, but the
TOA radiative fluxes are balanced, and vm now depends on IWC and
T instead of IWC only.

Before we analyze the effects on UT cloud and cloud system properties,
we present in Figure 6 weighted joint T‐IWC frequency of occurrence
for all simulated ice clouds, over the entire globe, separately for the
CNTRL and the three new bulk ice cloud scheme simulations. In com-
parison to Figure 7a of Delanoë et al. (2011), which presents weighted
joint T‐IWC frequency of occurrence obtained from CALIPSO‐CloudSat
retrievals, we observe a better agreement with the new bulk ice cloud
scheme simulations than with the CNTRL: a larger population at war-
mer T and larger IWC and a less steep slope toward cold T and
small IWC.

4.2. Evaluation of Total UT Cloud Cover

Figure 7 presents zonal mean distributions of observed and simulated total UT cloud cover in boreal winter
(December‐January‐February) and in boreal summer (June‐July‐August). Compared to the observations, the
CNTRL shows a fractional UT cloud coverage about 0.08 smaller in the tropics andmidlatitudes, while in the
polar latitudes the values are similar (June‐July‐August) or even above (December‐January‐February) the
ones of AIRS and IASI. As the AIRS/IASI simulator was applied to the simulation results, we compare in both
cases cloudswith εcld > 0.1. This fixed εcld threshold removes about 5 to 10%UT cloud amount (in the case that
these thinner clouds appear alone or are accompanied by low‐level clouds), compared to the CALIPSO‐
GOCCP data set (Chepfer et al., 2010). The latter uses active lidar observations and is generally used for the
evaluation of cloud cover simulated by the LMDZmodel. One also has to keep in mind that the performance
of IR sounders in cloud detection over snow is slightly lower than the one of active instruments (Stubenrauch
et al., 2017).

According to Figure 7 all three new bulk ice scheme simulations better agree with the observations in the
tropics and midlatitudes, with a UT cloud cover increased by about 0.05. The PSDM parameterizations,
with a slightly larger UT cloud cover in the midlatitudes, seem to improve the agreement with the data
even more.

Figure 6. Weighted joint T‐IWC frequency of occurrence for simulations of July of CNTRL and using the empirical vm and
Deff (vm), PSDM vm and Deff (vm), and PSDM vm and Deff bulk ice schemes (from left to right), averaged over the
globe. The new bulk ice schemes are in better agreement with the radar‐lidar satellite observations presented in Delanoë
et al. (2011, Figure 7a).

Table 1
Tuning Parameters Relevant for UT Cloud Properties and TOA Fluxes in the
CNTRL, (a) in the Simulations Using the New Bulk Ice Parameterizations
and (b) in Those for Sensitivity Tests

FALLICE EPMAX RQH

CNTRL 0.3 0.9985 0.40
(a) New parameterizations
Empirical vm and Deff (vm) 0.9 0.9990 0.08
PSDM vm and Deff 0.9 0.9988 0.11
PSDM vm and Deff (vm) 0.9 0.9988 0.11
(b) Sensitivity studies
FALLICE+ 0.5 0.9985 0.40
RQH− 0.3 0.9985 0.10
EPMAX+ 0.3 0.9990 0.40
Scaled PSDM vm 0.3 0.9985 0.40
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4.3. Evaluation of UT Cloud Types

One advantage of the AIRS/IASI cloud observation simulator is to provide the occurrence and the properties
of high opaque (Cb), cirrus (Ci), and thin cirrus (thCi) within each grid cell. Figure 8 presents their zonal
mean cover, with the sum of the three parts adding up to the total UT cloud cover. In the tropics, the
CNTRL represents too much Cb and not enough thCi and Ci. This indicates that the too small UT cloud
cover is partially compensated by a too large UT cloud emissivity to obtain a reasonable longwave cloud
radiative effect. The increased UT cloud cover of the new bulk ice scheme simulations is linked to an increase
in Ci and thCi, which strengthens the agreement with the data. The empirical parameterization produces
slightly less Cb, in better agreement with the data, while the ratios between thCi and Ci as well as between
tropical Cb and midlatitude Cb seem to be slightly more realistic when using the PSDM parameterizations.
At this level we do not observe a mentionable difference between the two expressions for Deff.

The improvements seen in the simulations using the new bulk ice cloud schemes can be due to the schemes
themselves or due to the revised tuning parameters. Since increasing vm to realistic values leads to a strong
decrease of the UT cloud cover (Figure 8, second plot of bottom panel), the UT relative water subgrid varia-
bility, RQH, had to be strongly decreased and EPMAX had to be slightly increased. In the sensitivity simula-
tions one further notices that introducing the T dependence of vm but keeping the same tuning parameters as

in the CNTRL (“scaled PSDM vm” simulation) already leads to a slightly
better partitioning between Ci and thCi. An increase of EPMAX affects
mostly the tropics and slightly improves the relative contributions of Cb,
Ci, and thCi. A decrease in RQH increases the UT cloud cover everywhere
and also improves the relative contributions of Cb, Ci, and thCi. Overall,
both changes, the introduction of the T dependence of vm, and the retun-
ing necessary to reach realistic values of vm, seem to be favorable for the
UT cloud cover and emissivity.

4.4. Evaluation Using UT Cloud System Statistics

In a next step, we analyze the UT cloud system statistics. The UT cloud sys-
tems have been constructed as described in section 3.4.

According to the observations, 61% of all UT cloud systems are convective
systems in the tropics, and 37% of all UT cloud systems are convective or
frontal systems (including convective cores) in the midlatitudes. Their
properties are displayed in Table 2, while the properties of the remaining
UT cloud systems are shown in Table 3. The tropical systems are in general
larger, colder, and less emissive than the systems in the midlatitudes
(median values of 223 × 104 km2, 223 K, 0.67 compared to 88 × 104 km2,
232 K, 0.77, respectively). This is also true for all simulations. However,
the coverage relative to the one of all UT cloud systems, T, and

Figure 7. Zonal mean distributions of UT cloud amount from the new bulk ice schemes compared to AIRS and IASI obser-
vations and to the CNTRL, separately (eft) for boreal winter and (right) for boreal summer.

Figure 8. Zonal mean statistics of Cb (double hatched), Ci (hatched), and
thCi (transparent) from observations, CNTRL, new bulk ice schemes, and
sensitivity experiments. Latitude bands cover 90°S–60°S (SHp), 60°S–20°S
(SHm), 20°S–20°N (trp), 20°N–60°N (NHm), and 60°N–90°N (NHp).
Statistics includes boreal winter and summer.
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especially the system size of the CNTRL are smaller while the mean emissivity is larger than those of the
observed cloud systems (median values of 66 × 104 km2, 213 K, 0.79 in the tropics and 16 × 104 km2, 223
K, 0.87 in the midlatitudes). The new bulk ice scheme simulations present a considerable increase of the
first two variables and a decrease of the mean emissivity, leading to an improved agreement with
the observations.

This is even more visible in the top panels of Figures 9 and 10, presenting the tropics and the midlatitudes,
respectively. The distributions of cloud system size get broader, in better agreement with the observed distri-
butions, especially in the midlatitudes. In the tropics, the distributions are now slightly broader than the
observed one. The T distribution of the cloud systems of the CNTRL has a very narrow peak around 213
K, while the observed distribution has a very broad peak around 235 K. The new bulk ice scheme simulations
keep a peak at about 213 K, but considerably broaden the distribution toward larger values, thus getting clo-
ser to the observations. In the midlatitudes, the T distribution of the CNTRL is broader, with a peak around
220 K, and the new bulk ice scheme simulations shift the distribution toward larger values, also in better
agreement with the observations. Furthermore, these simulations show emissivity distributions broadened
toward smaller values, leading especially in the tropics to systems with average emissivities smaller than
0.5, which are missing in the CNTRL but occurring in the observations. However, in the tropics they intro-
duce a peak of cloud systems with an average emissivity close to 1.

This behavior can be understood by investigating the distributions of the sensitivity simulations in the bot-
tom panels of Figures 9 and 10: The decrease of RQH has a strong influence, broadening the distributions
and shifting T toward larger values, in closer agreement to the observations. The introduction of the

Table 2
Properties of Convective/Frontal Cloud Systems, in the Tropics (30°N–30°S, Top) and in the Midlatitudes (30°N–60°N and 30°S–60°S, Bottom): Median Values
(Means in Parentheses)

Tropics Relative coverage (%) System size (104 0km2) T (K) ε Thin Ci/anvil subgrid Cb fraction

Data 61 233 (473) 223 (224) 0.67 (0.65) 0.31 (0.29) 0.10
Control 52 66 (143) 213 (216) 0.79 (0.73) 0.20 (0.20) 0.44
Empirical vm and De (vm) 81 142 (446) 216 (221) 0.63 (0.61) 0.46 (0.42) 0.28
PSDM vm and De (Dm) 85 91 (376) 214 (219) 0.71 (0.64) 0.27 (0.27) 0.35
PSDM vm and De (vm) 84 98 (427) 215 (220) 0.69 (0.64) 0.29 (0.29) 0.34

Midlatitudes Relative coverage (%) System size (104 km2) T (K) ε Thin Ci/anvil subgrid Cb fraction

Data 37 88 (132) 232 (232) 0.77 (0.72) 0.14 (0.14) 0.15
Control 18 16 (28) 223 (224) 0.87 (0.65) 0.09 (0.15) 0.79
Empirical vm and De (vm) 22 38 (83) 226 (228) 0.76 (0.69) 0.35 (0.34) 0.57
PSDM vm and De (Dm) 24 47 (108) 223 (225) 0.78 (0.70) 0.27 (0.27) 0.54
PSDM vm and De (vm) 24 47 (107) 223 (225) 0.77 (0.71) 0.31 (0.30) 0.55

Note. Convective cores are defined with average grid cell UT εcld ≥ 0.95, subgrid Cb fraction > 0.1, and rain rate > 0.

Table 3
Properties of UT Cloud Systems With No Convective Cores, in the Tropics (30°N–30°S, Top) and in the Midlatitudes (30°N–60°N and 30°S–60°S, Bottom): Median
Values (Means in Parentheses)

Tropics Relative coverage (%) System size (104 km2) T (K) ε Thin Ci/system

Data 39 3 (14) 232 (230) 0.53 (0.52) 0.48 (0.51)
Control 48 6 (23) 212 (213) 0.67 (0.67) 0.33 (0.37)
Empirical vm and De (vm) 19 3 (15) 221 (223) 0.55 (0.58) 0.62 (0.56)
PSDM vm and De (vm) 16 3 (14) 220 (222) 0.63 (0.62) 0.46 (0.49)
PSDM vm and De (Dm) 15 3 (13) 219 (221) 0.66 (0.64) 0.40 (0.45)

Midlatitudes Relative coverage (%) System size (104 km2) T (K) ε Thin Ci/system

Data 63 3 (16) 233 (232) 0.62 (0.60) 0.32 (0.39)
Control 82 6 (18) 219 (220) 0.92 (0.87) 0.15 (0.24)
Empirical vm and De (vm) 78 6 (22) 229 (230) 0.84 (0.78) 0.31 (0.38)
PSDM vm and De (vm) 76 6 (28) 226 (227) 0.84 (0.79) 0.30 (0.36)
PSDM vm and De (Dm) 76 6 (30) 225 (226) 0.84 (0.79) 0.26 (0.33)
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additional T dependence on vm (scaled vm) leads also to a broadening of the cloud system size and emissivity
distributions, especially in the midlatitudes. The effect is small, as vm is kept small. Increasing vm to a realis-
tic value (by increasing FALLICE) leads to a much narrower cloud system size distribution, which can

Figure 9. Normalized frequency distributions of (left) UT cloud system size, (middle) average cloud top T, and (right)
emissivity in the tropics, comparing the (top) new bulk ice cloud schemes and (bottom) sensitivity experiments to the
observations and the CNTRL. Data statistics combined from AIRS and IASI.

Figure 10. (left) Properties of Convectiveof UT cloud system size, (middle) average cloud top T, and (right) emissivity in
themidlatitudes, comparing the (top) new bulk ice cloud schemes and (bottom) sensitivity experiments to the observations
and the CNTRL. Data statistics combined from AIRS and IASI.
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then be compensated by decreasing RQH. In the tropics, one can also slightly increase EPMAX in order to
reduce the cloud system emissivity, without introducing the peak close to 1.

It is interesting to note, that while all three bulk ice schemes lead to similar results in the tropics, the empiri-
cal parameterization leads to a T distribution slightly closer to the observations in the midlatitudes. It is dif-
ficult to decide from our simulations if this is directly linked to the parameterization or to the slightly
different tuning parameters (slightly larger EPMAX and slightly smaller RQH than for the PSDM parameter-
izations), as both play a role in the results (Table 2 and Figures 9 and 10).

The last two columns of Table 2 present the fraction of thin cirrus within the anvils and the subgrid Cb frac-
tion. Within the grid cells, the CNTRL produces more than 4 times as much Cb than observed (0.44 and 0.79,
in the tropics and in the midlatitudes, respectively, compared to 0.10 and 0.15). The fact that the simulated
UT clouds seem to be optically too thick is also reflected in the thin cirrus fraction within the anvils which is
too small: 0.20 and 0.09, in the tropics and midlatitudes, respectively, compared to 0.31 and 0.14 from the
observations. Nevertheless, both the CNTRL and the observations show a smaller fraction of subgrid Cb frac-
tion and a larger thin cirrus over anvil ratio in the tropics compared to the midlatitudes. The new bulk ice
scheme simulations lead in general to a better agreement with the observations by decreasing the subgrid
Cb fraction to 0.28–0.35 in the tropics and to 0.54–0.57 in the midlatitudes and by increasing the thin cirrus
over anvil ratio to 0.27–0.46 in the tropics and 0.27–0.35 in the midlatitudes. The latter seems now to be over-
estimated in the midlatitudes. This will be further investigated by analyzing Figure 11.

From Table 3 we deduce that UT cloud systems with no convective core have a small relative coverage in
the tropics, while their relative coverage is more important in the midlatitudes (39% and 63% observed,
48% and 82% in the CNTRL, and 15%–19% and 76%–78% for the new bulk ice scheme simulations, respec-
tively). The size of these UT cloud systems is much smaller than the one of the convective cloud systems
displayed in Table 2. While the size of these systems is similar in the tropics and midlatitudes (median
value of 6 × 104 km2) in the CNTRL, the observations and the new bulk ice scheme simulations show
a smaller size of these systems in the tropics (median value of 3 × 104 km2) than in the midlatitudes
(median value of 6 × 104 km2). As for the convective systems, T and emissivity of these systems are also
changed. The new bulk ice scheme simulations show larger average T and a smaller average emissivity of
the systems, leading to a better agreement with the observations. From the sensitivity studies (Tables S1

Figure 11. Median cloud system emissivity as function of cloud system temperature (left) in the tropics and (right) in the
midlatitudes, comparing the (top) new bulk ice cloud schemes and (bottom) sensitivity experiments to the observations
and to the CNTRL. Statistics includes all UT cloud systems, with data combined from AIRS and IASI.
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and S2 in the supporting information) we conclude that the additional T dependence of vm already helps
to decrease the average emissivity and to increase the ratio of thin cirrus within the UT cloud systems,
while the necessary retuning when introducing a larger, realistic fall speed, in particular via the decrease
of RQH, leads to a more realistic T of the systems.

Figure 11 illustrates how the median T and emissivity of the UT cloud systems are related, separately in the
tropics (left) and in the midlatitudes (right). The observations are compared to the CNTRL and to the new
bulk scheme simulations in the top panel and to the sensitivity experiments in the bottom panel. In general,
the median emissivity decreases with decreasing T, as the water vapor within the atmosphere also decreases
with height. The observations reveal a smaller slope in the tropics than in the midlatitudes, because deep
convection is able to inject water vapor from the lower troposphere into the upper troposphere (see also
section 5). As the CNTRL produces clouds which are too opaque, the emissivity values are far above the ones
from the data, and the decrease is stronger in the tropics than in the midlatitudes, in contrast to the data. The
IR sounder observations might slightly underestimate the emissivity in the case of not completely cloud‐
filled footprints. This effect should however be much smaller than the difference with the CNTRL, as the glo-
bal mean emissivity of ice clouds retrieved from AIRS lies well between the one from the MODIS‐CERES
(Minnis et al., 2011) and the PATMOS‐x (Heidinger & Pavolonis, 2009) retrievals, which use instruments
with a better spatial resolution (Stubenrauch et al., 2013).

The new bulk ice scheme simulations produce ice clouds with smaller emissivity, in particular at colder T: in
the tropics the relationship between T and emissivity looks thus more similar to the one obtained from the
data. In the midlatitudes, the new bulk ice scheme simulations also show a reduced emissivity, but around T
= 215 K one observes a large step of 0.2 toward smaller emissivity. Considering the sensitivity experiments,
this behavior is due to the reduction of RQH. This indicates that the parameterization of the UT relative
water subgrid variability (section 3.1) has to be revised. One possibility would be to parameterize the height,
at which it is set to a constant value RQH, as a function of tropopause height, since the depth of the tropo-
sphere decreases with latitude.

By investigating the simulated zonal relative humidity profiles (Figure S1), we observe that the zonal relative
humidity profiles of the CNTRL are too dry in the upper troposphere, compared to ERA‐Interim reanalyses
(Dee et al., 2011). The new bulk ice scheme simulations lead to a slightly larger relative humidity in the upper
troposphere, improving the agreement with the reanalyses, except at higher latitudes above 250 hPa, where it
is now too humid. The effect is slightly stronger for the simulation including the empirical parameterization,
as the RQH is slightly lower than for those using the PSDM parameterizations. This result agrees with the
analysis of Figure 11, displaying the discontinuity in the emissivity decrease around 215 K.

In conclusion, this analysis has shown that the representation of the relative width of P(q) within the grid
cells has to be revised. This will be done in a near future.

5. Process‐Oriented Evaluation Using the Cloud System Concept

In this section we investigate the results of the different simulations in a more process‐oriented way. First we
analyze the tropical convective cloud system properties as a function of convective core fraction within the
system. This variable is a good proxy of the cloud system life cycle stage (e.g., Machado et al., 1998), decreas-
ing from 1 at formation to 0 at dissipation of the convective cloud system. This approach was applied on the
CIRS AIRS cloud data by Protopapadaki et al. (2017), to reveal that during the life cycle the cloud system size
increases while the rain rate and the anvil emissivity decrease. The convective core size first increases and
then decreases during dissipation.

At the spatial resolution of the GCM simulations the data show a similar behavior, as shown in Figure 12.
The convective core fraction within the cloud system is computed as the number of grid cells with UT clouds
with an average grid cell emissivity >0.95 divided by the number of grid cells belonging to the cloud system
and weighted by the subgrid Cb fraction. Since the simulated subgrid Cb fraction is larger than the observed
one (Table 3), we have multiplied their convective core fraction by a factor of 0.4 in order to compare similar
statistics within the different convective core fraction intervals (Figure S2). Thus, the convective core fraction
in Figure 12 only indicates qualitatively the life stage cycle: decreasing convective core fraction within the-
convective cloud system corresponds to increasing system age. Nevertheless, following the statistical
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behavior of the convective cloud system properties along their life cycle gives an interesting opportunity for a
deeper evaluation. The anvils of the LMDZ simulations are connected to the convection by EPMAX which
provides the fraction left for detrainment and is at present very small. On the other side, UT relative
humidity available for large‐scale condensation originates from lower tropospheric humidity which is
transported by convection into the upper troposphere via strong updrafts.

Figure 12 shows that the anvil size first increases during the life cycle. When dissipation occurs (convective
core fraction nearly 0), it decreases. This is valid for the observations as well as for all simulations. However,
the maximum anvil size produced by the CNTRL is 4 times less than the one obtained from the observations.
The new bulk ice scheme simulations show in general an increased maximum cloud system size, in much
better agreement with the data. The increase of the thin cirrus fraction within the anvil during the cloud sys-
tem life cycle agrees quite well between the CNTRL and the observations. The fraction of thin cirrus within
the anvil of the simulations including the PSDM parameterizations are in very good agreement with the data,
while the one using the empirical parameterization increases more strongly, leading to too much thin cirrus
in the second half of the life cycle. Considering the sensitivity experiments, the additional T dependence of
vm increases the agreement with the data, but as the vm is scaled by 0.3, the effect is small. The largest change
is again given by the decrease of RQH, increasing the maximum anvil size, while both the increase of
EPMAX as well as the decrease of RQH lead to a slight increase in the slope of the thin cirrus fraction
within the anvil. Therefore, the larger values in the thin cirrus fraction of the empirical parameterization
may be produced by the slightly larger EPMAX and slightly smaller RQH compared to the ones of the
PSDM parameterizations.

Since this article also intends to more generally introduce the UT cloud system approach as a process‐
oriented evaluation of parameterizations concerning convection and detrainment, Figure 13 presents anvil
size and fraction of thin cirrus within the anvil as a function of minimum temperature within the convective
cores, Tmin

Cb. The latter is a good proxy for convective depth (Protopapadaki et al., 2017): its decrease corre-
sponds to an increase in convective depth. In general, convective cloud systems first develop in height and

Figure 12. Anvil size, ratio of thin cirrus over total anvil size, and minimum T within convective core as function of
system life cycle for tropical convective cloud systems, comparing the (top) new bulk ice cloud schemes and (bottom)
sensitivity studies to the observations and the control run. Decreasing convective core fraction within the convective cloud
system corresponds to increasing system age. Data from AIRS.
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then in width. The height development is illustrated in Figure 12, with Tmin
Cb decreasing (or height

increasing) along the cloud system life cycle. It is interesting to note that maximum height and maximum
system size are reached closely before dissipation. Then the height seems to sink slightly (Tmin

Cb slightly
increasing). A similar behavior is observed for all simulations and for the data, although the convective
depth seems to increase stronger in the simulations.

In order to decouple the height increase during the development stage from the convective depth reached at
maturity, we compare in Figure 13 only convective cloud systems in their “mature” stage. Because of the
relatively coarse spatial resolution, this mature stage is only loosely defined: with a convective core fraction
within the cloud systems between 0.05 and 0.30. While the data show a visible increase of anvil size with
increasing convective depth, the anvil size from the CNTRL is nearly constant. The new bulk ice scheme
simulations reproduce this increase, in much better agreement with the data. The sensitivity experiments
show that the introduced T dependence as well as the decrease of RQH are responsible for this. The thin cir-
rus fraction within the anvil also increases with convective depth. This phenomenon can be explained by (1)
environmental predisposition (larger relative humidity and temperature stratification at higher altitude) and
(2) UT humidification originating from convection. At present, we do not yet know which effect is more
important. Interestingly, all simulations show a similar effect, with the CNTRL lying below the data and
the empirical parameterization above. The sensitivity experiments show that the additional T dependence
of vm increases the agreement. While an increase of EPMAX leads to a more realistic slope, a decrease of
RQH increases the thin cirrus fraction already in the middle T range. Results including all convective sys-
tems, and not only the mature convective systems, are similar (Figure S3).

6. Conclusions and Outlook

This article presents a new approach to further constrain parameterizations which influence UT cloud
properties. Hyperspectral sounder cloud data from AIRS and IASI and the analogous cloud observation
simulator provide not only grid cell averages but also grid cell fractions of high opaque, cirrus and thin
cirrus clouds and their properties. Furthermore, a novel cloud system concept is proposed for a more

Figure 13. Anvil size and ratio of thin cirrus over total anvil size as function of convective depth for tropical mature
convective cloud systems, comparing the (top) new bulk ice cloud schemes and (bottom) sensitivity studies to the
observations and the CNTRL. A decreasing minimum top temperature within the convective cores corresponds to an
increasing convective depth. Data from AIRS.
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process‐oriented evaluation. Cloud systems are built from grid cells with clouds of similar height, and con-
vective cores are determined from opaque, raining clouds. This allows us to study the horizontal extent
and emissivity structure of the anvils and to relate them to the life stage and convective depth of the
convective systems.

These new evaluation methods are used to investigate the impact of new bulk ice schemes on the cli-
mate simulations of the LMDZ model. The bulk ice scheme of the current version of the LMDZ model
uses independent vm and Deff parameterizations, one depending on IWC and the other on T. Moreover,
vm is one of the tuning parameters to achieve TOA radiation balance, which at present leads to unrea-
listically small values, except for TTL cirrus, and is one reason why the simulated UT clouds are
too cold.

We have constructed several schemes from published parameterizations obtained from large statistics of
recent observations, paying attention to their validity range. All these new schemes have a realistic vm, which
depends on both IWC and T, and they coherently couple cloud physics (cloud life time influenced by vm) and
cloud radiative effects (influenced by Deff). We compare three different schemes: one empirical scheme
determining vm as a function of IWC and T and then relates Deff directly to vm, and two schemes based on
a PSD moment parameterization for vm, with Deff once determined from vm as in the first scheme and once
from the moments of the same PSDs as vm.

Our analyses have shown that an additional T dependence of vm improves the agreement with the observa-
tions, in particular when considering the UT cloud system size and subgrid fractions of thin cirrus and Cb.
This improvement is already achieved even when vm is still scaled by 0.3 to achieve radiation balance at
TOA (in particular Figure 8 and Table S1).

The introduction of realistic values of vm (changing the scaling factor FALLICE from 0.3 to 0.9) made it
necessary to adjust two other tuning parameters, because the UT cloud amount strongly decreased. This
was achieved by decreasing the relative width of the subgrid UT total water distribution, RQH, and by
slightly increasing the maximum precipitation efficiency, EPMAX. Thus, the final climate simulations
integrate the new bulk ice schemes as well as a relatively large adjustment of two parameters which
had to be retuned for radiation balance at TOA. Therefore, we have also tested the sensitivity of the
UT cloud and cloud system properties to these tuning parameters. An increase of EPMAX only affects
the tropics, leading to a slightly decreased emissivity of cold convective cloud systems and increased thin
cirrus fraction within the anvil, which agrees better with the data. A decrease in RQH strongly influences
UT clouds, by increasing their amount and the thin cirrus fraction. The distributions of the size of
the convective cloud systems and their temperature are also broadened, further improving the simula-
tion results. A quite large change of RQH (from 0.4 to 0.1) was necessary to balance the effect of
increasing FALLICE.

In general, the simulations including the more coherent bulk ice schemes and the new values of the tuning
parameters agree better with the cloud data. This is particularly true when considering the new observational
metrics such as the occurrence of different UT cloud types and the distributions of the UT cloud system prop-
erties. The current LMDZ simulations produce less UT clouds than observed, in particular in the tropics,
while the clouds are too opaque and their temperature is too low. When considering UT cloud systems, these
are too small. Integrating the new bulk ice schemes improves the partition of the UT cloud types by increas-
ing cirrus and thin cirrus compared to Cb. The distributions of the UT cloud system properties, like their hor-
izontal extent, T, and emissivity, also improve.

One outcome of the UT cloud system analysis, which revealed a high sensitivity to RQH, is that the formula-
tion of the subgrid UT total water distribution width should be improved. In particular, the behavior of cloud
system emissivity with temperature has shown that one may revise its dependence with altitude, in particu-
lar the altitude above which it is set constant. Although the database of water variability developed by Kahn
and Teixeira (2009) from AIRS observations is based on water vapor and not on total water, it still may guide
a new parameterization (Quaas, 2012). These data already indicate contrasts between land and sea and
between inner tropics and subtropics.

All three new bulk ice schemes, with both vm andDeff depending on IWC and on T andwith realistic values of
vm, improve the average quantities of the UT cloud systems as well as the process‐oriented behavior of
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convective cloud systems. However, as the adjustment of the tuning parameters also has a large effect, it is at
present not possible to decide which of the three bulk ice schemes gives the best results. Connecting Deff

directly to vm or deriving it from the same PSDmoment parameterization as vm provides very similar results.
To test the Deff parameterizations more in detail one needs radiative heating rates of the UT cloud systems.

While the empirical scheme mixes results from different observations, the PSDM parameterization uses
the same PSDs to derive vm and Deff. A further advantage of the latter method is that we will be able
to replace the Deff concept by a parameterization of the ice crystal single scattering properties (SSP)
directly as a function of IWC and T, using the same PSDs as for the PSDM vm parameterization. Using
directly the bulk extinction coefficient, single scattering albedo and asymmetry parameter for the radiative
transfer computations allows to bypass Deff. This method should be more precise, since the definition of
Deff is not generally applicable across the whole electromagnetic spectrum (e.g., Baran, 2012). This SSP
parameterization is already implemented in the Met Office Unified Model (Baran et al., 2014, 2016), with
the SSP fit parameters given for the spectral bands of the radiative transfer module of the Met Office
Unified Model (B16).

In a next step we want to integrate the SSP parameterization into the LMDZmodel which will provide then a
completely coherent bulk ice scheme. Therefore, we will fit the SSPs as a function of IWC and T for the spec-
tral bands of RRTM, using the database of B16.

For a detailed evaluation of the Deff and SSP parameterizations, we will compare the radiative heating rates
of the anvils of the convective cloud systems. For this we are currently laterally extending the radiative heat-
ing rates from CALIPSO and CloudSat (Henderson et al., 2013) across the UT cloud systems from AIRS
(Hemmer et al., 2019).

These new evaluation methods, in particular the process‐oriented cloud system analysis, are also valuable to
evaluate other parameterizations, in particular those which influence convective strength and detrainment.
The AIRS/IASI simulator will be made available in the Cloud feedback model intercomparison project
Observation Simulator Package (COSP; Bodas‐Salcedo et al., 2011).
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